


Traffic Engineering
Fourth Edition

Roger P. Roess, Ph.D.
Professor of Transportation Engineering

Polytechnic Institute of New York University

Elena S. Prassas, Ph.D.

Associate Professor of Transportation Engineering
Polytechnic Institute of New York University

William R. McShane, Ph.D., P.E., P.T.O.E.
President, KLD Engineering, PC.

Professor Emeritus
Polytechnic Institute of New York University

PEARSON

Boston   Columbus   Indianapolis  New York   San Francisco  Upper Saddle River
Amsterdam   Cape Town   Dubai  London   Madrid   Milan  Munich  Paris  Montreal Toronto

Delhi   Mexico City   Sao Paulo  Sydney  Hong Kong   Seoul   Singapore  Taipei Tokyo

1

-:



i

1

Vice President and Editorial Director, ECS:

Marcia J. Horton

Senior Editor: Holly Stark
Editorial Assistant: Keri Rand

Vice President, Production: Vince O'Brien

Marketing Manager: Tim Galligan
Marketing Assistant: Mack Patterson
Senior Managing Editor: Scott Disanno
Production Project Manager: Clare Romeo
Senior Operations Specialist: Alan Fischer
Operations Specialist: Lisa McDowell
Art Director, Interior: Greg Dulles

Art Director, Cover: Kristine Carney
Cover Designer: Bruce Keneslaar
Cover Illiistration/Photo(s): Shutterstock

Manager, Rights and Permissions: Zina Arabia
Manager, Visual Research: Beth Brenzel
Image Permission Coordinator: Debbie Latronica
Manager, Cover Visual Research & Permissions: Karen Sanatar
Composition: Integra Software Services Pvt.

 Ltd.

Full-Service Project Management: Integra Software
Services Pvt. Ltd.

Printer/Binder: Hamilton

Typeface: 10/12 Times

Credits and acknowledgments borrowed from other sources and reproduced, with permission, in this textbook appear on appropriate
page within text.

Copyright © 2011,2004, by Pearson Higher Education, Ino, Upper Saddle River, NJ 07458. All rights reserved. Manufactured
in the United States of America. This publication is protected by Copyright and permissions should be obtained from the publisher
prior to any prohibited reproduction, storage in a retrieval system, or transmission in any form or by any means, electronic,
mechanical, pholocopying, recording, or likewise. To obtain permission(s) to use materials from this work, please submit a written
request to Pearson Higher Education, Permissions Department, One Lake Street, Upper Saddle River, NJ 07458.

Many of the designations by manufacturers and seller to distinguish their products are claimed as trademarks. Where those designations
appear in this book, and the publisher was aware of a trademark claim, the designations have been printed in initial caps or all caps.

The author and publisher of this book have used their best efforts in preparing this book. These efforts include the development,
research, and testing of theories and programs to determine their effectiveness. The author and publisher make no warranty of any
kindi expressed of implied, with regard to these programs or the documentation contained in this book. The author and publisher shall
not

. be liable in any event for incidental or consequential damages with, or arising out of, the furnishing, performance, or use of these
programs.

Library of Congress Cataloging-in-Publication Data

Roess, Roger P. 
Traffic engineering / Roger P. Roess, Elena S. Prassas, William R. McShane. - 4th ed.

p.
 cm.

Includes bibliographical references and index.
ISBN-13:978-0-13-613573-9 (alk. paper)
ISBN-10: 0-13-613573-0 (alk. paper)
L Traffic engineering-United States.   1. Prassas, Elena S.   11. McShane, William R.   111. Title.

HE355.M43 20H

388.3,120973-dc22

2010013599

10 987654321

Prentice Hall

Is an imprint of

PEARSON
0

www.pearsonhighered.com
ISBN-10: 0-13-613573-0

ISBN-13:978-0-13-613573-9



Contents

.reface ix

Introduction to Traffic

Engineering 1
1
.1 Traffic Engineering as a

Profession 1

1
.2 Transportation Systems and Their

Function 3

1
.3 Highway Legislation and History in the

United States 8

1
.
4 Elements of Traffic

Engineering 12
1

.
5 Modern Problems for the Traffic

Engineer 13
Standard References for the Traffic

Engineer 14
Metric versus U.S. Units 15

Closing Comments   15

3     Roadways and Their Geometric
Characteristics 35

3
.1 Highway Functions and

Classification 35

3
.2 Introduction to Highway

Design Elements 39
3

.3 Horizontal Alignment of Highways 40
3

.4 Vertical Alignment of Highways 53
3

.5 Cross-Section Elements of Highways 60
3

.6 Closing Comments 62
References 63

Problems 64

1
.
6

1
.
7

1
.
8

References 15

4

Part 1 Traffic Components and
Characteristics 16

2    Road User and Vehicle

Characteristics 17

2
.

1 Overview of Traffic Stream

Components 17
2

.
2 Road Users 18

2
.
3 Vehicles 25

2
.4 Total Stopping Distance and

Applications   31
2

.5 Closing Comments 33
References 33

Problems 34

5

Introduction to Traffic Control

Devices 65

4
.1 The Manual on Uniform Traffic Control

Devices 65

4
.2 Traffic Markings 69

4
.3 Traffic Signs 74

4
.4 Traffic Signals 87

4
.5 Special Types of Control 93

4
.6 Summary and Conclusion 94

References 94

Problems 94

Traffic Stream Characteristics 95

5
.1 Types of Facilities 95

5
.2 Traffic Stream Parameters 96

5
.3 Relationships among Flow Rate?

Speed, and Density 103
5

.4 Closing Comments 105
References 105

Problems 105



iv CONTENTS

i
 i

6 Introduction to Traffic Flow

Theory 107
6
.1 Basic Models of Uninterrupted Flow 107

6
.2 Queueing Theory 112

6
.3 Shock-Wave Theory and Applications 117

6
.4 Characteristics of Interrupted Flow 119

6
.5 Closing Comments 119

References 120

Problems 120

Part 2 Traffic Studies and Programs 121

7 Statistical Applications in Traffic
Engineering 122

7
.1 Overview of Probability Functions

and Statistics 123

7
.
2 The Normal Distribution and Its

Applications 125
7

.
3 Confidence Bounds 128

7
.4 Sample Size Computations 129

7
.
5 Addition of Random Variables 129

7
.
6 The Binomial Distribution Related to the

Bernoulli and Normal Distributions   131

7
.
7 The Poisson Distribution 133

7
.8 Hypothesis Testing 134

7
.9 Summary and Closing Comments 144

References 146

Problems 146

8 Traffic Data Collection and Reduction

Methodologies 148
8
.1 Applications of Traffic Data 148

8
.2 Types of Studies 149

83 Data Collection Methodologies 150
8

.
4 Data Reduction 159

8
.
5 Cell Phones 159

8
.6 Aerial Photography and Digitizing

Technology 159
8

.
7 Interview Studies 162

8
.8 Concluding Comments 163

References 163

Problems 163

9 Volume Studies and Characteristics 165

9
.

1 Critical Parameters 165

9
.2 Volume, Demand, and Capacity 166

9
.
3 Volume Characteristics 169

9
.
4 Intersection Volume Studies   174 c

9
.
5 Limited Network Volume Studies 176

9
.6 Statewide Counting Programs 184

9
.7 Specialized Counting Studies 189

9
.8 Closing Comments 195

References 195

Problems 195

10 Speed, Travel Time, and Delay
Studies 198

10.1 Introduction 198

10.2 Spot Speed Studies   199
10.3 Travel-Time Studies 211

10.4 Intersection Delay Studies 218
10.5 Closing Comments 222
References 222

Problems 223

11 Highway Traffic Safety: Studies,

Statistics, and Programs 225
11.1 Introduction 225

11.2 Approaches to Highway Safety 227
11.3 Accident Data Collection and Record

Systems 230
11.4 Accident Statistics 234

11.5 Site Analysis 240
1

*

1
.6   Development of Countermeasures 244

11.7   Closing Comments 244
References 244

Problems 248

12 Parking 250
12.1 Introduction 250

12.2 Parking Generation and Supply Needs 250
12.3 Parking Studies and Characteristics 254
12.4 Design Aspects of Parking Facilities 263
12.5 Parking Programs 270
12.6 Closing Comments 271
References 272

Problems 272

Part 3 Freeways and Rural Highways 274

13 Fundamental Concepts for Uninterrupted
Flow Facilities 275

13.1 Types of Uninterrupted Flow Facilities 275
13.2 The Highway Capacity Manual 276
13.3 The Capacity Concept 277
13.4 The Level of Service Concept 278
13.5 Service Flow Rates and Service Volumes 281

13.6 The v/c Ratio and Its Use in Capacity
Analysis 282



ONTENTS v

.

..!

13.7 Problems in Use of Level of Service 283

13.8 Closing Comments 283
References 283

Problems 284

4 Basic Freeway Segments and Multilane
Highways 285

14.1 Facility Types 285
14.2 Basic Freeway and Multilane Highway

Characteristics 286

14.3 Analysis Methodologies for Basic Freeway
Sections and Multilane Highways   291 .

14.4 Sample Problems 303
14.5 Calibration Speed-Flow-Density Curves 309
14.6 Calibrating Passenger-Car Equivalents 309
14.7 Calibrating the Driver Population Factor 312
14.8 Adjustment Factors to Free-Row Speed 313
14.9 Software 313

14.10 Source Documents 313

References 313

Problems  314

5 Weaving, Merging, and Diverging
Movements on Freeways and
Multilane Highways 316

15.1 Turbulence Areas on Freeways and Multilane
Highways 316

15.2 Level-of-Service Criteria 317

15.3 A Common Point: Converting Demand
Volumes 319

15.4 Weaving Segments: Basic Characteristics and
Variables 319

15.5 Computational Procedures for Weaving Area
Analysis 325

15.6 Basic Characteristics of Merge and Diverge
Segment Analysis 333

15.7 Computational Procedures for Merge and
Diverge Segments 335

15.8 Sample Problems in Weaving, Merging, and
Diverging Analysis 342

15.9 Analysis of Freeway Facilities 352
References 353

Problems 354

16   Two-Lane Highways 361
16.1 Introduction 361

16.2 Design Standards 363
16.3 Passing Sight Distance on Two-Lane

Highways 365

16.4 Capacity and Level-of-Service Analysis of
Two-Lane Rural Highways 366

16.5 Sample Problems in Analysis of Rural
Two-Lane Highways 37T

16.6 The Impact of Passing and Truck Climbing
Lanes 384

16.7 Summary 387
References 387

Problems 387

17   Signing and Marking for Freeways and
Rural Highways 389

17.1   Traffic Markings on Freeways and Rural
Highways 389

1-7
.2   Establishing and Posting of Speed Limits 394

17.3 Guide Signing of Freeways and Rural
Highways 396

17.4 Other Signs on Freeways and Rural
Highways 404

References 405

Problems 407

Part 4 The Intersection 409

( Ts ) The Hierarchy of Intersection
,v \ V9 v>   Control 410
v-' L'

18.1 Level I Control: Basic Rules

of the Road 411

18.2 Level II Control: YIELD and STOP

Control 413

18.3 Level III Control: Traffic

Control Signals 417
18.4 Closing Comments 432
References 432

Problems 432

19   Elements of Intersection Design and
Layout 437

19.1 Intersection Design Objectives and
Considerations 437

19.2 A Basic Starting Point: Sizing the
Intersection 438

19 3   Intersection Channelization 441

19.4 Special Situations at Intersections 443
19.5 Street Hardware for Signalized

Intersections 454

19.6 Closing Comments 459
References 459

Problems 459

0



vi CONTENTS

21

.
1

20 ) Basic Principles of Intersection

v t      Signalization 461
20.1 Terms and Definitions 461

20.2 Discharge Headways, Saturation Flow, Lost
Times, and Capacity 465

20.3 The Critical-Lane and Time-Budget
Concepts 469

20.4 The Concept of Left-Turn (and Right-Tum)
Equivalency 474

20.5 Delay as a Measure of Effectiveness 476
20.6 Overview 485

References 486

Problems 486

Fundamentals of Signal Timing and
Design: Pretimed Signals 489

21.1 Development of Signal Phase Plans 490
21.2 Determining Vehicular Signal

Requirements 503
21.3 Determining Pedestrian Signal

Requirements 508
21.4 Compound Signal Timing   511
21.5 Sample Signal Timing Applications 511
21.6 References 522

References 522

Problems 522

Fundamentals of Signal Timing:
Actuated Signals 526

22.1 Types of Actuated Control 527
22.2 Detectors and Detection 528

22.3 Actuated Control Features and

Operation 529
22.4 Actuated Signal Timing and Design 531
22.5 Examples in Actuated Signal

Design and Timing 537
References 542

Problems 542

23   Critical Movement Analysis of Signalized
Intersections 545

23.1 The TRB Circular 212 Methodology 546
23.2 A Critical Movement Approach to Signalized

Intersection Analysis 546
23.3 Sample Problems Using Critical Movement

Analysis 558
23.4 Closing Comments 570
References 570

Problems 571

22

24 Analysis of Signalized Intersections 573
24.1 Introduction 573

24.2 Conceptual Framework for the HCM 2010
Methodology 574

24.3 The Basic Model 579

24.4 A "Simple" Sample Problem 598
24.5 Complexities 605
24.6 Calibration Issues 610

24.7 Summary 615
References 615

Problems 615

25 Intelligent Transportation Systems
in Support of Traffic Management
and Control 620

25.1 ITS Standards 621

25.2 National ITS Architecture 622

25.3 ITS Organizations and Sources
of Information 622

25,4 ITS-Related Commercial Routing
and Delivery 623

25.5 Sensing Traffic by Virtual and Other
Detectors 623

25.6 Traffic Control in an ITS

Environment 624

25.7 How Fast Is Fast Enough? 629
25.8 Emerging Issues 630
25.9 Summary 631
Problems 631

26 Signal Coordination for Arterials
and Networks: Undersatu rated

Conditions 632

26.1 Basic Principles of Signal
Coordination 632

26.2 Signal Progression on One-Way
Streets 634

26.3 Bandwidth Concepts 636
26.4 The Effect of Queued Vehicles

at Signals 638
26.5 Signal Progression for Two-Way Streets

and Networks 640

26.6 Common Types of Progression 646
26.7 Software for Doing Signal

Progression 650
26.8 Closing Comments 656
References  657 o

Problems 658



ONTENTS vii

7   Signal Coordination for Artenals
and Networks: Oversaturated

Conditions 663

27.1 System Objectives for Oversaturated
Conditions 663

27.2 Root Causes of Congestion and
Oversaturation 664

27.3 Overall Approaches to Address
Oversaturation 665

27.4 Classification 666

27.5 Metering Plans 667
27.6 Signal Remedies 669
27.7 Variations in Demand

and Capacity 673
27.8 Summary and Further

Readings 676
References 677

18   Analysis of Streets in a Multimodal
Context 678

28.1 Arterial Planning Issues and
Approaches 678

28.2 Multimodal Performance

Assessment 679

28.3 Summary 683
References 684

Problems 684

29 Planning, Design, and Operation of Streets
and Artenals 686

29.1 Kramer's Concept of an Ideal  Suburban

Arterial 687

29.2 Principles Guiding Local Streets 688
29.3 Access Management 688
29.4 Balanced Streets and Complete Streets 691
29.5 Traffic Calming 694
29.6 Roundabouts 698

29.7 Netwoik Issues 698

29.8 Special Cases 701
29.9 Summary 706
References T06

Problems 707

30 Traffic Impact Analysis 708

30.1 Scope of This Chapter 709
30.2 An Overview of the Process 709

30.3 Tools, Methods, and Metrics 712

30.4 Case Sliidy 1: Driveway Location 714
30.5 Case Study 2: Most Segments of a Traffic

Impact Analysis 715
30.6 Summay 726
References 726

Problems 726

Index 728





Preface
The transportation system is often referred to as the nation

'

s

"lifeblood circulation system." Our complex system of roads
and highways, railroads, airports and airlines, waterways, and
urban transit systems provides for the movement of people and
goods within and between our densest urban cities and the most
remote outposts of the nation. Without the ability to travel and
to transport goods, society must be stmctured around small
self-sufficient communities, each of which produces food and
material for all of its needs locally and disposes of its wastes in
a similar manner. The benefits of economic specialization and
mass production are possible only where transportation exists
to move needed materials of production to centralized loca-
tions, and finished products to widely dispersed consumers.

Traffic engineering deals with one critical element of
the transportation system: streets and highways, and their use
by vehicles. This vast national system provides mobility and
access for individuals in private autos and for goods in trucks
of various sizes and forms, and facilitates public transport by
supporting buses, bicycles, and pedestrians.

Because the transportation system is such a critical part of
our public infrastmcture, the traffic engineer is involved in a
wide range of issues, often in a very public setting, and must
bring a wide range of skills to the table to be effective. Traffic
engineers must have an appreciation for and understanding of
planning, design, management, construction, operation, control,
and system optimization. All of these functions involve traffic
engineers at some level.

This text focuses on the key engineering skills required
to practice traffic engineering in a modern setting. This is the
fourth edition of this textbook. It includes material on the lat-

est standards and criteria of the Manual on Uniform Traffic
Control Devices (2003 Edition and forthcoming 2010
Edition), the Policy on Geometric Design of Highways and
Streets (2004 Edition), the Highway Capacity Manual (2000
Edition and forthcoming 2010 Edition),

 and other critical

references. It also presents both fundamental theory and a
broad range of applications to modern problems.

The text is organized in five major functional parts:

. Part I-Traffic Components and Characteristics

. Part 2-Traffic Studies and Programs

. Part 3-Freeways and Rural Highways

. Part 4-The Intersection

. Part 5-Arterials
, Networks, and Systems

This text can be used for an undergraduate survey course,
 or

for more detailed graduate courses. At Polytechnic Institute
of 

"

New York University, it is used for two undergraduate
courses and a series of three graduate courses.

As in previous editions, the text contains many sample
problems and illustrations that can be used in conjunction with
course material. A solutions manual is available

. The authors

hope that practicing professionals and students find this text
useful and informative

, and they invite comments and/or criti-
cisms that will help them continue to improve the material

.

What's New in This Edition

This edition of the textbook adds a significant amount of
material, including,

 but not limited to:

1
. New homework problems for most chapters.

2
. New chapters on Traffic Flow Theory, Analysis of

Arterials in a Multimodal Setting,
 Critical Movement

Analysis of Signalized Intersections,
 and Traffic

Impact Studies.

3
. Material from the latest editions of key traffic engi-

neering references, including the Traffic Engineering
Handbook, the Manual of Uniform Traffic Control
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Devices, the Traffic Signal Timing Handbook; and the
Policy on Geometric Design of Highways and Streets.

4
. Substantial material from forthcoming new editions

of the Highway Capacity Manual (2010) and
Manual of Uniform Traffic Control Devices (2010),
which were obtained from research documents, draft

materials, and other source documents has been

included. Since some of this materia! has not yet
been officially adopted, it provides a preview, but not
final information on these standard documents.

5
. New material on actuated signal systems and timing.

6
. New material on coordination of signal systems.

7
.

 
'

 Reference links to important Web sites
,
 as well as

demonstration solutions using current software
packages.

Roger P. Roess

Elena S. Prassas

William R
. McShane

I
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CHAPTER

1
-

Introduction to Traffic

Engineering

1
.1  Traffic Engineering

as a Profession

The Institute of Transportation Engineers defines traffic
engineering as a subset of transportation engineering as
follows []]:

Transportation engineering is the application of tech-
nology and scientific principles to the planning, func-
tional design, operation, and management of facilities
for any mode of transportation in order to provide for
the safe, rapid, comfortable, convenient, economical,
and environmentally compatible movement of people
and goods.

and:

Traffic engineering is that phase of transportation engi-
neering which deals with the planning, geometric
design and traffic operations of roads, streets, and high-
ways, their networks, terminals, abutting lands, and
relationships with other modes of transportation.

These definitions represent a broadening of the profession to
include multimodal transportation systems and options, and
to include a variety of objectives in addition to the traditional
goals of safety and efficiency.

1
.
1
.1 Safety: The Primary Objective

The principal goal of the traffic engineer remains the provision
of a safe system for highway traffic. This is no small concern.

 In

recent years, fatalities on U.S. highways have ranged between
40,000 and 43,000 per year. Although this is a reduction from
the highs experienced in the 1970s, when highway fatalities
reached more than 55,000 per year, it continues to represent a
staggering number. Rising fuel prices in 2008 and 2009 have
had an impact on both fatalities and vehicle-miles travelled.

 In

2008, fatalities were reduced to 37,261, the first time the number

dipped below 40,000 in many years. Some of this was due to
a reduction in vehicle-miles travelled, which dipped under
3

.0 trillion miles after two years over this level. It remains to be
seen whether this reduction is sustainable or whether fatalities

will rise once again when (and if) the fuel cost issues are
resolved. One point, however, remains: More Americans have
been killed on U.S. highways than in all of the wars in which
the nation has participated, including the Civil War.

Although total highway fatalities per year have
remained relatively stable over the past two decades,

 accident

rates based on vehicle-miles traveled have consistently
declined. That is because U.S. motorists continue to drive

more miles each year. With a stable total number of fatalities,
the increasing number of annual vehicle-miles traveled pro-
duces a declining fatality rate. This trend will also be affected
by the decrease in vehicle use in 2008 and 2009.

1
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Improvements in fatality rates reflect a number of trends,
many of which traffic engineers have been instrumental in
implementing. Stronger efforts to remove dangerous drivers
from the road have yielded significant dividends in safety.
Driving under the influence (DUI) and driving while intoxicated
(DWI) offenses are more strictly enforced, and licenses are
suspended or revoked more easily as a result of DUI/DWI
convictions, poor accident record, and/or poor violations record.
Vehicle design has greatly improved (encouraged by several acts
of Congress requiring certain improvements). Today

's vehicles

feature padded dashboards, collapsible steering columns, seat
belts with shoulder harnesses, air bags (some vehicles now have
as many as eight), and antilock braking systems. Highway
design has improved through the development and use of
advanced barrier systems for medians and roadside areas.
Traffic control systems communicate better and faster, and
surveillance systems can alert authorities to accidents and break-
downs in the system.

Despite this, however, approximately 40,000 people per
year still die in traffic accidents. The objective of safe travel is
always number one and is never finished for the traffic engineer.

1
.
1

.2 Other Objectives

The definitions of transportation and traffic engineering high-
light additional objectives:

. Speed

. Comfort

. Convenience

. Economy

. Environmental compatibility

Most of these are self-evident desires of the traveler. Most of

us want our trips to be fast, comfortable, convenient, cheap,
and in harmony with the environment. All of these objectives
are also relative and must be balanced against each other and
against the primary objective of safety.

Although speed of travel is much to be desired, it is
limited by transportation technology, human characteristics, and
the need to provide safety. Comfort and convenience are generic
terms and mean different things to different people. Comfort
involves the physical characteristics of vehicles and roadways,
and it is influenced by our perception of safety. Convenience
relates more to the ease with which trips are made and the ability
of transport systems to accommodate all of our travel needs at
appropriate times. Economy is also relative. There is little in
modem transportation systems that can be termed 

"cheap.
"

Highway and other transportation systems involve massive

construction, maintenance, and operating expenditures,
 most of

which are provided through general and user taxes and fees
.

Nevertheless, every engineer, regardless of discipline,
 is called

on to provide the best possible systems for the money.

Harmony with the environment is a complex issue that
has become more important over time. All transportation
systems have some negative impacts on the environment

.
 All

produce air and noise pollution in some forms, and all utilize
valuable land resources. In many modem cities

, transportation
systems use as much as 25% of the total land area

.
 "Harmony"

is achieved when transportation systems are designed to
minimize negative environmental impacts, and where system
architecture provides for aesthetically pleasing facilities that
"fit in" with their surroundings.

The traffic engineer is tasked with all of these goals and
objectives and with making the appropriate trade-offs to opti-
mize both the transportation systems and the use of public
funds to build, maintain, and operate them.

1
.
1

.
3

v

Responsibility, Ethics, and Liability
in Traffic Engineering

The traffic engineer has a very special relationship with the
public at large. Perhaps more than any other type of engineer,
the traffic engineer deals with the daily safety of a large seg-
ment of the public. Although i t can be argued that any engineer
who designs a product has this responsibility, few engineers
have so many people using their product so routinely and
frequently and depending on it so totally. Therefore,

 the traffic

engineer also has a special obligation to employ the available
knowledge and state of the art within existing resources to
enhance public safety.

The traffic engineer also functions in a world in which a
number of key participants do not understand the traffic and
transportation issues or how they truly affect a particular project.
These include elected and appointed officials with decision-
making power, the general public, and other professionals with
whom traffic engineers work on an overall project team effort.

Because all of us interface regularly with the transportation
system, many overestimate their understanding of transportation
and traffic issues. The traffic engineer must deal productively
with problems associated with naive assumptions, plans and
designs that are oblivious to transportation and traffic needs

,

oversimplified analyses, and understated impacts.

Like all engineers, traffic engineers must understand and
comply with professional ethics codes. Primary codes of ethics
for traffic engineers are those of the National Society of
Professional Engineers and the American Society of Civil
Engineers. The most up-to-date versions of each are available
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online. In general, good professional ethics requires that traffic
engineers work only in their areas of expertise; do all work
completely and thoroughly; be completely honest with the
general public, employers, and clients; comply with all appli-
cable codes and standards; and work to the best of their ability.
In traffic engineering, the pressure to understate negative
impacts of projects, sometimes brought to bear by clients who
wish a project to proceed and employers who wish to keep
clients happy, is a particular concern. As in all engineering
professions, the pressure to minimize costs must give way to
basic needs for safety and reliability.

Experience has shown that the greatest risk to a project
is an incomplete analysis. Major projects have been upset
because an impact was overlooked or analysis oversimplified.
Sophisticated developers and experienced professionals know
that the environmental impact process calls for a fair and
complete statement of impacts and a policy decision by the
reviewers on accepting the impacts, given an overall good
analysis report. The process does not require zero impacts; it
does, however, call for clear and complete disclosure of
impacts so that policy makers can make informed decisions.
Successful challenges to major projects are almost always
based on flawed analysis, not on disagreements with policy
makers. Indeed, such disagreements are not a valid basis for a
legal challenge to a project. In the case of the Westway
Project proposed in the 1970s for the west side of Manhattan,
one of the bases for legal challenge was that the impact of
project construction on striped bass in the Hudson River had
not been properly identified or disclosed. In particular, the
project died due to overlooking the impact on the reproduc-
tive cycle of striped bass in the Hudson River. Although this
topic was not the primary concern of the litigants,

 it was the

legal "hook" that caused the project to be abandoned.
The traffic engineer also has a responsibility to protect

the community from liability by good practice. Agencies
charged with traffic and transportation responsibilities can be
held liable in many areas. These include (but are not limited

to) the following:

. Placing control devices that do not conform to applica-
ble standards for their physical design and placement.

. Failure to maintain devices in a manner that ensures

their-effectiveness; the worst case of this is a "dark"

traffic signal in which no indication is given due to
bulb or other device failure.

. Failure to apply the most current standards and guide-
lines in making decisions on traffic control, developing
a facility plan or design, or conducting an investigation.

. Implementing traffic regulations (and placing appropri-
ate devices) without the proper legal authority to do so.

A historic standard has been that "due care" be exercised

in the preparation of plans and that determinations made in the
process be reasonable and "not arbitrary." It is generally recog-
nized that professionals must make value judgments, and the
terms due care and not arbitrary are continually under legal test.

The fundamental ethical issue for traffic engineers is to
provide for the public safety through positive programs, good
practice, knowledge, and proper procedure. The negative (albeit
important) side of this is the avoidance of liability problems.

1
.2 Transportation Systems

and Their Function

Transportation systems are a major component of the U.S.
economy and have an enormous impact on the shape of the
society and the efficiency of the economy in general. Table 1.1
illustrates some key statistics for the U.S. highway system for
the base year 2007 and two preliminary statistics for 2008.

America moves on its highways. Although public trans-
portation systems are of major importance in large urban areas
such as New York, Boston, Chicago, and San Francisco, it is
clear that the vast majority of person-travel as well as a large
proportion of freight traffic is entirely dependent on the high-
way system. The system is a major economic force in its own
right Over $90 billion per year is collected by state and federal
governments directly from road users in the form of focused
user taxes and fees. Such taxes and fees include excise taxes on

gasoline and other fuels, registration fees, commercial vehicles
fees, and others. Other funds are allocated from federal and

state general funds for highway use. As indicated in Table 1.1,
by 2007, $161 billion was being collected and spent on high-
way and traffic improvements by all units of government.

Table 1.1: Important Statistics on U.S. Highways

Statistic 2007 2008

Miles of public roadway
Vehicle-miles traveled

Total population of
United States

Licensed drivers

Registered vehicles
Total receipts: Taxes, fees,

tolls, general fund
allocations

Total expenditures:
Federal, state, local

Fatalities

4
.
05 million

3
.
05 trillion

301 million

205 million

247 million

$161 billion

$161 billion

41
,
059

4
.
04 million

2 93 trillion
304 million

208 million

248 million

37,261
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The American love affair with the automobile has

grown consistently since the 1920s when Henry Ford
'

s

Model T made the car accessible to the average wage
earner. This growth has survived wars, gasoline embargoes,
depressions, recessions, and almost everything else that has
happened in society. As seen in Figure 1.1, annual vehicle-
miles traveled reached the 1 trillion mark in 1968, the 2 trillion

mark in 1987, and the 3 trillion mark in 2005.

This growth pattern is one of the fundamental problems
to be faced by traffic engineers. Given the relative maturity of
our highway systems and the difficulty faced in trying to
add system capacity, particularly in urban areas, the continued
growth in vehicle-miles traveled leads directly to increased
congestion on our highways. The inability to simply build addi-
tional capacity to meet the growing demand creates the need
to address alternative modes, fundamental alterations in

demand patterns, and management of the system to produce
optimal results.

1.
2
.1 The Nature of Transportation

Demand

Transportation demand is directly related to land-use
patterns and to available transportation systems and facili-
ties. Figure 1.2 illustrates the fundamental relationship,

which is circular and ongoing. Transportation demand
is generated by the types, amounts, and intensity of land
use, as well as its location. The daily journey to work,

 for

example, is dictated by the locations of the worker's
residence and employer and the times that the worker is
on duty.

Public Road Mileage-VMT
1920-2007
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Figure 1.1: Public Highway Mileage and Annual Vehicle-Miles Traveled in the United States, 1920-2007

{Source: Highway Statistics 2007, Federal Highway Administration, U.S. Department of Transportation, Washington DC, 2008, Table
VMT 421.)



1
.

2   TRANSPORTATION SYSTEMS AND THEIR FUNCTION 5

Transp.
Demand

LandTransp.
Facilities Use

Figure 1.2: The Nature of Transportation Demand

Transportation planners and traffic engineers attempt
to provide capacity for observed or predicted travel demand
by building transportation systems. The improvement of
transportation systems, however, makes the adjacent and
nearby lands more accessible and, therefore, more attractive
for development. Thus building new transportation facilities
leads to further increases in land-use development, which
(in turn) results in even higher transportation demands. This
circular, self-reinforcing characteristic of traffic demand
creates a central dilemma: Building additional transporta-
tion capacity invariably leads to incrementally increased
travel demands.

In many major cities, this has led to the search for
more efficient transportation systems, such as public transit
and car-pooling programs. In some of the largest cities,
providing additional system capacity on highways is no
longer an objective because such systems are already
substantially choking in congestion. In these places, the
emphasis shifts to improvements within existing highway
rights-of-way and to the elimination of bottleneck locations
(without adding to overall capacity). Other approaches
include staggered work hours and workdays to reduce peak
hour demands, and even more radical approaches- involve
development of satellite centers outside of the central busi-
ness district (CBD) to spatially disperse highly directional
demands into and out of city centers.

Demand, however, is not constrained by capacity in all
cities

, and the normal process of attempting to accommodate
demand as it increases is feasible in these areas. At the same

time
*

 the circular nature of the travel/demand relationship will
lead to congestion if care is not taken to manage both capacity
and demand to keep them within tolerable limits.

It is important that the traffic engineer understand this
process. It is complex and cannot be stopped at any moment
in time. Demand-prediction techniques (not covered in
this text) must start and stop at arbitrary-points in time.

 The

real process is ongoing, and as new or improved facilities
are provided, travel demand is constantly changing.

 Plans

and proposals must recognize both this reality and the
professional's inability to precisely predict its impacts.

A 10-year traffic demand forecast that comes within
approximately ±20% of the actual value is considered a
significant success. The essential truth, however, is that

traffic engineers cannot simply build their way out of
congestion.

If anything, we still tend to underestimate the impact of
transportation facilities on land-use development. Often, the
increase in demand is hastened by development occurring
simply as a result of the planning of a new facility.

One of the classic cases occurred on Long Island,
 in

New York State. As the Long Island Expressway was built,

the development of suburban residential communities lurched
forward in anticipation. While the expressway's link to Exit 7
was being constructed, new homes were being built at the
anticipated Exit 10, even though the facility would not be
open to that point for several years. The result was that as the
expressway was. completed section by section, the 20-year
anticipated demand was being achieved within a few years,

 or

even months. This process has been repeated in many cases
throughout the nation.

1
.
2

.2 Concepts of Mobility
and Accessibility

Transportation systems provide the nation's population with
both mobility and accessibility. The two concepts are strongly
interrelated but have distinctly different elements. Mobility
refers to the ability to travel to many different destinations
with relative ease

, whereas accessibility refers to the ability to
gain entry to a particular site or area.

Mobility gives travelers a wide range of choices as to
where to go to satisfy particular needs, and it provides for
efficient trips to get to them. Mobility allows shoppers to
choose from among many competing shopping centers and
stores. Similarly, mobility provides the traveler with many
choices for all kinds of trip purposes, including recreational
trips, medical trips, educational trips, and even the commute
to work. The range of available choices is enabled by having
an effective transportation network that connects to many
alternative trip destinations within a reasonable time,

 with

relative ease, and at reasonable cost. Thus mobility provides
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access to many-travel opportunities, and it provides relative
speed and convenience for the required trips.

Accessibility is a major factor in the value of land.
When land can be accessed by many travelers from many
potential origins, it is more desirable for development and,
therefore, more valuable. Thus proximity of land to major
highways and public transportation facilities is a major'factor
determining its value.

Mobility and accessibility may also refer to different
portions of a typical trip. Mobility focuses on the through
portion of trips and is most affected by the effectiveness of
through facilities that take a traveler from one general area to
another. Accessibility requires the ability to make a transfer
from the transportation system to the particular land parcel on
which the desired activity is taking place. Accessibility,
therefore, relies heavily on transfer facilities, which include
parking for vehicles, public transit stops, and loading zones.

As we discuss in Chapter 3, most transportation sys-
tems are structured to separate mobility and access functions
because the two functions often compete and are not neces-
sarily compatible. In highway systems, mobility is provided
by high-type facilities, such as freeways, expressways, and
primary arid secondary arterials. Accessibility is generally
provided by local street networks. Except for limited-access
facilities, which serve only through vehicles (mobility), most
other classes of highway serve both functions to some
degree. Access maneuvers (e.g., parking and unparking a
vehicle, vehicles entering and leaving off-street parking via
driveways, buses stopping to pick up or discharge passen-
gers, trucks stopped to load and/or unload goods), however,
retard the progress of through traffic. High-speed through
traffic, in contrast, tends to make such access functions more

dangerous.
A good transportation system must provide for both

mobility arid accessibility and should be designed to separate
the functions to the extent possible to ensure both safety and
efficiency.

1
.
2.3 People, Goods, and Vehicles

The most common unit used by the traffic engineer is
"vehicles." Highway systems are planned, designed, and oper-
ated to move vehicles safely and efficiently from place to place.
Yet the movement of vehicles is not the objective; the goal is
the movement of the people and goods that occupy vehicles.

Modem traffic engineering now focuses more on people
and goods. Although lanes must be added to a freeway to
increase its capacity to carry vehicles, its person-capacity can
be increased by increasing the average vehicle occupancy.
Consider a fteeway lane with a capacity of 2,000 vehicles per

hour (veh/h). If each vehicle carries one person, the lane has a

capacity of 2,000 persons/hour as well. If the average car
occupancy is increased to 2.0 persons/vehicle, the capacity in
terms of people is doubled to 4,000 persons/hour. If the lane
were established as an exclusive bus lane

, the vehicle-capacity
might be reduced to 1,000 veh/h due to the larger size and
poorer operating characteristics of buses as compared
with automobiles. However

, if each bus carries 50 passengers,

the people-capacity of the lane is increased to 50
,
000

persons/hour.
The efficient movement of goods is also vital to the

general economy of the nation. The benefits of centralized

and specialized production of various products are possible
only if raw materials can be efficiently shipped to manu-
facturing sites and finished products can be efficiently
distributed throughout the nation and the world for

consumption. Although long-distance shipment of goods
and raw materials is often accomplished by water, rail, or

air transportation, the final leg of the trip to deliver a good
to the local store or the home of an individual consumer

generally takes place on a truck using the highway system.
Part of the accessibility function is the provision of facili-
ties that allow trucks to be loaded and unloaded with

minimal disruption to through traffic and the accessibility
of people to a given site.

The medium of all highway transportation is th& vehicle.

The design, operation, and control of highway systems relies
heavily on the characteristics of the vehicle and of the driver

.

In the final analysis, however, the objective is to move people
and goods, not vehicles:

1
.2.4 Transportation Modes

Although the traffic engineer deals primarily with highways
and highway vehicles, there are other important transportation
systems that must be integrated into a cohesive national

,

regional, and local transportation network. Table 1.2 provides
a comprehensive listing of various transportation modes and
their principal uses.

The traffic engineer deals with all of these modes in a
number of ways. All over-the-road modes-automobile

,
 bus

transit, trucking-are principal users of highway systems.

Highway access to rail and air terminals is critical to their
effectiveness, as is the design of specific transfer facilities for
both people and freight. General access,

 internal circulation
,

parking, pedestrian areas, and terminals for both people and
freight are all projects requiring the expertise of the traffic
engineer. Moreover, the effective integration of multimodal
transportation systems is a major goal in maximizing efficiency
and minimizing costs associated with all forms of travel

.
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Table 1.2: Transportation Modes

Mode Typical Function Approximate Range of Capacities*

Urban People
Transportation Systems

Automobile Private personal transportation; available on
demand for all trips.

1-6 persons/vehicle; approx.
2

,000 veh/h per freeway lane;
400-700 veh/h per arterial lane.

Taxi/For-hire
vehicles

Private or shared personal transportation, available
by prearrangement or on call.

1-6 persons/vehicle; total capacity
limited by availability.

Local bus transit Public transportation along fixed routes on a fixed
schedule; low speed with many stops.

40-70 persons/bus; capacity
limited by schedule; usually
100-5,000 persons/h/route.

Express bus
transit

Public transportation along fixed routes on a fixed
schedule; higher speed with few intermediate stops.

40-50 persons/bus (no standees);
capacity limited by schedule.

Para-transit Public transportation with flexible routing and
schedules, usually available on call.

Variable seating capacity depends on
vehicle design; total capacity depends
on number of available vehicles

.

Light Rail Rail service using one- to two-car units along fixed       80-120 persons/car; up to 15,
000

routes with fixed schedules. persons/h/route.

Heavy Rail Heavy rail vehicles in multicar trains along fixed
routes with fixed schedules on fully separated
rights-of-way in tunnels, on elevated structures,
or on the surface.

150-300 persons/car depending on
seating configuration and standees;
up to 60,000 persons per track.

Ferry Waterbome public transportation for people and
vehicles along fixed routes on fixed schedules.

Highly variable with ferry and
terminal design and schedule.

Intercity People
Transportation Systems

Automobile Private transportation available on demand for
all trip purposes.

Same as urban automobile.

Intercity bus Public transportation along a fixed intercity
route on a fixed (and usually limited) schedule.
Provides service to a central terminal location

in each city.

40-50 passengers per bus: schedules
highly variable.

Railroad Passenger intercity rail service on fixed routes on a
fixed (and usually limited) schedule. Provides
service to a central terminal location or locations

within each city.

500-1,000 passengers per train,

depending on configuration;
schedules highly variable.

Air A variety of air-passenger services from small
commuter planes to jumbo jets on fixed routes and

fixed schedules.

From 3-4 passengers to 500 passengers
per aircraft depending on size and
configuration. Schedules depend on
destination and are highly variable.

Water Passenger ship service often associated with
onboard vacation packages on fixed routes and
schedules.

Ship capacity highly variable from
several hundred to 3

,500 passengers;
schedules often extremely limited.

' Ranges cited represent typical values, not the full range of possibilities.

(Continued)
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Table 1.2: Transportation Modes {Continued)

Mode Typical Function Approximate Range of Capacities*
Urban and

Intercity Freight
Transportation Systems

Long-haul
trucks

Single, double, and triple tractor-trailer
combinations and large single-unit trucks provide
over-the-road intercity service, by arrangement.

Local trucks Smaller trucks provide distribution of goods and
services throughout urban areas.

Railroad Intercity haulage of bulk commodities with
some local distribution to locations with rail sidings.

Hauling capacity of all freight modes
varies widely with the design of the
vehicle (or pipeline) and limitations
on fleet size and schedule availability.

Water International and intercity haulage of bulk commodi-
ties on a variety of container ships and barges.

Air freight International and intercity haulage of small and
moderately sized parcels and/or time-sensitive
and/or high-value commodities where high cost
is not a disincentive.

Pipelines Continuous flow of fluid or gaseous commodities;
intercity and local distribution networks possible.

Highway Legislation and
History in the United States

Ranges cited represent typical values, not the full range of possibilities.

1
.
3

The development of highway systems in the United States is
strongly tied to federal legislation that supports and regulates
much of this activity. Key historical and legislative actions are
discussed in the sections that follow.

1
.3.

1 The National Pike and the States'

Rights Issue

Before the 1800s, roads were little more than trails cleared

through the wilderness by adventurous travelers and explor-
ers. Private roadways began to appear in the latter part of the
1700s. These roadways ranged in quality and length from
cleared trails to plank roadways. They were built by private
owners, and fees were charged for their use. At points where
fees were to be collected, a barrier usually consisting of a
single crossbar was mounted on a swiveling stake, referred to
as a "pike.

" When the fee was collected, the pike would be
swiveled or turned, allowing the traveler to proceed. This
early process gave birth to the term turnpike, often used to
describe toll roadways in modem times.

The National Pike

In 1811, the construction of the first national roadway was
begun under the direct supervision of the federal govern-
ment. Known as the "national pike" or the "Cumberland

Road," this facility stretched for 800 miles from Cumberland
,

Maryland, in the east, to Vandalia, Illinois in the west
.

A combination of unpaved and plank sections, it was finally
completed in 1852 at a total cost of $6.8 million. A good deal
of the original route is now a portion of U.

S
. Route 40

.

Highways as a States' Right

The course of highway development in the United States,

however, was forever changed as a result of an 1832
Supreme Court case brought by the administration of
President Andrew Jackson. A major proponent of states'
rights, the Jackson Administration petitioned the court
claiming that the U.S. Constitution did not specifically
define transportation and roadways as federal functions;
they were, therefore, the responsibility of the individual
states. The Supreme Court upheld this position,

 and

the principal administrative responsibility for transporta-
tion and highways was forevermore assigned to states
governments.
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i
i

The Governmental Context

If the planning, design, construction, maintenance, and opera-
tion of highway systems is a state responsibility, what is the
role of federal agencies-for example, the U.S. Department
of Transportation and its components, such as the Federal
Highway Administration, the National Highway Safety
Administration, and others in these processes?

The federal government asserts its overall control of
highway systems through the power of the purse strings. The
federal government provides massive funding for the con-
struction, maintenance, and operation of highway and other
transportation systems. States are not required to follow fed-
eral mandates and standards but must do so to qualify for
federal funding of projects. Thus the federal government
does not force a state to participate in federal-aid transporta-
tion programs. If it chooses to participate, however, it must
follow federal guidelines and standards. Because no state
can afford to give up this massive funding source, the federal
government imposes strong control of policy issues and
standards.

The federal role in highway systems has four major
components:

1
. Direct responsibility for highway systems on

federally owned lands, such as national parks and
Native American reservations.

2
. Provision of funding assistance in accord with cur-

rent federal-aid transportation legislation.

3
. Development of planning, design, and other relevant

standards and guidelines that must be followed to
qualify for receipt of federal-aid transportation
funds. .

4
. Monitoring and enforcing compliance with federal

standards and criteria, and the use of federal-aid funds.

State governments have the primary responsibility
for the planning, design, construction, maintenance, and
operation of highway systems. These functions are gener-
ally carried out through a state department of transporta-
tion or similar agency. States have:

I; Full responsibility for administration of highway
systems.

2
. Full responsibility for the planning, design, construc-

tion, maintenance, and operation of highway systems
in conformance with applicable federal standards
and guidelines.

3
. The right to delegate responsibilities for local road-

way systems to local jurisdictions or agencies.

Local governments have general responsibility for
local roadway systems as delegated in state law. In general,

local governments are responsible for the planning, design,

construction, maintenance, and contrciFef local roadway
systems. Often, assistance from state programs and agencies
is available to local governments in fulfilling these functions.
At intersections of state highways with local roadways,

 it is

generally the state that has the responsibility to control the
intersection.

Local organizations for highway functions range from
a full highway or transportation department to local police to
a single professional traffic or city engineer.

There are also a number of special situations across the
United States. In New York State, for example,

 the state

constitution grants "home rule" powers to any municipality
with a population in excess of 1 million people. Under this
provision, New York City has full jurisdiction over all high-
ways within its borders, including those on the state highway
system.

1
.3.2 Key Legislative Milestones

Federal-Aid Highway Act of 1916

The Federal-Aid Highway Act of 1916 was the first alloca-
tion of federal-aid highway funds for highway construction
by the states. It established the "A-B-C System" of primary,

secondary, and tertiary federal-aid highways, and provided
50% of the funding for construction of highways in this
system. Revenues for federal aid were taken from the
federal general fund, and the act was renewed every two to
five years (with increasing amounts dedicated). No major
changes in funding formulas were forthcoming for a period
of 40 years.

Federal-Aid Highway Act of 1934

In addition to renewing funding for the A-B-C System,
this act authorized states to use up to 1.5% of federal-aid
funds for planning studies and other investigations. It rep-
resented the entry of the federal government into highway
planning.

Federal-Aid Highway Act of 1944

This act contained the initial authorization of what became

the National System of Interstate and Defense Highways.
No appropriation of funds occurred, however, and the system
was not initiated for another 12 years.
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Federal-Aid Highway Act of 1956

The authorization and appropriation of funds for the imple-
mentation of the National System of Interstate and Defense
Highways occurred in 1956. The act also set the federal
share of the cost of the Interstate System at 90%, the first
major change in funding formulas since 1916. Because
of the major impact on the amounts of federal funds to
be spent, the act also created the Highway Trust Fund
and enacted a series of road-user taxes to provide it with
revenues. These taxes included excise taxes on motor

fuels, vehicle purchases, motor oil, and replacement parts.
Most of these taxes, except for the federal fuel tax, were
dropped during the Nixon Administration. The monies
housed in the Highway Trust Fund may be disbursed
only for purposes authorized by the current federal-aid
highway act.

Federal-Aid Highway Act of 1970

Also known as the Highway Safety Act of 1970, this legisla-
tion increased the federal subsidy of non-Interstate highway
projects to 70% and required all states to implement highway
safety agencies and programs.

Federal-Aid Highway Act of 1983

This act contained the "Interstate trade-in" provision that
allows states to "trade in" federal-aid funds designated for
urban interstate projects for alternative transit systems. This
historic provision was the first to allow road-user taxes to
be used to pay for public transit improvements.

ISTEA andTEA-21

The single largest overhaul of federal-aid highway programs
occurred with the passage of the Intermodal Surface
Transportation Efficiency Act (ISTEA) in 1991 and its suc-
cessor, the Transportation Equity Act for the 21st Century
(TEA-2I)inl998.

Most importantly, these acts combined federal-aid
programs for all modes of transportation and greatly liber-
alized the ability of state and local governments to make
decisions on modal allocations. These are the key provi-
sions of ISTEA:

1
. Greatly increased local options in the use of federal-

aid transportation funds.
2

. Increased the importance and funding to Metropolitan
Planning Organizations (MPOs) and required that

each state maintain a state transportation improvement
plan (STIP).

3
. Tied federal-aid transportation funding to compli-

ance with the Clean Air Act and its amendments
.

4
. Authorized $38 billion for a 155,000-mile National

Highway System.

5
. Authorized an additional $7.2 billion to complete

the Interstate System and $17 billion to maintain it
as part of the National Highway System.

6
. Extended 90% federal funding of Interstate-eligible

projects.
7

. Combined all other federal-aid systems into a single
surface transportation system with 80% federal
funding.

8
. Allowed (for the first time) the use of federal-aid

funds in the construction of toll roads.

TEA-21 followed in kind, increasing funding levels,

further liberalizing local options for allocation of funds
,

further encouraging intermodality and integration of
transportation systems, and continuing the link between
compliance with clean-air standards and federal transporta-
tion funding.

The creation of the National Highway System (NHS)
answered a key question that had been debated for years:
What comes after the Interstate System? The new, expanded
NHS is not limited to freeway facilities and is over three
times the size of the Interstate System, which becomes part
of the NHS.

SAFETY-LU

President Bush signed the most expensive transportation
funding act into law on August 10, 2005. The act was a mile
wide, and more than four years late, with intervening highway
funding being accomplished through annual continuation
legislation that kept TEA-21 in effect.

The Safe, Accountable, Flexible and Efficient Trans-

portation Equity Act-A Legacy for Users (SAFETY-LU)
has been both praised and criticized. Although it retains most
of the programs of ISTEA and TEA-21, and expands the
funding for most of them, the act also adds many new
programs and provisions, leading some lawmakers and politi-
cians to label it "the most pork-filled legislation in U.

S
.

history." Table 1.3 provides a simple listing of the programs
covered under this legislation. The program,

 which authorizes

over $248 billion in expenditures, includes many programs
that represent items of special interest inserted by members
of Congress.
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Table 13: Programs Covered by SAFETY-LU*

:!

Interstate Maintenance Program $25.1
National Highway System $3(fc5
Surface Transportation System $32.4
Congestion Mitigation/Air Quality Improvement Program $8.5
Highway Safety Improvement Program $5.1
Appalachian Development/Highway System Program $2.4
Recreational Trails Program $0.4
Federal Lands Highway Program $4.5
National Corridor Infrastructure Improvement Program $ 1.9
Coordinated Border Infrastructure Program $0.8
National Scenic Byways Program $0.2
Construction of Ferry Boats/Terminals $0.3
Puerto Rico Highway Program $0.7
Projects of National and Regional Significance Program $1.8
High-Priority Projects Program $14.8
Safe Routes to School Program $0.61
Deployment of MagLev Transportation Projects $0.45
National Corridor Planning/Development of Coordinated Infrastructure Programs $0.14
Highways for Life Program $0.45
Highway Use Tax Evasion Projects $0.12
*All amounts are stated in billions of dollars.

The legislation does recognize the need for massive
funding of Interstate highway maintenance, as the system
continues to age, with many structural components well
past their anticipated service life. It also provides massive
funding for the new NHS, which is the successor to the
Interstate System in terms of new highways. It also retains
ihe flexibilityfor local governments, to push more funding
into public transportation modes.

Although discussions in Congress on a successor act
have begun, it is not clear, at this writing, when the next
major funding legislation will be passed, or what is will and
will not contain.

1
.
3

.3 The National System of Interstate
and Defense Highways

The Interstate System has been described as the largest
public works project in the history of humankind. In 1919,
a young army officer, Dwight Eisenhower, was tasked with
moving a complete battalion of troops and military equip-
ment from coast to coast on the nation's highways to
deiermine their utility for such movements in a time of
potential war. The trip took months and left the young
officer with a keen appreciation for the need to develop a

national roadway system. It was no accident that the
Interstate System was initiated in the administration of
President Dwight Eisenhower, nor that the system now
bears his name.

After the end of World War II, the nation entered a

period of sustained prosperity. One of the principal signs of
that prosperity was the great increase in auto ownership along
with the expanding desire of owners to use their cars for daily
commuting and for recreational travel. Motorists groups,

 such

as the American Automobile Association (AAA),
 were

formed and began substantial lobbying efforts to expand the
nation'

s highway systems. At the same time,
 the over-the-

road trucking industry was making major inroads against the
previous rail monopoly on intercity freight haulage. Truckers
also lobbied strongly for improved highway systems.

 These

substantial pressures led to the inauguration of the Interstate
System in 1956.

The System Concept

Authorized in 1944 and implemented in 1956, the National
System of Interstate and Defense Highways is a 42,

500-mile

national system of multilane, limited-access facilities. The
system was designed to connect all standard metropolitan sta-
tistical areas (SMSAs) with 50,000 or greater population with
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a continuous system of limited-access facilities. The alloca-
tion of 90% of the cost of the system to the federal govern-
ment was justified on the basis of the potential military use of
the system in wartime.

System Characteristics

Key characteristics of the Interstate System include the
following:

1
. All highways have at least two lanes for the exclusive

use of traffic in each direction.

2
. All highways have full control of access.

3
. The system must form a closed loop: All Interstate

highways must begin and end at a junction with
another Interstate highway.

4
.
 North-south routes have odd two-digit numbers

(e.g., 1-95).

5
.
 East-west routes have even two-digit numbers (e.g.,

1-80).

6
. Interstate routes serving as bypass loops or acting as

a connector to a primary Interstate facility have
three-digit route numbers, with the last two digits
indicating the primary route.

Figure 1.3 shows a map of the Interstate System.

Status and Costs

By 1994, the system was 99.4% complete. Most of the
unfinished sections were not expected to ever be completed
for a variety of reasons. The total cost of the system was
approximately $125 billion.

0

Figure 13: The Interstate System

The impact of the Interstate System on the nation
cannot be understated. The system facilitated and enabled

the rapid suburbanization of the United States by providing
a means for workers to commute from suburban homes to

urban jobs. The economy of urban centers suffered as shop-
pers moved in droves from traditional CBDs to suburban
malls.

The system also had serious negative impacts on some of
the environs through which it was built. Following the
traditional theoty of benefit-cost, urban sections were often built
through the low-income parts of communities where land was
the cheapest. The massive Interstate highway facilities created
physical barriers, partitioning many communities, displacing
residents, and separating others from their schools, churches,

and local shops. Social unrest resulted in several parts of the
country, which eventually resulted in important modifications to
the public hearing process and in the ability of local opponents
to legally stop many urban highway projects.

Between 1944 and 1956, a national debate was waged
over whether the Interstate System should be built into and
out of urban areas, or whether all Interstate facilities should

terminate in ring roads built around urban areas. Proponents
of the ring-road option (including, ironically, Robert Moses
who built many highways into and out of urban cities)
argued that building these: roadways into and out of cities
would lead to massive urban congestion. On the other side,
the argument was that most of the road users who were
paying for the system through their road-user taxes lived in
urban areas and should be served. The latter view prevailed,

but the predicted rapid growth of urban congestion also
became a reality.

1
.4 Elements of Traffic Engineering

There are a number of key elements of traffic engineering:

1
.
 Traffic studies and characteristics

2
.
 Performance evaluation

3
. Facility design

4
.
 Traffic control

5
. Traffic operations

6
. Transportation systems management

7
. Integration of intelligent transportation system

technologies.

Traffic studies and characteristics involve measuring
and quantifying various aspect of highway traffic. Studies
focus on data collection and analysis that is used to characterize



1.
5  MODERN PROBLEMS FOR THE TRAFFIC ENGINEER 13

: -i

traffic, including (but not limited to) traffic volumes and
demands, speed and travel time, delay, accidents, origins and
destinations, modal use, and other variables.

Performance evaluation is a means by which traffic
engineers can rate the operating characteristics of individ-
ual sections of facilities and facilities as a whole in relative
terms. Such evaluation relies on measures of performance
quality and is often stated in terms of 

"levels of service."

Levels of service are letter grades, from A to F, describing
how well a facility is operating using specified perform-
ance criteria. Like grades in a course, A is very good,
whereas F connotes failure (on some level). As part of per-
formance evaluation, the capacity of highway facilities
must be determined.

Facility design involves traffic engineers in the func-
tional and geometric design of highways and other traffic
facilities. Traffic engineers, per se, are not involved in the
structural design of highway facilities but should have some
appreciation for structural characteristics of their facilities.

Traffic control is a central function of traffic engineers
and involves the establishment of traffic regulations and their
communication to the driver through the use of traffic control
devices, such as signs, markings, and signals.

Traffic operations involves measures that influence
overall operation of traffic facilities, such as one-way street
systems, transit operations, curb management, and surveil-
lance and network control systems.

Transportation systems management (TSM) involves
virtually all aspects of traffic engineering in a focus on optimiz-
ing system capacity and operations. Specific aspects of TSM
include*high-occupancy vehicle priority systems, car-pooling
programs, pricing strategies to manage demand, and similar
functions.

Intelligent transportation systems (ITS) refers to the
application of modern telecommunications technology to
the operation and control of transportation systems. Such
systems include automated highways, automated toll-
collection systems, vehicle-tracking systems, in-vehicle
global positioning systems (GPS) and mapping systems,
automated enforcement of traffic lights and speed laws,
smart control devices, and others. This is a rapidly emerg-
ing family of technologies with the potential to radically
alter the way we travel as well as the way in which trans-
portation professionals gather information and control
facilities. While the technology continues to expand, soci-
ety will grapple with the substantial "big brother" issues
that such systems invariably create.

This text contains material related to all of these

components of the broad and complex profession of traffic
engineering.

1
.5 Modern Problems

for the Traffic Engineer

We live in a complex and rapidly developing world.

Consequently, the problems that traffic engineers are involved
in evolve rapidly.

Urban congestion has been a major issue for many
years. Given the transportation demand cycle, it is not always
possible to solve congestion problems through expansion of
capacity. Traffic engineers therefore are involved in the
development of programs and strategies to manage demand
in both time and space and to discourage growth where
necessary. A real question is not 

"

how much capacity is
needed to handle demand?" but rather, "how many vehicles
and/or people can be allowed to enter congested areas within
designated time periods?"

Growth management is a major current issue. A number
of states have legislation that ties development permits to
level-of-service impacts on the highway and transportation
system. Where development will cause substantial deteriora-
tion in the quality of traffic service, either such development-
will be disallowed or the developer will be responsible for
general highway and traffic improvements that mitigate these
negative impacts. Such policies are more easily dealt with in
good economic times. When the economy is sluggish, the
issue will often be a clash between the desire to reduce con-

gestion and the desire to encourage development as a means
of increasing the tax base.

Reconstruction of existing highway facilities also causes
unique problems. The entire Interstate System has been aging,

and many of its facilities have required major reconstruction
efforts. Part of the problem is that reconstruction of Interstate
facilities receives the 90% federal subsidy, whereas routine
maintenance on the same facility has been, until recently,
primarily the responsibility of state and local governments.
Deferring routine maintenance on these facilities in favor of
major reconstruction efforts has resulted from federal funding
policies over the years. Major reconstruction efforts have a
substantial major burden not involved in the initial construc-
tion of these facilities: maintaining traffic. It is easier to build a
new facility in a dedicated right-of-way than to rebuild it while
continuing to serve 100,000 or more vehicles per day. Thus .

issues of long-term and short-term construction detours as
well as the diversion of traffic to alternative routes require
major planning by traffic engineers.

Since 2001, the issue of security of transportation
facilities has come to the fore. The creation of facilities and

processes for random and systematic inspection of trucks
and other vehicles at critical locations is a major challenge,
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as is securing major public transportation systems such as
railroads, airports, and rapid transit systems.

As the fourth edition of this text is written, we are

entering a new era with many unknowns. With the sharp rise
in fuel prices through 2008, vehicle use actually began to
decline for the first time in decades. Transportation planners
and engineers must be careful in determining whether this is
a reliable trend with long-term implications or simply'a

short-term market perturbation. The economic crisis of 2008
and 2009 has caused many additional shifts in the economy,
even as the price of fuel came back to more normal levels.
Major carmakers in the United States were headed into
bankruptcy, with major industry reductions and changes
anticipated. Government loans to both banks and industries
brought with it more governmental control of private indus-
tries. A major shift of U.S. automakers to smaller, more
fuel-efficient and "green" vehicles has begun, with no clear
appreciation of whether the buying public will sustain the
shift. For perhaps the first time in many decades, transporta-
tion and traffic demand may be very much dependent on the
state of the general economy, not the usual motivators of
improved mobility and accessibility. Will people learn new
behaviors resulting in fewer and more efficient trips? Will
people flock to hybrid or fully electric vehicles to reduce
fuel costs? Will public transportation pick up substantial
new customers as big-city drivers abandon their cars for the
daily commute? It is an unsettling time that will continue to
evolve into new challenges for traffic and transportation
engineers. With new challenges, however, comes the ability
for new and innovative approaches that might not have been
feasible only a few years ago.

The point is that traffic engineers cannot expect to
practice their profession only in traditional ways on
traditional projects. Like any professional, the traffic engi-
neer must be ready to face current problems and to play an
important role in any situation that involves transportation
and/or traffic systems.

1
.6 Standard References

for the Traffic Engineer

To remain up to date and aware, the traffic engineer must keep
up with modem developments through membership and par-
ticipation in professional organizations, regular review of key
periodicals, and an awareness of the latest standards and crite-

ria for professional practice.
Key professional organizations for the traffic engineer

include the Institute of Transportation Engineers (ITE),
 the

Transportation Research Board (TRB), the Transportation
Group of the American Society of Civil Engineers (ASCE),

ITS America, and others. All of these provide literature and
maintain journals, and have local, regional,

 and national

meetings. TRB is a branch of the National Academy of
Engineering and is a major source of research papers and
reports.

Like many engineering fields, the traffic engineering
profession has many manuals and standard references, most
of which will be referred to in the chapters of this text. Major
references include the following:

. Traffic Engineering Handbook, 6th edition [1]

. Uniform Vehicle Code and Model Traffic Ordinance [2]

. Manual on Uniform Traffic Control Devices, 2003

(new edition anticipated in 2009-2010) [3]

. Highway Capacity Manual, 4th edition (5th edition
anticipated in 2010) [4]

. A Policy on Geometric Design of Highways and
Streets (The AASHTO Green Book), 5th edition [5]

. Traffic Signal Timing Manual, 1st edition [6]

. Transportation Planning Handbook, 3rd edition [7]

. Trip Generation, 8th edition [8]

. Parking Generation, 3rd edition [9]

All of these documents are updated periodically,
 and

the traffic engineering professional should be aware of when
updates are published and where they can be accessed.

Other manuals abound and often relate to specific
aspects of traffic engineering. These references document
the current state of the art in traffic engineering,

 and those

most frequently used should be part of the professional's
personal library.

There are also a wide variety of internet sites that are of
great value to the traffic engineer. Specific sites are not listed
here because they change rapidly. All of the professional
organizations, as well as equipment manufacturers,

 maintain

Web sites. The federal Department of Transportation (DOT),

Federal Highway Administration (FHWA),
 National

Highway Traffic Safety Administration (NHTSA), and pri-
vate highway-related organizations maintain Web sites. The
entire Manual on Uniform Traffic Control Devices is available
online through the FHWA Web site, as is the Manual of
Traffic Signal Timing.

Because traffic engineering is a rapidly changing field,

you cannot assume that every standard and analysis process
included in this text is current, particularly as the time since
publication increases. Although we will continue to produce
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periodic updates, the traffic engineer must keep abreast of
latest developments as a professional responsibility.

1.
7 Metric versus U.S. Units

This text is published in English (or standard U.S.) units.
Despite several attempts to switch to metric units in the
United States, most states now use English units in design and
control.

Metric and U.S. standards are not the same. A standard

12-ft lane converts to a standard 3.6-m lane, which is

narrower than 12 feet. Standards for a 70-mi/h design speed
convert to standards for a 120-kni/h design speed, which are
not numerically equivalent. This is because even units are
used in both systems rather than the awkward fractional
values that result from numerically equivalent conversions.
That is why a metric set of wrenches for use on a foreign car
is different from a standard U.S. wrench set.

Because more states are on the U.S. system than on the
metric system (with more moving back to U.S. units) and
because the size of the text would be unwieldy if dual units
were included, this text continues to be written using standard
U

.
S

.
 units.

1
.8 Closing Comments

The profession of traffic engineering is a broad and complex
one. Nevertheless, it relies on key concepts and analyses and
basic principles that do not change greatly over time. This text
emphasizes both the basic principles and current (in 2009)
standards and practices. You must keep abreast of changes
that influence the latter.

At this writing, drafts of the Manual on Uniform Traffic
Connvl Devices (MUTCD). expected to be officially released
in late 2009 or 2010

, are available online. Also, a great deal of
source material that will be in the forthcoming 2010 Highway
Capacity Manual is available as well. Because of this, they

have been incorporated into this text for completeness.
It should be remembered, however, that until they are
officially released, some of this material is subject to change,

even if major changes are not expected, insult these docu-
ments directly to ensure that you are using the official
versions of the methodologies and standards included in these
important source documents.
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CHAPTER
|2

Road User and Vehicle
Characteristics

2
.
1  Overview of Traffic Stream

Components

To begin to understand the functional and operational aspects
of traffic on streets and highways, it is important to under-
stand how the various elements of a traffic system interact.
Further, the characteristics of traffic streams are heavily
influenced by the characteristics and limitations of each of
these elements. Five critical components interact in a traffic
system:

. Road users-drivers
, pedestrians, bicyclists, and

passengers

. Vehicles-private and commercial

. Streets and highways

. Traffic control devices

. The general environment

This chapter provides an overview of critical road user
and vehicle characteristics. Chapter 3 focuses on the charac-
teristics of streets and highways, and Chapter 4 provides an
overview of traffic control devices and their use.

The general environment also has an impact on traffic
operations, but this is difficult to assess in any given situation.
Such factors as weather, lighting, density of development, and
local enforcement policies all play a role in affecting traffic
operations. These factors are most often considered qualitatively,

with occasional supplemental quantitative information available
to assist in making judgments.

2
.
1
.1 Dealing with Diversity

Traffic engineering would be a great deal simpler if the various
components of the traffic system had uniform characteristics.
Traffic controls could be easily designed if all drivers reacted
to them in exactly the same way. Safety could be more easily
achieved if all vehicles had uniform dimensions

, weights, and
operating characteristics.

Drivers and other road users, however, have widely
varying characteristics. The traffic engineer must deal with
elderly drivers as well as 18-year-olds, aggressive drivers and
timid drivers, and drivers subject to myriad distractions both
inside and outside their vehicles. Simple subjects like reaction
time, vision characteristics, and walking speed become com-
plex because no two road users are the same.

Most human characteristics follow the normal distri-

bution (see Chapter 7). The normal distribution is character-
ized by a strong central tendency (i.e., most people have
characteristics falling into a definable range). For example,

most pedestrians crossing a street walk at speeds between
3

.0 and 5.0 fi/s. However, a few pedestrians walk either
much slower or much faster. A normal distribution defines

the proportions of the population expected to fall into these
ranges. Because of variation, it is not practical to design a

n
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system for 
"

average
" characteristics. If a signal is timed, for

example, to accommodate the average speed of crossing
pedestrians, about half of all pedestrians would walk at a
slower rate and be exposed to unacceptable risks.

Thus most standards are geared to the "85th percentile"
. (or "15th percentile") characteristic. In general terms, a

percentile is a value in a distribution for which the stated
j percentage of the population has a characteristic that is less

than or equal to the specified value. In terms of walking
speed, for example, safety demands that we accommodate
slower walkers. The 15th percentile walking speed is used
because only 15% of the population walks slower than this.
Where driver reaction time is concerned, the 85th percentile
value is used because 85% of the population has a reaction
time that is numerically equal to or less than this value. This
approach leads to design practices and procedures that safely
accommodate 85% of the population. What about the remain-
ing 15%? One of the characteristics of normal distributions is
that the extreme ends of the distribution (the highest and
lowest 15%) extend to plus or minus infinity. In practical
terms, the highest and lowest 15% of the distribution rep-
resent very extreme values that could not be effectively
accommodated into design practices. Qualitatively, the exis-
tence of road users who may possess characteristics not
within the 85th (or 15th) percentile is considered, but most
standard practices and criteria do not directly accommodate
them. Where feasible, higher percentile characteristics can be
employed.

Just as road-user characteristics vary, the characteristics
of vehicles vary widely as well. Highways must be designed
to accommodate motorcycles, the full range of automobiles,
and a wide range of commercial vehicles, including double-
and triple-back tractor-trailer combinations. Thus lane widths,
for example, must accommodate the largest vehicles expected
to use the facility.

The economic crises of 2008-2009 and the poor condi-
tion of the U.S. automobile industry may very well lead to
drastic changes in the vehicle fleet. With the emphasis on
cleaner and more efficient vehicles, cars may be getting
smaller and lighter. Their relative safety within a mixed traffic
stream still containing large trucks and buses may become an
important issue requiring new planning and design
approaches. The traffic professional must be prepared to deal
with this and other new issues when they arise.

Some control over the range of road-user and vehicle
characteristics is maintained through licensing criteria and
federal and state standards on vehicle design and operating
characteristics. Although these are important measures, the
traffic engineer must still deal with a wide range of road-user
and vehicle characteristics.

2
.
1

.2 Addressing Diversityihrough
Uniformity

Although traffic engineers have little control over driver and
vehicle characteristics, design of roadway systems and traffic
controls is in the core of their professional practice.

 In both

cases, a strong degree of uniformity of approach is desirable.

Roadways of a similar type and function should have a familiar
"look" to drivers; traffic control devices should be as uniform

as possible. Traffic engineers strive to provide information to
drivers in uniform ways. Although this does not assure uniform
reactions from drivers, it at least nairows the range of behavior
as drivers become accustomed to and familiar with the cues

traffic engineers design into the system. Chapters 3 and 4 deal
with roadways and controls, respectively,

 and treat the issue of

uniformity in greater detail.

2
.
2 Road Users

Human beings are complex and have a wide range of charac-
teristics that can and do influence the driving task. In a system
where the driver is in complete control of vehicle operations,

good traffic engineering requires a keen understanding of
driver characteristics. Much of the task of traffic engineers is
to find ways to provide drivers with information in a clear

,

effective manner that induces safe and proper responses.

The two driver characteristics of utmost importance are
visual acuity factois and the reaction process. The two overlap,

in that reaction requires the use of vision for most driving cues.

Understanding how information is received and processed is a
key element in the design of roadways and controls.

There are other important characteristics as well.

Hearing is an important element in the driving task (i.e., horns,

emergency vehicle sirens, brakes squealing, etc.). Although
noting this is important, however, no traffic element can be
designed around audio cues because hearing-impaired and
even deaf drivers are licensed. Physical strength may have
been important in the past, but the evolution of power-steering
and power-braking systems has eliminated this as a major
issue, with the possible exception of professional drivers of
trucks, buses, and other heavy vehicles.

Of course, one of the most important human factors that
influences driving is the personality and psychology of the
driver. This, however, is not easily quantified and is difficult to
consider in design. It is dealt with primarily through enforce-
ment and licensing procedures that attempt to remove or restrict
drivers who periodically display inappropriate tendencies,

 as

indicated by accident and violation experience.
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1 Visual Characteristics of Drivers

When drivers initially apply for, or renew, their licenses, they
are asked to take an eye test, administered either by the state
motor vehicle agency or by an optometrist or ophthalmologist
who fills out an appropriate form for the motor vehicle
agency. The test administered is a standard chart-reading
exercise that measures static visual acuity-that is, the ability
to see small stationary details clearly.

Visual Factors in Driving

Although static visual acuity is certainly an important charac-
teristic, it is hardly the only visual factor involved in the driv-
ing task. The Traffic Engineering Handbook [1] provides an
excellent summary of visual factors involved in driving, as
shown in Table 2.1.

Table 2.1: Visual Factors in the Driving Task

Many of the other factors listed in Table 2
.1 reflect the

dynamic nature of the driving task and the fact that most
objects to be viewed by drivers are in relative motion with
respect to the driver

'

s eyes.
Because static visual acuity is the only one of these

many visual factors examined as a prerequisite to issuing a
driver's license

, traffic engineers must expect and deal with
significant variation in many of the other visual characteris-
tics of drivers.

Fields of Vision

Figure 2.1 illustrates three distinct fields of vision
,
 each of

which is important to the driving task [2]:

. Acute or clear vision cone-3° to 10° around the line

of sight; legend can be read only within this narrow
field of vision.

Visual Factor Definition Sample Related Driving Task(s)

Accommodation Change in the shape of the lens
to bring images into focus.

Changing focus from dashboard
displays to roadway.

Static Visual Acuity Ability to see small details clearly. Reading distant traffic signs.

Adaptation Change in sensitivity to different
levels of light.

Adjust to changes in light upon
entering a tunnel.

Angular Movement Seeing objects moving across
the field of view.

Judging the speed of cars crossing
our paths.

Movement in Depth Detecting changes in visual image size. Judging speed of an approaching vehicle.

Color Discrimination between different colors. Identifying the color of signals.

Contrast Sensitivity Seeing objects that are similar in
brightness to their background.

Detecting dark-clothed pedestrians
.
 at night.

Depth Perception Judgment of the distance of objects. Passing on two-lane roads with
oncoming traffic.

Dynamic Visual Acuity      Ability to see objects that are in motion
relative to the eye.

Reading traffic signs while moving.

Eye Movement Changing the direction of gaze. Scanning the road environment for hazards.

Glare Sensitivity Ability to resist and recover from
the effects of glare.

Reduction in visual performance due
to headlight glare.

Peripheral Vision Detection of objects at the side of
the visual field.

Seeing a bicycle approaching from the left.

Vergence Angle between the eyes' line of sight. Change from looking at the dashboard
to the road.

{Source: Used with permission of Institute of Transportation Engineers, Dewar. R, "Road Users," Traffic Engineering Handbook,
5th Edition, Chapter 2, Table 2-2, p. 8, 1999.)
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Peripheral vision (HO0-!80°)

Fairly clear {WAT)
Acute vision cone (3°

-10o)

Figure 2.1: Illustration of Fields of Vision

. Fairly clear vision cone-10
° to 12° around the line

of sight; color and shape can be identified in this field.

. Peripheral vision-This field may extend up to 90
° to

the right and left of the centerline of the pupil, and
up to 60° above and 70° below the line of sight.
Stationary objects are generally not seen in the
peripheral vision field, but the movement of objects
through this field is detected.

Illustration of Fields of Vision

These fields of vision, however, are defined for a stationary per-
son. In particular, the peripheral vision field narrows, as speed
increases, to as little as 100° at 20 mi/h and to 40° at 60 mi/h.

The driver's visual landscape is both complex and rap-
idly changing. Approaching objects appear to expiand in size
while other vehicles and stationary objects are in relative
motion both to the driver and to each other. The typical driver
essentially samples the available visual information and
selects appropriate cues to make driving decisions.

The fields of vision affect a number of traffic engineer-

ing practices and functions. Traffic signs, for example, are
placed so that they can be read within the acute vision field
without requiring drivers to change their line of sight. Thus
they are generally placed within a 10° range of the driver's
expected line of sight, which is assumed to be in line with the
highway alignment. This leads to signs that are intended to be
read when they are a significant distance from the driver; in
turn, this implies how large the sign and its lettering must be
to be comprehended at that distance. Objects or other vehicles
located in the fairly clear and peripheral vision fields may
draw the driver's attention to an important event occurring in
that field, such as the approach of a vehicle on an intersection
street or driveway or a child running into the street after a ball.
Once noticed, the driver may tum his or her head to examine
the details of the situation.

Peripheral vision is the single most important factor
when drivers estimate their speed. Hie movement of objects
through the peripheral vision field is the driver's single most
important indicator of speed. Old studies have demonstrated
time and again that drivers deprived of peripheral vision
(using blinders in experimental cases) and deprived of a
working speedometer have little idea of how fast they are
traveling.

2
.
2

.2 Important Visual Deficits

A number of visual problems can affect driver performance and
behavior. Unless the condition causes a severe visual disability,

drivers affected by various visual deficits often continue to
drive. Reference 3 contains an excellent overview and discus-
sion of these.

Some of the more common problems involve cataracts,

glaucoma, peripheral vision deficits, ocular muscle imbal-
ance, depth perception deficits, and color blindness.

 Drivers

who have eye surgery to correct a problem may experience
temporary or permanent impairments. Other diseases,

 such as

diabetes, can have a significant negative impact on vision if
not controlled. Some conditions, like cataracts and glaucoma,

if untreated, can lead to blindness.

Although color blindness is not the worst of these con-
ditions, it generally causes some difficulties for the affected

driver because color is one of the principal means to impart
information. Unfortunately, one of the most common forms of
color blindness involves the inability to discern the difference
between red and green. In the case of traffic signals,

 this could

have a devastating impact on the safety of such drivers. To
ameliorate this difficulty to some degree, some blue pigment
has been added to green lights and some yellow pigment has
been added to red lights, making them easier to discern by
colorblind drivers. Also, the location of colors on signal heads
has long been standardized, with red on the top and green on
the bottom of vertical signal heads. On horizontal heads,

 red

is on the left and green on the right. Arrow indications are
either located on a separate signal head or placed below or to
the right of ball indications on a mixed signal head.

2
.
2

.3 Perception-Reaction Time

The second critical driver characteristic is perception-reaction
time (PRT). During perception and reaction,

 the driver must

perform four distinct processes [4]:

. Detection
. In this phase, an object or condition of

concern enters the driver's field of vision
,
 and the
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driver becomes consciously aware that something
requiring a response is present

. Identification. In this phase, the driver acquires suffi-
cient information concerning the object or condition
to allow the consideration of an appropriate response.

. Decision
. Once identification of the object or condition

is sufficiently completed, the driver must analyze the
information and make a decision about how to respond.

. Response.
 After a decision has been reached, the

response is now physically implemented by the driver.

In some of the literature, the four phases of PRT are referred
to as perception, identification, emotion, and volition, leading
to the term "PIEV time." This text uses PRT, but you should
understand that it is equivalent to PIEV time.

Design Values

Like all human characteristics, perception-reaction times vary
widely among drivers, as do a variety of other factors, includ-
ing the type and complexity of the event perceived and the
environmental conditions at the time of the response.

Nevertheless, design values for various applications must
be selected. The American Association of State Highway and
Transportation Officials (AASHTO) mandates the use of
2

.5 seconds for most computations involving braking reactions
[5], based on a number of research studies [6-9]. This value
is believed to be approximately a 90th percentile criterion
(i.e., 90% of all drivers have a PRT as fast or faster than 2.5 s).

For signal timing purposes, the institute of Transportation
Engineers [10] recommends a PRT time of 1.0 s. Because of the
simplicity.of the response and the preconditioning of drivers to
respond to signals, the PRT time is significantly less than that
for a braking response on an opeii highway. Although this is a
lower value, it still represents an approximately 85th percentile
for.the particular situation of responding to a traffic signal.

AASHTO criteria, however, recognize that in certain
more complex situations, drivers may need considerably more
time to react than 1.0 or 2.5 s. Situations where drivers must

detect and react to unexpected events, or a difficult-to-perceive
information source in a cluttered highway environment, or a
situation in which there is a likelihood of error involving
either information reception, decisions, or actions all would
result in increased PRT times. Some of the examples cited by
AASHTO of locations where such situations might exist
include complex interchanges and intersections where
unusual movements are encountered and changes in highway
cross sections such as toll plazas, |ane drops, and areas where
the roadway environment is cluttered with visual distractions.
Where a collision avoidance maneuver is required,

 AASHTO

criteria call for a PRT of 3.0 s for stops on rural roads and 9
.

1 s

for stops on urban roads. Where collision avoidance requires
speed, path, and/or direction changes, AASHTO recommends
a PRT of between 10.2 and 11.2 s on rural roads

,
 12.1 and

12.9 s on suburban roads, and 14.0 and 14.5 s on urban roads
.

Expectancy

The concept of expectancy is important to the driving task and
has a significant impact on the perception-reaction process and
PRT. Simply put, drivers react more quickly to situations they
expect to encounter as opposed to those that they do not expect
to encounter. There are three different types of expectancies:

. Continuity. Experiences of the immediate past are
generally expected to continue. Drivers do not, for
example, expect the vehicle they are following to
suddenly slow down.

. Event
. Things that have not happened previously will

not happen. If no vehicles have been observed enter-
ing the roadway from a small driveway over a reason-
able period of time, then the driver will assume that
none will enter now.

. Temporal. When events are cyclic, such as a traffic
signal, the longer a given state is observed,

 drivers

will assume that it is more likely a change will occur.

Figure 2.2 illustrates the impact of expectancy on PRT.

This study by Olsen et al. [//] in 1984 was a controlled obser-
vation of student drivers reacting to a similar hazard when
they were unaware it would appear, and again where they
were told to look for it. In a third experiment, a red light was
added to the dash to initiate the braking reaction. The PRT
under the "expected

"

 situation was consistently about 0.5 s
faster than under the "unexpected" situation.

Given the obvious importance of expectancy on PRT,

traffic engineers must strive to avoid designing "unexpected"
events into roadway systems and traffic controls. If there are
all right-hand ramps on a given freeway, for example,

 left-

hand ramps should be avoided if at all possible. If absolutely
required, guide signs must be very carefully designed to alert
drivers to the existence and location of the left-hand ramp,

 so

that when they reach it, it is no longer "unexpected."

Other Factors Affecting PRT

In general, PRTs increase with a number of factors, including
(1) age, (2) fatigue, (3) complexity of reaction, and (4) pres-
ence of alcohol and/or drugs in the driver

'

s system. Although
these trends are well documented, they are generally
accounted for in recommended design values,

 with the

i
i



. 1

t

zz CHAPTER 2   ROAD USER AND VEHICLE CHARACTERISTICS '

99

98

95

90

80

70

= 60

| 50
u 40

Cu

30

20

10

5

2

1

A

X

-X-

X

X

X

X

X

X

X

X

X

X

A
X

V

x Surprise

 Alerted

a Brake

.
5     .7    .9    1.1   1.3   1.5   1.7 1.9

Total Time, seconds 
.
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between Expected and Unexpected Events
(Source: Used with permission of Transportation Research
Board, National Research Council, Olson, P., et al., "Parameters

Affecting Stopping Sight Distance," NCHRP Report 270,
Washington DC, 1984.)

exception of the impact of alcohol and drugs. The latter are
addressed primarily through enforcement of ever-stricter
driving while intoxicated/driving under the influence
(DWI/DUI) laws in the various states, with the intent of
removing such drivers from the system, especially where
repeated violations make them a significant safety risk. Some
of the more general affects of alcohol and drugs, as well as
aging, on driver characteristics are discussed in a later section.

Reaction Distance

The most critical impact of perception-reaction time is the
distance the vehicle travels while the driver goes through the
process. In the example of a simple braking reaction, the PRT
begins when the driver first becomes aware of an event or
object in his or her field of vision and ends when his or her
foot is applied to the brake. During this time, the vehicle con-
tinues along its original course at its initial speed. Only after
the foot is applied to the brake pedal does the vehicle begin to
slow down in response to the stimulus.

The reaction distance is simpl 4he PRT multiplied by
the initial speed of the vehicle. Because speed is generally in
units of mi/h and PRT is in units of seconds, it is convenient to

convert speeds to ft/s for use:

/5,280 ft\
1 mi *  -

V   mi   / ft ft
 ; = 1

.466666...-= 1
.
47-

/ 3,600 s \ s s

Thus the reaction distance may be computed as:

d
r=\AlSt (2-1)

where:    dr = reaction distance, ft

S = initial speed of vehicle, mi/h

t = reaction time, s

The importance of this factor is illustrated in the follow-
ing sample problem: A driver rounds a curve at a speed of
60 mi/h and sees a truck overturned on the roadway ahead.

How far will the driver's vehicle travel before the driver's foot

reaches the brake? Applying the AASHTO standard of 2.
5 s

for braking reactions:

d
r

= 1
.
47*60*2.5 = 220.5 ft

The vehicle will travel 220.5 ft (approximately 11 to 12
car lengths) before the driver even engages the brake. The impli-
cation of this is frightening. If the overturned truck is closer to
the vehicle than 220.5 ft when noticed by the driver, not only
will the driver hit the truck, he or she will do so at full speed-
60 mi/h. Deceleration begins only when the brake is engaged-
after the perception-reaction process has been completed.

2
.
2

.
4 Pedestrian Characteristics

One of the most critical safety problems in any highway and
street system involves the interactions of vehicles and pedes-
trians. A substantial number of traffic accidents and fatalities

involve pedestrians. This is not surprising because in any
contact between a pedestrian and a vehicle, the pedestrian is
at a significant disadvantage.

Virtually all of the interactions between pedestrians and
vehicles occur as pedestrians cross the street at intersections
and at mid-block locations. At signalized intersections,

 safe

accommodation of pedestrian crossings is as critical as vehi-
cle requirements in establishing an appropriate timing pattern.
Pedestrian walking speed in crosswalks is the most important
factor in the consideration of pedestrians in signal timing.
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At unsignalized crossing locations, gap-acceptance
behavior of pedestrians is another important consideration.
"Gap acceptance

" refers to the clear time intervals between

vehicles encroaching on the crossing path and the behavior of
pedestrians in 

"accepting
" them to cross through.

Walking Speeds

Table 2.2 shows 50th percentile walking speeds for pedestri-
ans of various ages. Note that these speeds were measured as

part of a controlled experiment [12] and not specifically at
intersection or mid-block crosswalks. Nevertheless, the
results are interesting. The standard walking speed used in

timing signals is 4.0 ft/s, with 3.5 ft/s recommended where
older pedestrians are predominant. Most studies indicate that
these standards are reasonable and will accommodate 85% of

Table 2.2: 50th Percentile Walking Speeds for Pedestrians
of Various Ages

50th Percentile Walking
Speed (ft/s)

FemalesMalesAge (years)

3
.

42 2
.
8

3
.

43 3
.
5

4
.

1 4
.

14

4
.
6 4

.
55

5
.
06 4

,
8

5
.
0 5

.
07

5
.
0 5

.
3

5
.
49 5

.
1

5
.

45
.
510

5
.
2 5

.
2II

5
.
75

.
812

5
.
613 5

.
3

5
.
314 5

.

1

5
.
6 5

.
315

5
.
416 5

.
2

5
.

2 5
.
417

N/A4
.

918

5
.
420-29 5

.
7

5
.

430-39 5
,

4

5
.
340-49 5

.
1

4
.
9 5

.
050-59

4
.

14
.

160+

{Source: Compiled from Eubanks, J., and Hill, P., Pedestrian
Accident Reconstruction and Litigation, 2nd Edition, Lawyers &
Judges Publishing Co., Tucson AZ. 1999.)

the pedestrian population. In 2008 and 2009, serious discus-
sion of lowering the general standard walking speed to 3.5 ft/s
and 3.0 ft/s, respectively, was underway. These changes are
thought to be likely at this writing.

One problem with standard walking speeds involves
physically impaired pedestrians. A study of pedestrians with
various impairments and assistive devices concluded that
average walking speeds for virtually all categories were lower
than the standard 4.0 ft/s used in signal timing [13]. Table 2.3
includes some of the results of this study. These and similar
results of other studies suggest that more consideration needs
to be given to the needs of handicapped pedestrians.

Gap Acceptance

When a pedestrian crosses at an uncontrolled (either by sig-
nals, STOP, or YIELD signs) location, either at an intersec-
tion or at a mid-block location, the pedestrian must select an
appropriate 

"

gap
"

 in the traffic stream through which to cross.
The "gap" in traffic is measured as the time lag between two
vehicles in any lane encroaching on the pedestrian'

s crossing
path. As the pedestrian waits to cross, he or she views gaps
and decides whether to "accept

"

 or "reject" the gap for a safe
crossing. Some studies have used a gap defined as the dis-
tance between the pedestrian and the approaching vehicle at
the time the pedestrian begins his or her crossing. An early
study [14] using the latter approach resulted in an 85th per-
centile gap of approximately 125 ft.

Gap acceptance behavior, however, is quite complex
and varies with a number of other factors, including the speed
of approaching vehicles, the width of the street, the frequency
distribution of gaps in the traffic stream, waiting time, and
others. Nevertheless, this is an important characteristic that

Table 2.3: Walking Speeds for Physically Impaired
Pedestrians

Impairment/Assistive Device
Average Walking Speed

(ft/s)

Cane/Crutch

Walker

Wheelchair

Immobilized Knee

Below-Knee Amputee
Above-Knee Amputee
Hip Arthritis
Rheumatoid Arthritis (Knee)

2
.
62

2
.
07

3
.
55

3
.
50

2
.
46

1
.
97

2
.
44-3.66

2
.
46

{Source: Compiled from Perry, J., Gait Analysis, McGraw-Hill,
New York NY, 1992.)
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must be considered due to its obvious safety implications.
Chapter 18, for example, presents warrants for (conditions
justifying) the imposition of traffic signals. One of these is
devoted entirely to the safety of pedestrian crossings.

Pedestrian Comprehension of Controls

One of the problems in designing controls for pedestrians is
generally poor understanding of and poor adherence to such
devices. One questionnaire survey of 4,700 pedestrians [15]
detailed many problems of misunderstanding. The proper
response to a flashing "DON'T WALK" signal, for example,
was not understood by 50% of road users, who thought it
meant they should return to the curb from which they started.
The meaning of this signal is not to start crossing while it is
flashing; it is safe to complete a crossing if the pedestrian has
already started to do so. Another study [16] found that viola-
tion rates for the solid "DON'T WALK" signal were higher
than 50% in most cities, that the use of the flashing "DON'T

WALK" for pedestrian clearance was not well understood,
and thait pedestrians tend not to use pedestrian-actuated sig-
nals. Chapter 22 (on signal timing) discusses some of the
problems associated with pedestrian-actuation buttons and
their use that compromise both pedestrian comprehension and
the efficiency of the signalization. Since this study was com-
pleted, the flashing and solid "DON'T WALK" signals have
been replaced by the Portland orange "raised hand" symbol.

Thus the task of providing for a safe environment for
pedestrians is not an easy one. The management and control of
conflicts between vehicles and pedestrians remains difficult.

2
.
2

.5 Impacts of Drugs and Alcohol
on Road Users

The effect of drugs and alcohol on drivers has received well-
deserved national attention for many years, leading to substan-
tial strengthening of DWI/DU1 laws and enforcement. These
factors remain, however, a significant contributor to traffic
fatalities and accidents. And drivers are not the only road users
who contribute to the nation's accident and fatality statistics.
Consider that in 1996, 47.3% of fatal pedestrian accidents
involved either a driveror a pedestrian with detectable levels of
alcohol in their systems. For this group, 12.0% of the drivers
and 32.3% of the pedestrians had blood-alcohol levels above
0
.10%, the legal definition of "drunk" in many states. More

telling is that 7% of the drivers and 6% of the pedestrians had
detectable alcohol levels below this limit

The importance of these isolated statistics is to make
the following point: Legal limits for DWI/DU1 do not define
the point at which alcohol and/or drugs influence the road

user. Recognizing this is important fonjndividuals to ensure
safe driving it is now causing many states to reduce their legal
limits on alcohol to 0.08%, and for some to consider "zero
tolerance" criteria (0.01%) for new drivers for the first year or
two they are licensed.

Figure 2.3 summarizes some studies on the effects of
drugs and alcohol on various driving factors. Note that for

many factors, impairment of driver function begins at levels
well below the legal limits-for some factors at blood-alcohol
levels as low as 0.05%.

What all of these factors add up to is an impaired driver.

This combination of impairments leads to longer PRT times
,

poor judgments, and actions that can and do cause accidents.

Because few of these factors can be ameliorated by design or
control (although good designs and well-designed controls
help both impaired and unimpaired drivers),

 enforcement and

education are critical elements in reducing the incidence of
DWI/DUI and the accidents and deaths that result

.

The statistics cited in the opening paragraph of this sec-
tion also highlight the danger caused by pedestrians who are

1
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ITE Journal, 59, Washington DC,! 987.)
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impaired by drugs or alcohol. In the case of impaired pedes-
trians. the danger is primarily to themselves. Nevertheless, if
crossing a street or highway is required, "walking while
impaired

" is also quite dangerous. Again, enforcement and
education are the major weapons in combating the problem
because not a great deal can be done through design or control
to address the issue.

Both motorists and pedestrians should also be aware of
the impact of common prescription and over-the-counter med-
ications on their performance capabilities. Many legitimate
medications have effects that are similar to those of alcohol
and/or illegal drugs. Users of medications should always be
aware of the side effects of what they use (a most frequent effect
of many drugs is drowsiness), and to exercise care and good
judgment when considering whether or not to drive. Some legit-
imate drugs can have a direct impact on blood-alcohol levels and
can render a motorist legally intoxicated without 

"drinking."

2
.
2

.6 Impacts of Aging on Road Users

As life expectancy continues to rise, the number of older driv-
ers has risen dramatically over the past several decades. Thus
it becomes increasingly important to understand how aging
affects driver heeds and limitations and how these should

impact design and control decisions. Reference 17 is an excel-
lent compilation sponsored by the National Academy of
Sciences on a wide range of topics involving aging drivers.

Many visual
.
acuity factors deteriorate with age, includ-

ing both static and dynamic visual acuity, glare sensitivity and
recovery, night vision, and speed of eye movements. Such
ailments as cataracts, glaucoma, macular degeneration, and
diabetes are also more common as people age, and these
conditions have negative impacts on vision.

The increasing prevalence of older drivers presents a
number of problems for both traffic engineers and public
officials. On one hand, at some point, deterioration of various
capabilities must lead to revocation of the right to drive. On
the other hand, driving is the principal means of mobility and
accessibility in most parts of the nation,

 and the alternatives

for those who can no longer drive are either limited or expen-
sive. The response to the issue of an aging driver population
must have many components, including appropriate licensing
standards

,
 consideration of some license restrictions on older

drivers (e.g., a daytime-only license), provision of efficient
and affordable transportation alternatives,

 and increased con-

sideration of their needs
, particularly in the design and imple-

mentation of control devices and traffic regulations. Older
drivers may be helped, for example, by such measures as
larger lettering on signs, better highway lighting, larger and
brighter signals,

 and other measures. Better education can

25

serve to make older drivers more aware of the types of deficits
they face and how best to deal with them. More frequent
testing of key characteristics such as eyesight may help ensure
that prescriptions for glasses and/or Sbntact lenses are
frequently updated.

2
.
2

.7 Psychological, Personality,

and Related Factors

Over the past decade, traffic engineers and the public in gen-
eral have become acquainted with the term road rage.

Commonly applied to drivers who lose control of themselves
and react to a wide variety of situations violently, improperly,
and almost always dangerously, the problem (which has
always existed) is now getting well-deserved attention.

 Road

rage, however, is a colloquial terra, and is applied to every-
thing from a direct physical assault by one road user on
another to a variety of aggressive driving behaviors.

According to the testimony of Dr. John Larsen to the
House Surface Transportation Subcommittee on July 17,

1997 (as summarized in Chapter 2 of Reference 1),
 the

following attitudes characterize aggressive drivers:

. The desire to get to one'

s destination as quickly as
possible, leading to the expression of anger at other
drivers/pedestrians who impede this desire.

. The need to compete with other fast cars.

. The need to respond competitively to other aggres-
sive drivers.

. Contempt for other drivers who do not drive, look,
and act as they do on the road.

. The belief that it is their right to "hit back" at other

drivers whose driving behavior threatens them.

Road rage is the extreme expression of a driver's psycho-
logical and personal displeasure over the traffic situation he or
she has encountered. It does, however

, remind traffic engineers
that drivers display a wide range of behaviors in accordance
with their own personalities and psychological characteristics.

Once again, most of these factors cannot be addressed
directly through design or control decisions and are best treated
through vigorous enforcement and educational programs.

2
.3 Vehicles

In 2007, approximately 240 million registered vehicles were
in the United States, a number that represents more than one
vehicle per licensed driver. The characteristics of these vehi-
cles vary as widely as those of the motorists who drive them

.
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In general, motor vehicles are classified by AASHTO
[5] into four main categories:

. Passenger cars-all passenger cars, SUVs, minivans,

vans, and pickup trucks.

.   . Buses-intercity motor coaches, transit buses, school
buses, and articulated buses

. Trucks-single-unit trucks, tractor-trailer, and tractor-

semi-trailer combination vehicles

. Recreational vehicles-motor homes,
 cars with vari-

ous types of trailers (boat, campers, motorcycles, etc.)

Motorcycles and bicycles also use highway and street facilities
but are not isolated as a separate category because their charac-
teristics do not usually limit or define design or control needs.

A number of critical vehicle properties must be accounted
for in the design of roadways and traffic controls. These include:

. Braking and deceleration

. Acceleration

. Low-speed turning characteristics

. High-speed turning characteristics

In more general terms, the issues associated with vehicles
of vastly differing size, weight, and operating characteristics .
sharing roadways must also be addressed by traffic engineers.

2
.
3

.1 Concept of the Design Vehicle

Given the immense range of vehicle types using street and high-
way facilities, it is necessary to adopt standard vehicle charac-
teristics for design and control purposes. For geometric design,
AASHTO has defined 20""design vehicles," each with specified
characteristics. The 20 design vehicles are defined as follows:

P -  passenger car
SU = single-unit truck

BUS-40      = intercity bus with a 40-ft
wheelbase

BUS-45      = intercity bus with a 45-ft
wheelbase

CITY-BUS = transit bus

S-BUS36    = conventional school bus for

65 passengers

S-BUS40    = large school bus for 84 passengers

A-BUS      = articulated bus

WB-40      = intermediate semi-trailer

(wheelbase = 40 ft)

WB-50       = intermediatessemi-trailer

(wheelbase = 50 ft)

WB-62       =  interstate semi-trailer

(wheelbase = 62 ft)

WB-65       =  interstate semi-trailer

(wheelbase = 65 ft)

WB-67D     = double trailer combination

(wheelbase = 67 ft)

WB-IOOT   =  triple semi-trailer/trailers
(wheelbase = 100 ft)

WB-109D   = turnpike double semi-trailer/trailer
(wheelbase = 109 ft)

MH = motor home

P/T = passenger car and camper

P/B = passenger car and boat trailer

MH/B = motor home and boat trailer

TR = farm tractor

Wheelbase dimensions are measured from the frontmost axle

to the rearmost axle, including both the tractor and all trailers
in a combination vehicle.

Design vehicles are primarily employed in the design of
turning roadways and intersection curbs, and they are used to
help determine appropriate lane widths and such specific
design features as lane-widening on curves. Key to such
usage, however, is the selection of an appropriate design vehi-
cle for various types of facilities and situations. In general,

 the

design should consider the largest vehicle likely to use the
facility with reasonable frequency.

In considering the selection of a design vehicle,
 it must

be remembered that all parts of the street and highway net-
work must be accessible to emergency vehicles, including fire
engines, ambulances, emergency evacuation vehicles,

 and

emergency repair vehicles, among others. Therefore the
single-unit truck is usually the minimum design vehicle
selected for most local street applications. The mobility of
hook-and-ladder fire vehicles is enhanced by having rear-axle
steering that allows these vehicles to negotiate sharper turns
than would normally be possible for combination vehicles,

 so

the use of a single-unit truck as a design vehicle for local
streets is not considered to hinder emergency vehicles.

The passenger car is used as a design vehicle only in
parking lots, and even there, access to emergency vehicles
must be considered. For most other classes or types of high-
ways and intersections, the selection of a design vehicle must
consider the expected vehicle mix. In general, the design
vehicle selected should easily accommodate 95% or more of
the expected vehicle mix.
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The physical dimensions of design vehicles are also
important considerations. Design vehicle heights range from
4

.
25 ft for a passenger car to 13.5 ft for the largest trucks.

Overhead clearances of overpass and sign structures, electri-
cal wires, and other overhead appurtenances should be suffi-
cient to allow the largest anticipated vehicles to proceed.
Because all facilities must accommodate a wide variety of

potential emergency vehicles, use of 14.0 ft for minimum
clearances is advisable for most facilities.

The width of design vehicles ranges from 7.0 ft for pas-
senger cars to 8.5 ft for the largest trucks (excluding special
"wide load"

 vehicles such as a tractor pulling a prefabricated
or motor home). This should influence the design of such fea-
tures as lane width and shoulders. For most facilities, it is

desirable to use the standard 12-ft lane width. Narrower lanes

may be considered for some types of facilities when neces-
sary, but given the width of modem vehicles, 10 ft is a reason-
able minimum for virtually all applications.

2
.
3

.2 Turning Characteristics of Vehicles

There are two conditions under which vehicles must make turns:

. Low-speed turns ( 10 mi/h)

. High-speed turns (> 10 mi/h)

Low-speed turns are limited by the characteristics of the vehi-
cle because the minimum radius allowed by the vehicle

'

s

steering mechanism can be supported at such speeds. High-
speed turns are Jimited by the dynamics of side friction
between the roadway and the tires, and by the superelevation
(cross-slope) of the roadway.

Low-Speed Turns

AASHTO specifies minimum design radii for each of the
design vehicles, based on the centerline turning radius and min-
imum inside turning radius of each vehicle. Although the actual
turning radius of a vehicle is controlled by the front wheels,

rear wheels do not follow the same path. Rear wheels 
"off-

track" as they are dragged through the turning movement.
Reference 5 contains detailed low-speed turning

templates for all AASHTO design vehicles. Figure 2.4 shows
an example (for a WB-40 combination vehicle). Note that the
minimum turning radius is defined by the track of the front
outside wheel

. The combination vehicle, however, demon-

strates considerable "off-tracking" of the rear inside wheel,

effectively widening the width of the "lane" occupied by the
vehicle as it turns

. The path of the inside rear wheel is not cir-
cular and has a variable radius

.

10.06 m [33 ft] Trailer
1
.
37mi

tJftjl
7

.
77 m

25.5 ft]

2
.
29 m0   5ft IQfi

»   [7.
5 ft

0 1 m 2.5 m   0.91 m

scale 3ft

0
.
71 m 3

.
81 m 0

.
91 m

[2.33 ft]I 0.20 m* 1 - 1
'
'

 [0.67 ft] 1120 m [40 ft] wheelbase
[12.5 ft]

13.87 m [45.5 ft] or g'rea er

[3 ft]

* Typical tire size and space between
tires applies to all trailers.

Path of front

Path of left overhang
front wheel

2
.44 m/ J 

[aOft) Palhofrigh
RTTl rear wheel
rH   0 5ft 10ft
IT PP=?
a 0   2.5 m

scale

D-d
D-Q

. Assumed steering angle is 20.
4°

. Assumed tractor/trailer

angle is 46°

. CTR = centerline turning
radius at front axle

i

2
.
44 m

H-H

[8.0 ft]

Figure 2.4: Low-Speed Turning Template for WB-40
Combination Vehicles

{Source: Used with permission of American Association of
State Highway and Transportation Officials, A Policy on
Geometric Design of Highways and Streets,

 5th Edition
,
 2004.

Washington DC, Exhibit 2-13.)

Turning templates provide illustrations of the many
different dimensions involved in a low-speed turn, In design-
ing for low-speed turns, the minimum design turning radius is
the minimum centerline radius plus half of the width of the
front of the vehicle.
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Minimum design turning radii range from 24.0 ft for
a passenger car to a high of 60.0 ft for the WB-109D
double tractor-trailer combination vehicle. Depending
on the specific design vehicle, the minimum inside curb
radius is generally considerably smaller than the minimum
design turning radius, reflecting the variable radius of the
rear-inside wheel

's track. In designing intersections, off-
tracking characteristics of the design vehicle should be con-
sidered when determining how far from travel lanes to
locate (or cut back) the curb. In a good design, the outside
wheel of the turning design vehicle should be able to nego-
tiate its path without "spilling over

" into adjacent lanes as
the turn is negotiated. This requires that the curb setback
must accommodate the maximum off-tracking of the design
vehicle.

High-Speed Turns

When involved in a high-speed turn on a highway curve, cen-
tripetal forces of momentum are exerted on the vehicle to con-
tinue in a straight path. To hold the curve, these forces are
opposed by side friction and superelevation.

Superelevation is the cross-slope of the roadway,
always with the lower edge in the direction of the curve. The
sloped roadway provides an element of horizontal support for
the vehicle. Side-friction forces represent the resistance to
sliding provided across the plane of the surface between the
vehicle's tires and the: roadway. From the basic laws of
physics, the relationship governing vehicle operation on a
curved roadway is:

O
.Ole +f S2

(2-2)

normal range of superelevation rates and side-friction factors.

It is also convenient to express vehicle speed in mi/h. Thus:

OMe + / (1.475)
2

1

O
.Ole + /

32.27?

0
.

06752

R 15R

This yields the more traditional relationship used to depict
vehicle operation on a curve:

R
S 2

I5(0.01<? + /)
(2-3)

S" is

1 - O.Ole/ gR

where: e - superelevation rate, %

/ = coefficient of side friction

5 = speed of the vehicle, ft/s
R - radius of curvature, ft

g = acceleration rate due to gravity, 32.2 ft/s2

The superelevation rate is the total rise in elevation across
the travel lanes of the cross section (ft) divided by the width
of the travel lanes (ft), expressed as a percentage (i.e.,
multiplied by 100). AASHTO [5] expresses superelevation
as a percentage in its 2004 criteria, but many other publica-
tions still express the superelevation rate as a decimal
proportion.

Equation 2-2 is simplified by noting that the term
"0

.01 ef is extremely small and may be ignored for the

where all terms are as previously defined, except that
the speed in miTh rather than ft/s as in Equation 2-2.

The normal range of superelevation rates is from a
minimum of approximately 0.5% to support side drainage to a
maximum of 12%. As speed increases, higher superelevation
rates are used. Where icing conditions are expected,

 the maxi-

mum superelevation rate is generally limited to 8% to prevent a
stalled vehicle from sliding toward the inside of the curve.

Coefficients of side friction for design are based on wet
roadway conditions. They vary with speed and are shown in
Table 2.4.

Theoretically, a road can be banked to fully oppose cen-
tripetal force without using side friction at all. This is, of course,

generally not done because vehicles travel at a range of speeds,
and the superelevation rate required in many cases would be
excessive. High-speed turns on a flat pavement may be fully sup-
ported by side hiction as well, but this generally limits the radius
of curvature or speed at which the curve may be safely traversed.

Chapter 3 treats the design of horizontal curves and the
relationships among superelevation, side friction, curve radii,

and design speed in greater detail.
Equation 2-3 can be used in a number of ways. In

design, a minimum radius of curvature is computed based on
maximum values of e and / For example, if a roadway has a
design speed of 65 mi/h, and the maximum values are

8% and/= 0.11, the minimum radius is computed as:e

R
652

15(0.01*8 + 0.11)
1
,
482.5 ft

Table 2.4: Side Friction Factors (f) for Wet Pavements at

Various Speeds

Speed (mi/h) 30 40 50 60 70

F 0
.

16 0
.

15 0
.
14 0

.
12 0

.
10
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It can also be used to solve for a maximum safe speed, given a
radius of curvature and maximum values fore and/. If a high-

way curve with radius of 800 ft has a superelevation rate of

6%, the maximum safe speed can be estimated. However,
doing so requires that the relationship between the coefficient
of side friction,/, and speed

,
 as indicated in Table 2.4, be

taken into account. Solving Equation 2-3 for S yields:

S = \/l5K(0.01e + /) (2-4)

. For the example given, the equation is solved for the given
values of e (6%) and R (800 ft) using various values of /from
Table 2.4. Computations continue until there is closure
between the computed speed and the speed associated with
the coefficient of side friction selected. Thus:

i

S = \/l5*800*(0.06 + /)

S = \/l5*800*(0.06 + 0.10)
= 43

.8 mi/h (70 mi/h assumed)

S = Vl 5*800* (0.06 + 0.12)
= 46

.5 mi/h (60 mi/h assumed)

S = \/l5*800*(0.06 + 0.14)
= 49

.0 mi/h (50 mi/h assumed)

S = \/l5*800*(0.06 + 0.15)
= 50

.2 mi/h (40 mi/h assumed)

The correct result is obviously between 49.0 and 50.2 mi/h. If
straight-line interpolation is used

.

 S = 49.0+ (50.2 - 49.0)*

49.1 mi/h

[ (50.0 - 49.0)

(50.2-49.0)+ (50.2 -40.0) ]

Thus
,
 for the curve as described, 49.1 mi/h is the maximum

safe speed at which it should be negotiated.
Note that this is based on the design condition of a wet

pavement and that higher speeds would be possible under dry
conditions.

2
.3.3 Braking Characteristics

Another critical characteristic of vehicles is their ability to
stop (or decelerate) once the brakes have been engaged.
Again, basic physics relationships are used. The distance

traveled during a stop is the average speed during the stop
multiplied by the time taken to stop,

 or:

b (2-5)

where: db = braking distance,
 ft

S = initial speed, ft/s

deceleration rate, ft/s2a

It is convenient, however, to express speed in mi/h, yielding:

d
.b

(1.47 5)
2a

2
1
.075 52

a

where S is the speed in mi/h. Note that the 1.075 factor is
derived from the more exact conversion factor between mi/h

and ft/s (1.4666 ). It is often also useful to express this
equation in terms of the coefficient of forward rolling or skid-
ding friction, F, where F = alg, and g is the acceleration due
to gravity, 32.2 ft/s2

.
 Then:

b

f\ms2\

V 32.2 }

V32.2/

where F - coefficient of forward rolling or skidding friction.

When the effects of grade are considered,
 and where a brak-

ing cycle leading to a reduced speed other than "0" are con-
sidered, the equation becomes:

db = --  6 30(F±0.01G)
(2-6)

where: G

51

grade, %

initial speed, mi/h

Sf= final speed, mi/h

When there is an upgrade, a "+" is used; a "-" is used for down-
grades. This results in shorter braking distances on upgrades,
where gravity helps deceleration, and longer braking distances
on downgrades, where gravity is causing acceleration.

In previous editions of Reference 5, braking distances
were based on coefficients of forward skidding friction that
varied with speed. In the latest standards, however, a standard

deceleration rate of 11.2 fl/s2 is adopted as a design rate. This
is viewed as a rate that can be developed on wet pavements by
most vehicles. It is also expected that 90% of drivers will
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i

decelerate at higher rates. This, then, suggests a standard
friction factor for braking distance computations of
F = 11.2/32.2 = 0.348, and Equation 2-6 becomes:

sf-sj
b

30(0.348 ± 0.01G)
(2-7)

Consider the following case: Once the brakes are
engaged, what distance is covered bringing a vehicle traveling
at 60 mi/h on a 3% downgrade to a complete stop

(5/ - 0 mi/h). Applying Equation 2-7:

602 - 02
4 =   = 377.4 ftb    30(0.348 - 0.01*3)

The braking distance formula is also a favorite tool of
accident investigators. It can be used to estimate the initial
speed of a vehicle using measured skid marks and an estimated
final speed based on damage assessments. In such cases, actual
estimated values of F are used; rather than the standard design
value recommended by AASHTO. Thus Equation 2-6 is used.

Consider the following case: An accident investigator
estimates that a vehicle hit a bridge abutment at a speed of
20 mi/h, based on his or her assessment of damage. Leading up
to the accident location, he or she observes skid marks of 100 ft

on the pavement (F = 0.35) and 75 ft on the grass shoulder
(F - 0,25); There is no grade. An estimation of the speed of the
vehicle at the beginning of the skid marks is desired.

In this case. Equation 2-6 is used to find the initial speed
of the vehicle (S,) based on a known (or estimated) final speed

(Sf). Each skid must be analyzed separately, starting with the
grass skid (for which a final speed has been estimated). Then:

2

b 75
52, - 20:

30(0.25)

5
,
- = \/(75*30*0

.
25) + 202 = V962J

= 31
.
0 mi/h

This is the estimated speed of the vehicle at the start of the
grass skid; it is also the speed of the vehicle at the end of the
pavement skid. Then:

b 100
5  - 962.5

30*0.35

5
,
- = V(100*30*0.35) + 962.5 = \/20115

= 44
.
9 mi/h

It is, therefore, estimated that the speSf of the vehicle imme-
diately before the pavement skid was 44.9 mi/h.

 This
,
 of

course, can be compared with the speed limit to determine
whether excessive speed was a factor in the accident

.

2
.
3

.4 Acceleration Characteristics

The flip side of deceleration is acceleration. Passenger cars are
able to accelerate at significantly higher rates than commercial
vehicles. Table 2.5 shows typical maximum acceleration rates
for a passenger car with a weight-to-horsepower ratio of
30 lbs/hp and a tractor-trailer with a ratio of 200 lbs/hp.

Acceleration is highest at low speeds and decreases
with increasing speed. The disparity between passenger cars
and trucks is significant. Consider the distance required for a
car and a truck to accelerate to 20 mi/h

. Converting speed
from mi/h to ft/s:

 Yl
.47SWl.47S\ (S2\

where: da = acceleration distance,
 ft

5 = speed at the end of acceleration (from a stop),
 mi/h

a = acceleration rate, ft/s2

Once again, note that the 1.075 factor is derived using
the more precise factor for converting mi/h to ft/s
(1.46666... ...).Then:

For a passenger car to accelerate to 20 mi/h at a rate of
7

.
5 ft/s2:

da = 1.075 57.3 ft

Table 2.5: Acceleration Characteristics of a Typical
Car vs. a Typical Truck on Level Terrain

Speed Range
(mi/h)

Acceleration Rate (ft/s2) for:

Typical Car
(30 lbs/hp)

Typical Truck
(200 lbs/hp)

0-20

20-30

30-40

40-50

50-60

7
.
5

6
.
5

5
.
9

5
.
2

4
.
6

1
.
6

1
.
3

0
.
7

0
.
7

0
.
3

{Source: Compiled from Traffic Engineering Handbook, 5th Edition,
Institute of Transportation Engineers, Washington DC, 2000, Chapter 3,
Tables 3-9 and 3-10.)

o
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:

For a truck to accelerate to 20 mi/h at a rate of 1.6 ft/s :

d
.

1
.
075 268.8 ft

The disparity is striking. If a car is at a "red" signal
behind a truck, the truck will significantly delay the car. If a
truck is following a car in a.standing queue, a large gap
between the two will occur as they accelerate.

Unfortunately, not much can be done about this dispar-
ity in terms of design and control. In the analysis of highway
capacity, however, the disparity between trucks and cars in
terrrts .of acceleration and in terms of their ability to sustain
speeds on upgrades leads to the concept of 

"

passenger car
equivalency.

" Depending on the type of facility, severity and
length of grade, and other factors, one truck may consume as
much roadway capacity as six to seven or more passenger
cars. Thus the disparity in key operating characteristics of
trucks and passenger cars is taken into account in design by
providing additional capacity as needed.

2.4 Total Stopping Distance
and Applications

The total distance to bring a vehicle to a full stop, from the
time the need to do so is first noted, is the sum of the reaction

distance, dn and the braking distance, d . If Equation 2-1 (for
dr) and Equation 2-7 (for db) are combined, the total stopping
distance becomes:

d= 1
.
475

,
-/ +

30(0.348 ± 0.01C)
(2-9)

where: d

Si

Sf
t

G

total stopping distance, ft

initial speed, mi/h

final speed, mi/h

reaction time, s

grade, %

The concept of total stopping distance is critical to many
applications in traffic engineering. Three of the more important
applications are discussed in the sections that follow.

2
.
4
.1 Safe Stopping Sight Distance

One of the most fundamental principles of highway design is
that the driver must be able to see far enough to avoid a potential

hazard or collision. Thus, on all roadway sections,
 the driver

must have a sight distance that is at least equivalent to the total
stopping distance required at the design speed.

Essentially, this requirement addresses this critical con-
cern: A driver rounding a horizontal curve and/or negotiating a
vertical curve is confronted with a downed tree

,
 an overturned

truck, or some other situation that completely blocks the road-
way. The only alternative for avoiding a collision is to stop.

 The

design must be such that every point along its length,
 the driver

has a clear line of vision for at least one full stopping distance.
By ensuring this, the driver can never be confronted with the
need to stop without having sufficient distance to do so.

Consider a section of rural freeway with a design speed of
70 mi/h. On a section of level terrain, what safe stopping distance
must be provided? Equation 2-9 is used with a final speed {Sf) of
"0" and the AASHTO standard reaction time of 2.5 s. Then:

702 - 02
d = 1.47 * 70 * 2.5 + 

30(0.348)

= 257
.
3 + 469.3 = 726.6 ft

This means that for the entire length of this roadway section
drivers must be able to see at least 726.6 ft ahead. Providing
this safe stopping sight distance will limit various elements of
horizontal and vertical alignment, as discussed in Chapter 3.

What could happen, for example, if a section of this
roadway provided a sight distance of only 500 ft? It would
now be possible that a driver would initially notice an
obstruction when it is only 500 ft away. If the driver were
approaching at the design speed of 70 mi/h, a collision would
occur. Again, assuming design values of reaction time and
forward skidding friction. Equation 2-9 could be solved for
the collision speed (i.e., the final speed of the deceleration
cycle), using a known deceleration distance of 500 ft:

500 = 1.47*70*2.5 +
702 - Sj

.

30(0.348)

500 - 257.3 = 242.7

2
,533.8 - 4,900 - Sj

702 - Sj
10.44

2

Sf = V4,900 - 2,533.8 = 48.6 mi/h

If the assumed conditions hold, a collision at 48.6 mi/h would

occur. Of course, if the weather was dry and the driver had
faster reactions than the design value (remember, 90% of
drivers do), the collision might occur at a lower speed or be
avoided altogether. The point is that such a collision could
occur if the sight distance were restricted to 500 ft.

0
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2
.
4

.2 Decision Sight Distance

Although every point and section of a highway must be
designed to provide at least safe stopping sight distance, some
sections should provide greater sight distance to allow drivers
to react to potentially more complex situations than a simple
stop. Previously, reaction times for collision avoidance situa-
tions were cited [5].

Sight distances based on these collision-avoidance deci-
sion reaction times are referred to as decision sight distances.
AASHTO recommends that decision sight distance be pro-
vided at interchanges or intersection locations where unusual
or unexpected maneuvers are required; changes in cross sec-
tion such as lane drops and additions, toll plazas, and intense-

' demand areas where there is substantial "visual noise" from

competing information (e.g., control devices, advertising,
roadway elements, etc.).

The decision sight distance is found by using
Equation 2-9, replacing the standard 2.5 s reaction time for
stopping maneuvers with the appropriate collision avoid-
ance reaction time for the situation.

Consider the decision sight distance required for a free-
way section with a 60 mi/h design speed approaching a busy
urban interchange with many competing information sources.
The approach is on a 3% downgrade. For this case, AASHTO
suggests a reaction time up to 14,5 s to allow for complex path
and speed changes in response to conditions. The decision
sight distance is still based on the assumption that a worst

case would require a complete stoprThus the decision sight
distance would be:

d 1
.
47 * 60* 14.5 +

602 - 02

30(0.348 - 0.01 * 3)
1
,
278.9 + 377.4 = 1,656.3 ft

AASHTO criteria for decision sight distances do not
assume a stop maneuver for the speed/path/direction changes
required in the most complex situations. The criteria

,
 which are

shown in Table 2.6, replace the braking distance in these cases
with maneuver distances consistent with maneuver times
between 3.5 and 4.5 s. During the maneuver time

,
 the initial

speed is assumed to be in effect. Thus for maneuvers involving
speed, path, or direction change on rural, suburban, or urban

roads. Equation 2-10 is used to find the decision sight distance.

d=lA7(tr + tm)Si (2-10)

where: tr = reaction time for appropriate avoidance
maneuver, s

/m = maneuver time, s

Thuis in the sample problem posed previously,
 AASHTO

would not assume a stop is required. At 60 mi/h,
 a maneuver

time of 4.0 s is used with the 14.5 s reaction time
,
 and:

d = 1.47 * (14.5 + 4.0) * 60 = 1,
631.7 ft

The criteria for decision sight distance shown in
Table 2.6 are developed from Equations 2-9 and 2-10 for

Table 2-6: Decision Sight Distances Resulting from Equations 2-9 and 2-10

Design Speed
(mi/h)

Assumed Maneuver

Time (s)

Decision Sight Distance for Avoidance Maneuver
(ft)

A

(Eq.2-9)

B

(Eq. 2.9)

C

(Eq. 2-10)

D

(Eq. 2-10)
E

(Eq. 2-10)

Reaction Time (s) 3 9
.1 11.2 12.9 14.5

30

40

50

60

70

80

4
.
5

4
.
5

4
.
0

4
.
0

3
.
5

3
.
5

219

330

460

609

778

966

488

688

908

1147

1406

1683

692

923

1117

1341

1513

1729

767

1023

1242

1491

1688

1929

838

1117

1360

1632

1852

2117

A: Stop on a rural road.
B: Stop on an urban road.
C: Speed/path/direction change on a rural road.
D: Speed/path/direction change on a suburban road.
E: Speed/path/direction change on an urban road.

i
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the decision reaction times indicated for the five defined
avoidance maneuvers.

2.
4

.3 Other Sight Distance Applications

In addition to safe stopping sight distance and decision sight
distance, AASHTO also sets criteria for (1) passing sight dis-
tance on two-lane rural highways and (2) intersection sight
distances for various control options. These are covered in
other chapters of this text. See Chapter 16 for a discussion of
passing sight distance on two-lane highways and Chapter 18
for intersection sight distances.

2
.
4

.4 Change (Yellow) and Clearance
(All Red) Intervals for a Traffic Signal

The yellow interval for a traffic signal is designed to allow a
vehicle that cannot comfortably stop when the green is with-
drawn to enter the intersection legally. Consider the situation
shown in Figure 2.5.

In Figure 2.5, d is the safe stopping distance. At the
time the green is withdrawn, a vehicle at d or less feet from
the intersection line will not be able to stop, assuming normal
design values hold. A vehicle further away than d would be
able to stop without encroaching into the intersection area.
The yellow signal is timed to allow a vehicle that cannot stop
to traverse distance d at the approach speed (S). A vehicle
may legally enter the intersection on yellow.

Having entered the intersection JegaHy. the all-red period
must allow the vehicle to cross the intersection width (W) and

clear the back end of the vehicle (£,) past the far intersection
line,

Thus the yellow interval must be timed to allow a
vehicle to traverse the safe stopping distance. Consider a
case in which the approach speed to a signalized intersection
is 40 mi/h. How long should the yellow interval be?

W d
< X >

L

Figure 2.5: Timing Yellow and All-Red Intervals at
a Signal

The safe stopping distance is computed using a standard
reaction time of 1.0 s for signal timing and level grade:

d = 1.47 * 40* 1.0 +
4(r- 02

30(0.348)

= 58.8 + 153.3 = 212.1 ft

The length of the yellow signal is the time it takes an
approaching vehicle to traverse 212.1 ft at 40 mi/h

,
 or;

y
212.1

1
.
47*40

3
.
6 s

In actual practice, the yellow interval is computed using
a direct time-based algorithm and a standard deceleration
rate. The principle, however, is the same. This example shows
how the concept of safe stopping distance is incorporated into
signal timing methodologies, which are discussed in detail in
Chapter 21.

2
.5 Closing Comments

This chapter has summarized some of the key elements of
driver, pedestrian, and vehicle characteristics that influence
highway design and traffic control. Together with the charac-
teristics of the roadway itself, these elements combine to cre-
ate traffic streams. As you will see, the characteristics of traf-
fic streams are the result of interactions among and between
these elements. The characteristics of human road users and

their vehicles have a fundamental impact on traffic streams.
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Problems -

2-1
. A driver takes 3.5 s to react to a complex situation

while traveling at a speed of 60 mi/h. How far does the
vehicle travel before the driver initiates a physical
response to the situation (i.e., putting his or her foot on
the brake)?

2-2
. A driver traveling at 65 mi/h rounds a curve on a level

grade to see a truck overturned across the roadway at a
distance of 350 ft. If the driver is able to decelerate at a
rate of I0ft/s2

, at what speed will the vehicle hit the
truck? Plot the result for reaction times ranging from 0.

50

to 5.00 s in increments of 0.5 s. Comment on the results
.

2-3
. A car hits a tree at an estimated speed of 25 mi/h on a

3% upgrade. If skid marks of 120 ft are observed on
dry pavement (F = 0.35) followed by 250 ft (F = 0.25)

on a grass-stabilized shoulder, estimate the initial speed
of the vehicle just before the pavement skid began.

2-4
. Drivers must slow down from 60 mi/h to 40 mi/h to nego-

tiate a severe curve on a rural highway. A warning sign
for the curve is clearly visible for a distance of 120 ft.
How far in advance of the curve must the sign be located
to ensure that vehicles have sufficient distance to deceler-

ate safely? Use the standard reaction time and decelera-
tion rate recommended by AASHTO for basic braking
maneuvers.

2-5
. How long should the "yellow" signal be for vehicles

approaching a traffic signal on a 2% downgrade at
a speed of 40 mi/h? Use a standard reaction time of
1
.
0 s and the standard AASHTO deceleration rate.

2-6
. What is the safe stopping distance for a section of rural

freeway with a design speed of 80 mi/h on a 3%
downgrade?

2-7
. What minimum radius of curvature may be designed

for safe operation of vehicles at 70 mi/h if the maxi-
mum rate of superelevation (e) is 6% and the maximum
coefficient of side friction (/) is 0.10?
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Roadways and
Their Geometric
Characteristics

3.1  Highway Functions
and Classification

Roadways are a major component of the traffic system, and
the specifics of their design have a significant impact on traf-
fic operations. Two primary categories of service are provided
by roadways and roadway systems:

. Accessibility

. Mobility
"Accessibility" refers to the direct connection to abut-

ting lands and land uses provided by roadways. This accessi-
bility comes in the form of curb parking, driveway access to
off-street parking, bus stops, taxi stands, loading zones, drive-
way access to loading areas,

 and similar features. The access

function allows a driver or passenger (or goods) to depart the
transport vehicle to enter the particular land use in question.
"

 Mobility" refers to the through movement of people, goods,
and vehicles from Point A to Point B in the system.

The essential problem for traffic engineers is that the
specific design aspects that provide for good access-parking,

driveways, loading zones, and so on-tend to retard through
movement

, or mobility. Thus the two major services provided

by a roadway system are often in conflict. This leads to the
need to develop roadway systems in a hierarchal manner,

 with

various classes of roadways specifically designed to perform
specific functions.

3
.
1

.1 Trip Functions

The American Association of State Highway and Trans-
portation Officials (AASHTO) defines up to six distinct travel
movements that may be present in a typical trip:

. Main movement

. Transition

. Distribution

. Collection

. Access

. Termination

The main movement is the through portion of trip,
 mak-

ing the primary connection between the area of origin and the
area of destination. Transition occurs when a vehicle trans-

fers from the through portion of the trip to the remaining
functions that lead to access and termination. A vehicle
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Freeway
(Limited-Access Facility)

Arterial

Local Streets

Collector

Figure 3.1: Hierarchy of Roadway Classifications

might, for example, use a ramp to transition from a freeway
to a surface arterial. The distribution function involves

providing drivers and vehicles with the ability to leave a
major through facility and get. to the general area of their
destinations. Collection brings the driver and vehicle closer
to the final destination, and access and termination result in

providing the driver with a place to leave his or her vehicle
and enter the land parcel sought. Not all trips involve all of
these components.

The hierarchy of trip functions should be matched by the
design of the roadways provided to accomplish them. A typical
trip has two terminals, one at the origin and one at the destina-
tion. At the origin end, the access function provides anopportu-
nity for a trip-maker to enter a vehicle and for the vehicle to
enter the roadway system. The driver may go through a series
of facilities, usually progressively favoring higher speeds and
through movementSi until a facility-or set of facilities-is
found that will provide the primary through connection. At the
destination end of the trip, the reverse occurs, with the driver
progressively moving toward facilities favoring access until the
specific land parcel desired is reached.

3
.
1

.2 Highway Classification

All highway systems involve a hierarchal classification by the
mix of access and mobility functions provided. Four major
classes of highways may be identified:

. Limited-access facilities

. Arterials

. Collectors

. Local streets

The limited-access facility provides for 100% through
movement, or mobility. No direct access to abutting land uses is
permitted. Arterials are surface facilities designed primarily for
through movement but permit some access to abutting lands:
Local streets are designed to provide access to abutting land
uses with through movement only a minor function, if provided
at all. The collector is an intermediate category between arteri-
als and local streets. Some measure of both mobility and access
is provided. The term collector comes from a common use of
such facilities to collect vehicles from a number of local streets

and deliver them to the nearest arterial or limited access facility.

Figure 3.1 illustrates the traditional hierarchy of these
categories. The typical trip starts on a local street. The driver

seeks the closest collector available
, using it to access the

nearest arterial. If the trip is long enough, a freeway or limited-
access facility is sought. At the destination end of the trip,

 the

process is. repeated in reverse order. Depending on the length
of the trip and specific characteristics of the area

,
 not all

component types of facilities.need be included in every trip.
Table 3.1 shows the range of through (or mobility) serv-

ice provided by the major categories of roadway facility. Many
states have their own classification systems that often involve

Table 3.1: Through Service Provided by Various
Roadway Categories

Roadway Class Percent through Service

Freeways
(Limited Access Facilities)
Arterials

Collectors

Local Streets

100

60-80

40-60

0-40
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Table 3.2: Typical Rural and Urban Roadway Classification Systems

Subcategory

Interstate

Freeways

Other Freeways

Expressways

Major or
Principal
Arterials

Minor Arterials

Major Collectors

Minor Collectors

Residential

Commercial

Industrial

Rural Urban

Freeways

All freeways bearing interstate
designation.

All freeways bearing interstate
designation.

All other facilities with full control of

access.

All other facilities with full control of
access.

Facilities with substantial control of

access but having some at-grade
crossings or entrances.

Facilities with substantial control of

access but having some at-grade crossings
or entrances.

Arterials

Serving significant corridor movements,
often between areas with populations
over 25,000 to 50,000. High-type design
and alignment prevail.

Principal service for through movements,

with very limited land-access functions
that are incidental to the mobility function.

High-type design prevails.

Provide linkage to significant traffic
generators, including towns and cities
with populations below the range for
principal arterials; serve shorter trip
lengths than principal arterials.

Principal service for through movements,

with moderate levels of access service

also present.

Collectors

Serve generators of intracounty
importance not served by arterials;
provide connections to arterials
and/or freeways.

Link locally important generators with
their rural hinterlands; provide .
connections to major collectors or
arterials.

No subcategories usually used for urban
collectors.

Provide land access and circulation service

within residential neighborhoods and/or
commercial/industrial areas; collect trips
from local generators and channel them to
nearby arterials; distribute trips from
arterials to their ultimate

destination.

Local Roads

No subcategories generally used in
rural classification schemes.

Provide land access and circulation

within residential neighborhoods.

Provide access to adjacent lands of all
types; serve travel over relatively short
distances.

Provide land access and circulation in

areas of commercial development.

Provide land access and circulation in

areas of industrial development.

subcategories. Table 3.2 provides a general description of fre-
quently used subcategories in highway classification.

It must be emphasized that the descriptions in Table 3.2
are presented as typical. Each highway agency has its own

0

highway classification system, and many have features that
are unique to the agency. The traffic engineer should be
familiar with highway classification systems,

 and be able to

properly interpret any well-designed system.
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3.
1

.3 Preserving the Function of a Facility

Highway classification systems enable traffic engineers to
stratify the highway system by functional purpose. It is
important that the intended function of a facility be reinforced
through design and traffic controls.

Figure 3.2, for example, illustrates how the design and
layout of streets within a suburban residential subdivision can
reinforce the intended purpose of each facility. The character
of local streets is assured by incorporating sharp curvature
into their design and through the use of cul-de-sacs. No local
street has direct access to an arterial; collectors within the

subdivision provide the only access to arterials. The nature of
collectors can be strengthened by not having any residence
front on the collector.

The arterials have their function strengthened by limit-
ing the number of points at which vehicles can enter or leave
the arterial. Other aspects of an arterial, not obvious here, that
could also help reinforce their function include the following:

. Parking prohibitions

. Coordinated signals providing for continuous
progressive movement at appropriate speeds

. Median dividers to limit midblock left turns

. Speed limits appropriate to the facility and its
environment

In many older cities, it is difficult 16 separate the func-
tions served by various facilities due to basic design and con-
trol problems. The historic development of many older urban
areas has led to open-grid street systems. In such, systems,
local streets, collectors, and surface arterials all form part of
the grid. Every street is permitted to intersect every other
street, arid all facilities provide some land access. Figure 3.3
illustrates this case. The only thing that distinguishes an

9 9

o

o

o
o

oo

o

L

o

Legend: Arterial

Collector

Local Street

Town Center

Figure 3.2: Suburban Residential Subdivision Illustrated

arterial in such a system is its width and provision of progres-
sive signal timing to encourage through movement.

Such systems often experience difficulties when
development intensifies, and all classes of facility, including
arterials, are subjected to heavy pedestrian movements,

loading and unloading of commercial vehicles, parking, and

Figure 33: An Open Grid System Illustrated

Local Street

Collector

Arterial

0
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similar functions. Because local streets run parallel to col-
lectors and arterials, drivers experiencing congestion on
arterials often reroute themselves to nearby local streets,

subjecting them to unwanted and often dangerous heavy

through flows.
The importance of providing designs and controls that

are appropriate to the intended function of a facility cannot be
understated. Chapter 28 provides a more detailed discussion

of techniques for doing so.

3.2 introduction to Highway
Design Elements

Highways are complex physical structures involving com-
pacted soil; sub-base layers of aggregate, pavements,
drainage structures, bridge structures, and other physical
elements.

From an operational viewpoint, it is the geometric char-
acteristics of the roadway that primarily influence traffic flow
and operations. Three main elements define the geometry of a
highway section:

» Horizontal alignment

. Vertical alignment

. Cross-sectional elements

Virtually all standard practices in geometric highway
design are specified by the American Association of State
Highway and Transportation Officials in the current version
of Policy on Geometric Design of Highways and Streets [I].
The latest edition of this key reference (at> this writing) was
published in 2004. Because of severe restrictions on using
material directly from Reference 1, this text presents general
design practices that are most frequently based on American
Association of State Highway and Transportation Officials
(AASHTO) standards.

3
.2.1 Horizontal Alignment

The horizontal alignment refers to a plan view of the high-
way. The horizontal alignment includes tangent sections
and the horizontal curves and other transition elements that

join them.

Highway design is generally initiated by laying out a set
of tangents on topographical and development maps of the
service area

. Selection of an appropriate route and the specific
location of these tangent lines involves many considerations

and is a complex task. These are some of the more important
considerations:

. Forecast demand volumes
, withlffiown or projected

origin-destination patterns

. Patterns of development

. Topography

. Natural barriers

. Subsurface conditions

. Drainage patterns

. Economic considerations

. Environmental considerations

. Social considerations

The first two items deal with anticipated demand on the
facility and the specific origins and destinations that are to be
served. The next four are important engineering factors that
must be considered. The last three are critically important.

Cost is always an important factor, but it must be compared
with quantifiable benefits.

Environmental impact statements are required of virtu-
ally all highway projects, and much effort is put into providing
remedies for unavoidable negative impacts on the environ-
ment. Social considerations are also important and cover a
wide range of issues. It is particularly critical that highways be
built in ways that do not disrupt local communities, either by
dividing them, enticing unwanted development, or causing
particularly damaging environmental impacts. Although this
text does not deal in detail with this complex process of deci-
sion making, you should be aware of its existence and of the
influence it has on highway programs in the United States.

3.
2

.2 Vertical Alignment

Vertical alignment refers to the design of the facility in the pro-
file view. Straight grades are connected by vertical curves,

which provide for transition between adjacent grades. The grade
refers to the longitudinal slope of the facility, expressed as "feet

of rise or fall" per "longitudinal foot" of roadway length. Asa
dimensionless value, the grade may be expressed either as a dec-
imal or as a percentage (by multiplying the decimal by 100).

In vertical design, attempts are made to conform to the
topography, wherever possible, to reduce the need for costly
excavations and landfills as well as to maintain aesthetics

.

Primary design criteria for vertical curves include:

. Provision of adequate sight distance at ail points
along the profile

. Provision of adequate drainage

A
.

.

.
 

.
.:
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. Maintenance of comfortable operations

. Maintenance of reasonable aesthetics

The specifics of vertical design usually follow from the
horizontal route layout and specific horizontal design. The
horizontal layout, however, is often modified or established in
part to minimize problems in the vertical design.

3.
2

.
3 Cross-Sectional Elements

The third physical dimension, or view, of a highway that
must be designed is the cross section. The cross section is a
cut across the plane of the highway. Within the cross sec-
tion, such elements as lane widths, superelevation (cross-
slope), medians, shoulders, drainage, embankments (or cut
sections), and similar features are established. Because the
cross section may vary along the length of a given facility,
cross sections are generally designed every 100 ft along the
facility length and at any other locations that form a transi-
tion or change in the cross-sectional characteristics of the
facility.

3
.2.4 Surveying and Stationing

In the field, route surveyors define the geometry of a highway
by "staking"

.

out the horizontal and vertical position of the
route and by similarly marking of the cross section at intervals
of 100ft.

Although this text does not deal with the details of route
surveying, it is useful to understand the conventions of 

"

sta-

tioning" that are used in the process. Stationing of a new or
reconstructed route is generally initiated at the western or
northern end of the project. 

"Stations" are established every
100 ft and are given the notation xxx + yy. Values of "xxx"
indicate the number of hundreds of feet of the location from

the origin point. The "yy
" values indicate intermediate dis-

tances of less than 100 ft.

Regular stations are established every 100 ft and are
numbered 0 + 00,100 + 00, 200 + 00, and so on. Various

elements of the highway are 
"staked" by surveyors at these

stations. If key points of transition occur between full
stations, they are also staked and would be given a notation
such as 1200 + 52, which signifies a location 1,252 ft from
the origin. This notation is used to describe points along a
horizontal or vertical alignment in subsequent sections of
this chapter. Reference 2 is a text in route surveying, which
can be consulted for more detailed information on the

subject.

3
.3 Horizontal Alignment

of Highways

The horizontal alignment of a highway is its path in a plan
view of the surrounding terrain. Horizontal curves have criti-
cal geometric properties and characteristics that should be

well understood. They are also subject to standard design
criteria established by AASHTO or by local and state high-
way agencies.

3
.
3
.1 Quantifying the Severity

of Horizontal Curves: Radius

and Degree of Curvature

All horizontal curves are circular, that is
, formed by an arc

with a constant radius. Compound horizontal curves may be
formed by consecutive horizontal curves with different radii

.

On high-speed, high-type facilities, a horizontal curve and a
tangent (straight) segment are often joined by a spiral transi-
tion curve, which is a curve with a varying radius that starts at
"

co" at the connection to the tangent segment and ends at the
radius of the circular curve at the connection to the curve

.

The severity of a circular horizontal curve is measured
by the radius or by the degree of curvature,

 which is a related

measure. Degree of curvature is most often used because
higher values depict sharper, or more severe,

 curves.

Conversely, larger radii depict less severe curves.
Figure 3.4 illustrates two ways of defining degree of

curvature. The chord definition is illustrated in Figure 3.4 (a).

The degree of curvature is defined as the central angle sub-
tending a 100-ft chord on the circular curve. The arc defini-
tion is illustrated in Figure 3.4 (b), and is the most frequently

100 ft

00 h

D

R K

D

R R

(a) Chord Definirion (b) Arc Deflnition

Figure 3.4: Definition of Degree of Curvature
0

r
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used. In this definition, the degree of curvature is defined as
the central angle subtending a 100-ft arc.

Using the arc definition, it is possible to derive the rela-
tionship between the radius (R) and the degree of curvature
(£)). The ratio of the circumference of the circle to 360° is set

equal to the ratio of 100 ft to D". Then:

.

.

 
.

1

.

.

.

.

-1

IttR

360

D

100

D

100(360)

IttR

Noting that it = 3.141592654..., then:

36,000 5,729.58
D

2(3.1415915)/? R
(3-i)

where: D = degree of curvature, degrees
R = radius of curvature, ft

Thus, for example, a circular curve with a radius of
2

,000 ft has a degree of curvature of:

D
5

,
729.58

2
,
000

2
.
865°

Note that for up to 4° curves, there is little difference
between the arc and the chord definition of degree of curva-
ture. This text, however, uses only the arc definition illustrated
in Figure 3.4 (b).

3
.
3

.2 Review of Trigonometric Functions

The geometry of horizontal curves is described mathemati-
cally using trigonometric functions, A brief review of these
functions is included as a refresher for those who may not
have used trigonometry for some time. Figure 3.5 illustrates a
right triangle, from which the definitions of trigonometric
functions are drawn.

h

o

0

a

Figure 3 J: Trigonometric Functions Illustrated

In Figure 3.5:

. o = length of the opposite leg of the right triangle

. a = length of the adjacent leg of the right triangle

. h = hypotenuse of the right triangle

Using the legs of the right triangle, the following
trigonometric functions are defined:

. Sine 6 = olh

. Cosine d = alh

. Tangent d - ola

From these primary functions, several derivative func-
tions are also defined:

. Cosecant d = 1/Sine 0 = hlo

. Secant 6 = 1/Cosine 6 = hJa

. Cotangent 6 = 1/Tangent 6 = alo

and:

. Exsecant 0 = Secant 0-1

. Versine 0 = 1- Cosine 6

Trigonometric functions are tabulated in many mathe-
matics texts and are generally included on most calculators
and in virtually all spreadsheet software. When using spread-
sheet software or calculators, the user must determine whether

angles are entered in degrees or radians. In a full circle
,
 there

are 27r radians and 360°. Thus one radian is equal to
360/2(3.141592654) = 57.3°.

3.
3

.3 Critical Characteristics

of Horizontal Curves

Figure 3.6 depicts a circular horizontal curve connecting two
tangent lines. The following points are defined:

. PJ
.
 = point of intersection; point at which the two

tangent lines meet
. P

.
C

.
 = point of curvature; point at which the circular

horizontal curve begins
. PJ

.
 = point of tangency; point at which the circular

horizontid curve ends

. T = length of tangent,
 from the P.C. to the PA. and

from the PJ. to iheP.T., in feet

. £ = external distance
, from point 5 to the PL in

Figure 3.6, in feet
* M = middle ordinate distance, from point 5 to point 6

in Figure 3.6, in feel
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P
.
I

.

1

E

90 90 TT

L

5

A/2An
p
.
c L.

C 6 P
.T.

6 290 A24 90 All

R R

A/2An

3

Figure 3.6: Characteristics of Circular Honzontal Highway Curves

*

. L
.
C

.
 - long chord,

 from the P.C. to the P.T., in

feet

. A - external angle of the curve,
 sometimes referred

to as the angle of deflection, in degrees

. ft = the radius of the circular curve
,
 in feet

A number of geometric characteristics of the circular
curve are of interest in deriving important relationships:

. Radii join tangent lines at right (90°) angles at the
P
.
C

.
 and P.T.

. A line drawn from the P
.
I

.
 to the center of the circular

curve bisects Z412 and Z432 (numbers refer to

Figure 3.6).

. Z412 equals 180 - A; thus,
 Z413 and Z312 must

be half this, or 90 - 4/2 as shown in Figure 3.6.

. Triangle 412 is an isosceles triangle. Thus,

Z142 = Z124, and the sum of these, plus
Z412(180-4), must be 180°. Therefore,
Z142 = Z124 = All

. Z346 and Z326 must be 90 - All
,
 and the central

angle, Z432, is equal to A

. The long chord (LC.) and the line from point 1 to
point 3 meet at a right (90°) angle

Given the characteristics shown in Figure 3.6,
 some

of the key relationships for horizontal curves may be
derived.
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Length of the Tangent (T)

Consider the tangent of triangle 143:

Tan(4/2) = I
Then:

T
- Tan ) (3-2)

Length of the Middle Ordinate (Af)

The length of the middle ordinate is found by subtracting line
segment 3-6 from the radius, which is line segment 3-6-5.
Then, considering triangle 362:

Cos(4/2)
seg 36

R

Then:

seg 36 = RCos /2)

M R-RCos(4/2) = R[l- Cos{%)] (3-3)

I
1

.

.

.

Length of the External Distance (£)

Consider triangle 162. Then:

Sin(a/2) = -

E=TSin(d/4) - M

Substituting the appropriate equations for T and M:

E = /?Tan{4/2) Sin(4/2) - R{\ - .
Cos(4/2)] . '

By manipulating the trigonometric functions, this may
be rewritten as:

E = R -  Sm(4/2) -R + R Cos(4/2)
Cos(72)

Sin2(4/2)
E = R ---R- /?Cos(4/2)

Cos(4/2)

E

E

E

fiSinV/2) - /?Cos(4/2) + RCosY/2)
Cos(4/2)

R[l - Cos2(72)l - Cos(72) + Cos2(72)
Cos(72)

R[l - Cos(72)l

Cos(72)

and:

E -T] (3-4)
Length of the Curve (Z.)

The length of the curve derives directly from the arc definition
of degree of curvature. A central angle equal to the degree of
curvature subtends an arc of 100 ft; the actual central angle
(A) subtends the length of the curve (L). Thus:

L

100

L

A

D

IGOl -CO (3-5)

Length of the Long Chord {LQ

Note that the long chord is bisected by line segment 3-6-5.

Then, considering triangle 364:

L
.
C

.
 = IRSmify) (3-6)

An Example Illustrating the Characteristics
of a Horizontal Curve

Two tangent lines meet at Station 3,200 + 15. The radius of
curvature is 1,200 ft, and the angle of deflection is 14°. Find
the length of the curve, the stations for the EC. and RT,

 and

all other relevant characteristics of the curve (LC
, M, E).

Figure 3.7 illustrates the case. Using the relationships dis-
cussed previously, all of the key measures for the curve of
Figure 3.7 may be found:

5
,
729.58

D = --- = 4.77°
1
,
200

1001

LC. = 2(1,200) Sin(14/2) = 292.5 ft
T= 1,200 Tan(14/2) = '47.3 ft

M = 1,200[1 - Cos(M/2)] = 8.9 ft

E = 1,200  r-- 1  = 9ft
LCos(14/2) J

0
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3
,200+15 -

14°

PTPC.

1
,
200ft

Figure 3.7: Horizontal Curve for Example

Note: Figure not to scale

Obviously, this is a fairly short curve, due to a small
angle of deflection (14°). The question also asked for station
designations for the P.C. and P.T. The computed characteris-
tics are used to find these values. The station of the P.I. is

given as 3,200 + 15, which indicates that it is 3,215 ft from
the beginning of the project.

:
 The PC. is found as the P.I. - T. This is 3,215 -

147.3 = 3,067.7, which is station 3,000 + 67.7. The station
of the P.T. is found as the P.C. + I This is 3,067.7 +
293.5 = 3,361.2, which is station 3,300.0 + 61.2. All station
units are in feet.

3
.
3.4 Superelevation of

Horizontal Curves

Most highway curves are "superelevated,
" or banked, to assist

drivers in resisting the effects of centripetal force. Superelevation
is quantified as a percentage, computed as follows:

/ total rise inpavement\
e = j   from edge to edge 1

\   width of pavement /
(3-7)

As noted in Chapter 2, the two factors that keep a vehi-
cle on a highway curve are side friction between the tires
and the pavement, and the horizontal element of support
provided by a banked or 

"

superelevated
"

 pavement. The

speed of a vehicle and the radius of curvature are related to

the superelevation rate (e) and the coefficient of side friction
(/), by the equation:

R
S2

15(0.01(? + J)
(3-8)

where: R = radius of curvature, ft

S = speed of vehicle, mi/h

e = rate of superelevation, %

/ = coefficient of side friction

In design, these values become limits: 5 is the design
speed for the facility, e is the maximum rate of superelevation
permitted, and / is a design value of the coefficient of side
friction representing tires in reasonable condition on a wet
pavement. The resulting value of R is the minimum radius of
curvature permitted for these conditions.

Maximum Superelevation Rates

AASHTO [1] recommends the use of maximum supereleva-
tion rates between 4% and 12%. For design purposes, only
increments of 2% are used. Maximum rates adopted vary from
region to region based on factors such as climate, terrain,
development density, and frequency of slow-moving vehicles.
Some of the practical considerations involved in setting this
range and for selection of an appropriate rate include:

1
.

2
.

3
.

Twelve percent (12%) is the maximum superelevation
rate in use. Drivers feel uncomfortable on sections

with higher rates, and driver effort to maintain lateral
position is high when speeds are reduced on such
curves. Some jurisdictions use 10% as a maximum
practical limit.

Where snow and ice are prevalent,
 a maximum

value of 8% is generally used. Many agencies use
this as an upper limit regardless, due to the effect of
rain Or mud on highways.

In urban areas, where speeds may be reduced fre-
quently due to congestion, maximum rates of 4% to
6% are often used.

4
. On low-speed urban streets or at intersections,

superelevation may be eliminated.

It should be noted that on open highway sections, there
is generally a minimum superelevation maintained, even on
straight sections. This is to provide for cross-drainage of
water to the appropriate roadside(s) where sewers or drainage
ditches are present for longitudinal drainage. This minimum
rate is usually in the range of 1.5% for high-type surfaces and
2

.0% to 2.5% for low-type surfaces.
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Side-Friction Factors
(Coefficients of Side Friction, f)

Design values of the side-friction factor vary with design
speed. Design values represent wet pavements and tires in

reasonable but not top condition. Values also represent fric-
tional forces that can be comfortably achieved; they do not
represent, for example, the maximum side friction that is

achieved the instant before skidding.
Table 3.3 illustrates commonly used side friction fac-

tors (/)  Consult Reference 1 directly for a more thorough
discussion of side-friction factors. Actual side-friction
factors vary with a number of variables, including the super-
elevation rate.

Determining Design Values of Superelevation

Once a maximum superelevation rate and a design speed are
set, the minimum radius of curvature can be found using

Equation 3-8. This can be expressed as a maximum degree of
curvature using Equation 3-1.

Consider a roadway with a design speed of 60 mi/h,
for which a maximum superelevation rate of 6% has been
selected. What are the minimum radius of curvature and/or

maximum degree of curve that can be included on this
facility?

For a design speed of 60 mi/h,Table 3.3 indicates a design
value for the coefficient of side friction if) of 0.120. Then:

S2 602

min

D =

15(0.01w +/des)

1
,
333.33 ft

5
,729.58 5,729.58

15(0.01 *6 + 0.120)

R
,min .

1
,
333.33

4
.
3°

Although this limits the degree of curvature to a maxi-
mum of 4

.
3° for the facility, it does not determine the appro-

priate rate of superelevation for degrees of curvature less than

4
.
3° (or a radius greater than 1,333.33 ft). The actual rate of

superelevation for any curve with less than the maximum
degree of curvature (or more than the -minimum radius) is
found by solving Equation 3-8 for e using the design speed
for S and the appropriate design value of /. Then:

e (3-9)

For the highway just described, what superelevation
rate would be used for a curve with a radius of 1

,500 ft? Using
Equation 3-9:

e = 100 [(tj )-012]- 0.12  = 4.0%

Thus, although the maximum superelevation rate for
this facility was set at 6%, a superelevation rate of 4.0%
would be used for a curve with a radius of 1

,500 ft, which

is larger than the minimum radius for the design con-
straints specified for the facility. AASHTO standards [/]
contain many curves and tables yielding results of such
analyses for various specified constraints,

 for ease of use

in design.

Achieving Superelevation

The transition from a tangent section with a normal superele-
vation for drainage to a superelevated horizontal curve occurs
in two stages: .

 

. Tangent Runoff: The outside lane of the curve must

have a transition from the normal drainage superele-
vation to a level or flat condition prior to being
rotated to the full superelevation for the horizontal
curve. The length of this transition is called the
tangent runoff and is noted as L,.

. Superelevation Runoff: Once a flat cross section is
achieved for the outside lane of the curve

,
 it must be

t

Table 33: Side-Friction Factors Used in Design

Design Speed
(mi/h)

10

15

20

25
30

/

0
.
38

0
.
32

0
.
26

0
.
23

0
.
20

Design Speed
(mi/h)

35

40

45

50

55

/

 0.17
0
.
16

0
.
15

0
.
14

0
.
13

Design Speed
(mi/h)

60

65
70

75

80

/

0
.
12

0
.
11

0
.

10

0
.
09

0
.
08
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rotated (with other lanes) to the full superelevation
rate of the horizontal curve. The length of this transi-
tion is called the superelevation runoff and is noted

For most undivided highways, rotation is around the cen-
terline of the roadway, although rotation can also be accom-
plished around the inside or outside edge of the roadway as well.
For divided highways, each directional roadway is separately
rotated, usually around the inside or outside edge of the roadway.

Figure 3.8 illustrates the rotation of undivided two-lane,
four-lane, and six-lane highways around the centerline,
although the slopes shown are exaggerated for clarity. The
rotation is accomplished in three steps:

1
. The outside lane(s) are rotated from their normal

cross-slope to a flat condition.

2
. The outside lane(s) are rotated from the flat position

until they equal the normal cross-slope of the inside
lanes.

3
. All lanes are rotated from the condition of step 2 to

the full superelevation of the horizontal curve. .

The tangent runoff is the distance taken to accomplish
step 1, whereas the superelevation runoff is the distance taken
to accomplish steps 2 and 3. The tangent and superelevation
runoffs are, of course, implemented for the transition from
tangent to horizontal curve and for the reverse transition from
horizontal curve back to tangent.

In effect, the transition from aTnormal cross-slope to a
fully superelevated section is accomplished by creating a
grade differential between the rotation axis and the pavement
edge lines. To achieve safe and comfortable operations,

 there

are limitations on how much of a differential may be accom-
modated. The recommended minimum length of supereleva-
tion runoff is given as:

w* n* ej* b,w

A
(3-10)

where: Lr

w

n

A

w

minimum length of superelevation runoff
,
 ft

width of a lane
,
 ft

number of lanes being rotated

design superelevation rate,
 %

adjustment factor for number of lanes rotated

maximum relative gradient,
 %

AASHTO-recommended values for the maximum rela-

tive gradient, A, are shown in Table 3.4. The adjustment factor,

depends on the number of lanes being rotated. A value of

1
.00 is used when one lane is being rotated, 0.75 when two lanes

are being rotated, and 0.67 when three lanes are being rotated.

Consider the example of a four-lane highway,
 with a

superelevation rate of 4% achieved by rotating two 12-ft lanes
around the centerline. The design speed of the highway is
60 mi/h. What is the appropriate minimum length of superele-
vation runoff? From Table 3.4, the maximum relative gradient

Position One Lane Rotated Two Lanes Rotated Three Lanes Rotated

Normal

drainage
cross-slope

Outside lane
rotated to flat

Outside lane
rotated to
normal cross-

slope of inside
lanes

Full

superelevation
of horizontal

curve

Figure 3-8: Achieving Superelevation by Rotation around a Centerline
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Table 3.4: Maximum Relative Gradients (A) for Superelevation Runoff

Design Speed
(mi/h)

15

20

25

30

35

40

45

Maximum

Relative Gradient

(%)
Design Speed

(mi/h)

Maximum

Relative Gradient

(%)

0
.
78

0
.
74

0
.
70

0
.
66

0
.
62

0
.
58

0
.
54

50

55

60

65

70

75

80

0
.
50

0
.
47

0
.
45

0
.
43

0
.
40

0
.
38

0
.
35

{Source: Used with permission of the American Association of State Highway and Transportation Officials, A Policy on
Geometric Design of Highways and Streets, 5th Edition, condensed from Table 3-30, Pg. 177, Washington DC, 2004.)

for 60 mi/h is 0.45%; the adjustment factor for rotating two
lanes is 0.75. Thus:

I

.

.

.

.

w * n* ej* b,

A

12*2*4*0.75
L

,
 = = 60ft

0
.
45

Note that although it is a four-lane cross section being
rotated, n = 2, as rotation is around the centerline. Where sep-

arate pavements on a divided highway are rotated around an
edge, the full number of lanes on the pavement would be used.

The length of the tangent runoff is related to the length
of the superelevation runoff, as follows:

(3-11)

where: L, length of tangent runoff, ft

length of superelevation runoff, ft
normal cross-slope, %

design superelevation rate, %

If, in the previous example, the normal drainage cross-
slope was 1%, then the length of the tangent runoff would be;

*160 = 40 ft

The total transition length between the normal cross section .
to the fully superelevated cross section is the sum of the
superelevation and tangent runoffs, or (in this example)
160 + 40 = 200 ft

.

To provide drivers with the most comfortable operation,
from 60% to 90% of the total nmoff is achieved on the tangent

section, with the remaining runoff achieved on the horizontal
curve. AASHTO allows states or other jurisdictions to set a
constant percentage split anywhere within this range as a mat-
ter of policy, but it also gives criteria for optimal splits based
on design speed and the number of lanes rotated. For design
speeds between 15 and 45 mi/h, 80% (one lane rotated) or
90% (two or more lanes rotated) of the runoff is on the tan-

gent section. For higher design speeds, 70% (one lane
rotated), 80% (two lanes rotated), or 85% (three or more lanes
rotated) of the runoff is on the tangent section.

Where a spiral transition curve (see next section) is used
between the tangent and horizontal curves, the superelevation is
achieved entirely on the spiral. If possible, the tangent and
superelevation runoff may be accomplished on the spiral!

3
.
3

.5 Spiral Transition Curves

Although not impossible, it is difficult for drivers to travel
immediately from a tangent section to a circular curve with a
constant radius. A spiral transition curve begins with a tan-
gent (degree of curve, D - Qi) and gradually and uniformly
increases the degree of curvature (decreases the radius) until
the intended circular degree of curve is reached.

Use of a spiral transition provides for a number of benefits:

. Provides an easy path for drivers to follow: Centrifugal
and centripetal forces are increased gradually

. Provides a desirable arrangement for superelevation
runoff

. Provides a desirable arrangement for pavement
widening on curves (often done to accommodate off-
tracking of commercial vehicles)

. Enhances highway appearance
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Figure 3.9: The Visual Impact of a Spiral Transition Curve

(Source: Used with pernjission of Yale University Press, C. Tunnard and B. Pushkarev, Manmade America, New Haven GT, 1963.)

The latter is illustrated in Figure 3.9, where the visual
impact of a spiral transition curve is obvious. Spiral transition
curves are not always used because construction is difficult
and construction cost is generally higher than for a simple cir-
cular curve. They are recommended for high-volume situa-
tions where degree of curvature exceeds 3°. The geometric
characteristics of spiral transition curves are complex; they
are illustrated in Figure 3.10.

The key variables in Figure 3.10 are defined as follows:

T
.
S

.
 = transition station from tangent to spiral

S
.
C

.
 = transition station from spiral to circular curve

C
.
S

.
 - transition station from circular curve to spiral

5
.7! - transition station from spiral to tangent

A = angle of deflection (central angle) of original
circular curve without spiral

As = angle of deflection (central angle) of circular
portion of curve with spiral

5 = angle of deflection for spirak portion of curve

Ls = length of the spiral, ft

Without going through the very detailed derivations for
many of the terms included in Figure 3.10, some of the key
relationships are described below.

Length of Spiral, Ls

The length of the spiral can be set in one of two ways: (1) Ij

is set equal to the length of the superelevation runoff,
 as

described in the previous section; (2) the length of the spiral
can be determined as [6]:

=

 /3.1553
s 

~

 \ R*C ) (3-12)

where: Ls
S

R

C

length of the spiral, ft

design speed of the curve,
 mi/h

radius of the circular curve
,
 ft

rateof increase of lateral acceleration
,
 ft/s3

The values of C commonly used in highway design
range between 1 and 3 ft/s3

.
 When a value of 1.97 is used
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Figure 3.10: Geometry of Spiral Transition Curves

(a common standard value adopted by highway agencies), the
!    equation becomes:

(3-13)

Angle of Deflection (Central Angle) for the Spiral, S

The angle of deflection for the spiral reflects the average
degree of curvature along the spiral. As the degree of curva-
ture is uniformly increased from 0 to D, the average degree of
curvature for the spiral is 0/2. Thus the angle of deflection for
the spiral is:

8
200

(3-14)

where: 8 = spiral angle of deflection, degrees

Ls = length of the spiral, ft

O = degree of curve for the circular curve, degrees

Angle of Deflection (Central Angle) for Circular
Portion of Curve with Spiral Easement, As

By definition (see Figure 3.10):

4 = 4-25 (3-15)

where: 4, = angle of deflection for circular curve with spiral,
degrees or radians

A = angle of deflection for circular curve without
spiral, degrees or radians

8 = angle of deflection for the spiral, degrees or
radians

!



50 CHAPTER 3   ROADWAYS AND THEIR GEOMETRIC CHARACTERISTICS

Length of Tangent Distance,    between P./.
and T.S. (and P.I. and ST.)

As shown on Figure 3.10, this is the distance between the
point of intersection (P.I.) and the points at which the spiral
curve transitions to or from the tangent. This distance is
needed to station the curves appropriately. A very compli-
cated derivation, the resulting equation is:

Ts  |*Tan( )] + [(*Cos(6) - * + )
*Tai/|j| + IL,- RS\n(8)] (3-16)

where: Ts = distance between P.I. and T.5. (also P.I. and
5
.7]), ft

R = radius of circular curve, ft

A = angle of deflection for circular curve without
spiral, degrees or radians

8 = angle of deflection for spiral, degrees or radians

A Sample Problem

A 4° curve is to be designed on a highway with two 12-ft lanes
and a design speed of 60 mi/b. A maximum superelevation rate
of 6% has been established, and the appropriate side-friction
factor for 60 mi/h is found from Figure 3.8 as 0.120. The
normal drainage cross-slope on the tangent is 1%. Spiral
transition curves are to be used. Determine the length of the
spiral and the appropriate stations for the T.S., S.C., C.S., and
S
.
T

. The angle of deflection for the original tangents is 38°,
and the P.I. is at station 1,100 + 62. The segment has a two-
lane cross section.

Solution: The radius of curvature for the circular portion
of the curve is found from the degree of curvature as
(Equation 3-1):

5
,729.58 5,729.58

R = -i- =  : = 1,432.4 ft
D 4

The length of the spiral may now be computed using
Equation 3-13:

L, = 1.6 - = 1
.
6 -

R/ Vl,
603 \
  = 241

.
3 ft

432.4/

The minimum length of the spiral can also be determined
as the length of the superelevation runoff. For a 60-miyh design

speed and a radius of 1,432.4 ft, the superelevation rate is found
using Equation 3-9:

e

The length of the superelevation and tangent runoffs
are computed from Equations 3-10 and 3-11

, respectively.
For 60 mi/h, the design value of A is 0.45 (Table 3.4). The
adjustment factor for two lanes being rotated is 0.

75. Then:

w*n*ed*bw 12*2*4.8*0
.
75

A

'     ed ' VW
192

0
.
45

40 ft

192 ft

The spiral must be at least as long as the supereleva-
tion runoff

, or 192 ft. The result from Equation 3-13 is
241.3 ft, so this value controls. In fact

,
 at 241.3 ft the

minimum length of the spiral is sufficient to encompass
both the superelevation runoff of 192 ft and the tangent
runoff of 40 ft. Normally, the length of the spiral would be
rounded, perhaps to 250 ft, which will be assumed for this
problem.

The angle of deflection for the spiral is computed from
Equation 3-14:

LSD 
_

 250*4

200 
_

 200
5°

The angle of deflection for the circular portion of the
curve is (Equation 3-15):

As = A -'2J8= 38 - 2(5) = 28°

The length of the circular portion of the curve, L0 is
found from Equation 3-6:

Lc = 100  = 100 ) = 700 ft
From Equation 3-16, the distance between the P.

I
.
 and

the T.S. is:

7; = 11,432.4 Tan y j +    1.432
.4 Cos(5) - 1,432.4

2502

6 * 1,432.4
,

+ [250 - (1,432.4 Sin(5))] 619.0 ft
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From these results, the curve may now be stationed:

7
.
5

.
 = P

.
I

.
 -T

s
 = 1

,
162 - 619.0 = 543

orS/a500 + 43

S
.C = T.S. + Ls = 543 + 250 = 793

orStalOO + 93

C
.
S.
 = S

.C + Lc = 793 + 700 = 1,493
or Sta 1400 + 93

ST. = C.5. + Ls= 1,493 + 250 = 1,743
or Sta 1700 + 43

3.
3.6 Sight Distance on Horizontal Curves

One of the most fundamental design criteria for all highway
facilities is that a minimum sight distance equal to the safe
stopping distance must be provided at every point along the
roadway.

On horizontal curves, sight distance is limited by road-
side objects (on the inside of the curve) that block drivers

'

line of sight. Roadside objects such as buildings, trees, and
natural barriers disrupt motorists

'

 sight lines. Figure 3.11
illustrates a sight restriction on a horizontal curve.

Figure 3.12 illustrates the effect of horizontal curves
on sight distance. Sight distance is measured along the arc of
the roadway, using the centerline of the inside travel lane.
The middle ordinate, M, is taken as the distance from the

centerline of the inside lane to the nearest roadside sight
blockage.

/

figure 3.11: A Sight Distance Restriction on a
Horizontal Curve

Sight distance (S) -

Highway centerline

M
s

' \ Line of sight

Centerline inside lane
z

Sight obstruction

Figure 3.12: Sight Restrictions on Horizontal Curves

{Source: Used with permission of American Association of
State Highway and Transportation Officials

, A Policy on
Geometric Design of Highways and Streets

,
 4th Edition

,

Exhibit 3-58, p. 231, Washington DC, 2001.)

The formula for the middle ordinate was given previ-
ously as:

M' {{' Cos(i)]
The length of the circular curve has also been defined

previously. In this case, however, the length of the curve is set
equal to the required stopping sight distance.

 Then:

L = d.

dsD
100

Substituting in the equation forM:

M = *[,-Cos(™)]
The equation can be expressed uniformly using either

the degree of curvature, D, or the radius of curvature, R:

iM    5,729.58r (dsDW
M =  1 - Cos -

D   [ WOO/J
J f2U5ds\]

M l-Cosj--ijj (3-17)
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Remember (see Chapter 2) that the safe stopping dis-
tance used in each of these equations may be computed as:

ds = 1.47 St +
S

30(0.348 ± 0.01G)

where: ds = safe stopping distance, ft

5 = design speed, mi/h

x - reaction time, s

G = grade, %

A Sample Problem

A 6° curve (measured at the centerline of the inside lane) is
being designed for a highway with a design speed of 70 mi/h.
The grade is level, and driver reaction time will be taken as
2

.5 s, the AASHTO standard for highway braking reaction.
What is the closest any roadside object may be placed to the
centerline of the inside lane of the roadway?

Solution:  The safe stopping distance, ds, is computed as:

702
d

,
 = 1

.47(70X2.5) + \A   J    30(0.348 + 0.01 *0)
= 257

.
3 + 469.3 = 726.6 ft

The minimum clearance at the roadside is given by the
middle ordinate for a sight distance of 726.6 ft:

5
,
729.581

"

 /726.6*6>\1    ,? ? ?

Thus, for this curve, no objects or other sight blockages
on the inside roadside may be closer than 68.3 ft to the center-
line of the inside lane.

3
.
3

.7 Compound Horizontal Curves

A compound horizontal curve consists of two or more consec-
utive horizontal curves in a single direction with different
radii. Figure 3.13 illustrates such a curve.

Some general criteria for such curves include:

. Use of compound curves should be limited to cases in
which physical conditions require it.

. Whenever two consecutive curves are connected on a

highway segment, the larger radii should not be more
than 1.5 times the smaller. A similar criteria is that the

degrees of curvature should not differ by more than 5°.

R2

Rl R3

Figure 3.13: Compound Horizontal Curve Illustrated

. Whenever two consecutive curves in the same direc-

tion are separated by a short tangent (< 200 ft), they
should be combined in a compound curve.

. A compound curve is merely a series of simple hori-
zontal curves subject to the same criteria as isolated
horizontal curves.

. . AASHTO relaxes some of these criteria for com-

pound curves for ramp design.

3.
3

.8 Reverse Horizontal Curves

A reverse curve consists of two consecutive horizontal curves

in opposite directions. Such a curve is illustrated in Figure 3.14.
Two horizontal curves in opposite directions should always be

>200

/
Figjire 3.14: A Reverse Horizontal Curve Illustrated
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separated by a tangent of at least 200 ft. Use of spiral transition
curves is a significant assist to drivers negotiating reverse
curves.

3.
4 Vertical Alignment of Highways

The vertical alignment of a highway is the profile design of
the facility in the vertical plane. The vertical alignment is

composed of a series of vertical tangents connected by verti-
cal curves. Vertical curves are in the shape of a parabola. This

provides for a natural transition from a tangent to a curved
section as part of the curve characteristics. Therefore, there is

no need to investigate or provide transition curves, such as the

spiral for horizontal curves.
The longitudinal slope of a highway is called the grade.

It is generally stated as a percentage.
In vertical design, attempts are made to conform to the

topography wherever possible to reduce the need for costly
excavations and landfills as well as to maintain aesthetics.

Primary design criteria for vertical curves include:

. Provision of adequate sight distance at all points
along the profile

.. Provision of adequate drainage

. Maintenance of comfortable operations

. Maintenance of reasonable aesthetics

3
.
4

.
1 Grades

Vertical tangents are characterized by their longitudinal slope,
or grade. When expressed as a percentage; the grade indicates
the relative rise (or fall) of the facility in the longitudinal
direction as a percentage of the length of the section under
study. Thus a 4% grade of 2,000 ft involves a vertical rise of
2

.000 * (4/100) = 80 ft. Upgrades have positive slopes and
percent grades, whereas downgrades have negative slopes and
percent grades.

Maximum recommended grades for use in design
depend on the type of facility, the terrain in which it is built,
and the design speed. Figure 3.15 presents a general overview
of usual practice. These criteria represent a balance between
the operating comfort of motorists and passengers and the
practical constraints of design and construction in more
severe terrains

.

The principal operational impact of a grade is that
trucks will be forced to slow down as they progress up the
grade. This creates gaps in the traffic stream that cannot be
effectively filled by simple passing maneuvers. Figure 3.16

illustrates the effect of upgrades on the operation of trucks
with a weight-to-horsepower ratio of 200 lbs/hp,

 which is

considered to be operationally typical of heavy trucks on most
highways. It depicts deceleration behavior with an assumed
entry speed of 70 mi/h.

Because of the operation of trucks on grades, simple
maximum grade criteria are not sufficient for design.

 An

example is shown in Figure 3.17. Trucks entering an upgrade
with an assumed speed of 70 mi/h begin to slow. The length of
the upgrade determines the extent of deceleration

.
 For exam-

ple, a truck entering a 5% upgrade at 70 mi/h slows to 50 mi/h
after 2,000 ft and 33 mi/h after 4

,000 ft. Eventually,
 the truck

reaches its crawl speed, that constant speed the truck can
maintain for any length of grade (of the given steepness).

Using the same example, a truck on a 5% upgrade has a crawl
speed of 27 mi/h that is reached after approximately 7,

800 ft.

Thus the interference of trucks with general highway
operations is related not only to the steepness of the grade but
to its length as well. For most design purposes, grades should
not be longer than the "critical length.

"

 For grades entered at
70 mi/h, the critical length is generally defined as the length
at which the speed of trucks is 15 mi/h less than their speed
upon entering the grade. When trucks enter an upgrade from
slower speed, a speed reduction of 10 mi/h may be used to
define the critical length of grade.

Figure 3.18 shows the relationship between length of
grade, percent grade, and speed reduction for 200 lb/hp trucks
entering a grade at 70 mi/h. These curves can be used to deter-
mine critical length of grade. Note that terrain may make it
impossible to limit grades to the critical length or shorter.

A Sample Problem

A rural freeway in rolling terrain has a design speed of
60 mi/h. What is the longest arid steepest grade that should be
included on the facility?

Solution: From Figure 3.15 (a), for a freeway facility with a
design speed of 60 mi/h in rolling terrain,

 the maximum

allowable grade is 4%. Entering Figure 3.18 with 4% on the
vertical axis, moving to the "15 mi/h" curve, the critical

length of grade is seen to be approximately 1,
900 ft.

Again, it must be emphasized that terrain sometimes
makes it impossible to follow maximum grade design criteria
consistently. This is particularly true for desirable maximum
grade lengths. Where the terrain is rising for significant dis-
tances, the profile of the roadway must do so as well. It is,

however, true that grades longer than the critical length will
generally operate poorly, and the addition of a climbing lane
may be warranted in such situations.
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Figure 3.16: Deceleration of Typical Trucks (200 Ibs/hp) on Upgrades

(Source: Used with permission of American Association of State Highway and Transportation Officials, A Policy on Geometric Design of
Highways and Streets, 4th Edition, Exhibit 3-59, p. 234, Washington DC, 2004.)
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Figure 3.18: Critical Lengths of Grade for a Typical Truck (200 lbs/hp)

{Source: Used with permission of American Association of State Highway and Transportation Officials, A Policy on Geometric Design
of Highways and Streets, 4th Edition, Exhibit 3-63, p. 245, Washington DC, 2001.)

L

3
.
4

.
2 Geometric Characteristics

of Vertical Curves

As noted previously, vertical curves are in the shape of a
parabola. In general, there are two types of vertical curves:

. Crest vertical curves

. Sag vertical curves

For crest vertical curves, the entry tangent grade is greater
than the exit tangent grade. While traveling along a crest ver-
tical curve, the grade is constantly declining. For sag vertical
curves, the opposite is true: The entry tangent grade is lower
than the exit tangent grade, and while traveling along the
curve, the grade is constantly increasing. Figure 3.19 illus-
trates the various types of vertical curves.

The terms used in Figure 3.19 are defined as;

V
.
P
.
I

.
 = vertical point of intersection

V
.RC. = vertical point of curvature

V
.
P
.
T

.
 = vertical point of tangency

Gj = approach grade, %

Gj = departure grade, %

L - length of vertical curve, in hundreds of ft

Length, and all stationing, on a vertical curve is meas-
ured in the plan view (i.e., along a level axis). Two other useful
variables are defined as follows:

A

r

G2 - G|

L

(3-18)

(3-19)

where: A =. algebraic change in grade, percent

r - rate of change in grade per 100 ft

The general form of a parabola is:

y = ax2 + bx + c

For the purposes of describing a vertical curve,
 let:

y - Yx = elevation of the vertical curve at a point
"

x
" from the V.P.C.

x - distance from the V.P.C in hundreds of ft

c = Y0 = elevation of the V.P.C,
 which occurs

Then:

where x = 0 hundreds of ft

= ax2 + bx + Yq
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Figure 3.19: Vertical Curves Illustrated

Also, consider that the slope of the curve at any point x
is the first derivative of this equation, or:

- = 2ax +
dx

When jc - 0, the slope is equal to the entry grade,
Thus:

The location of the high point (on a crest vertical
curve) or the low point (on a sag vertical curve) is at a point
where the slope (or first derivative) is equal to "zero.

"

Taking the first derivative of the final curve:

- = G, = 2a(0) + h
dx

x

-G\L

Gi - Gt
(3-21)

h - G i

The second derivative of the equation is equal to the rate
of change in slope along the grade, on

d2K    
?
 G2 - G,

2a = r =
dx

a

,
1 L

G2-G
2L

i

Thus, the final form of the equation for a vertical curve
is given as:

(3-20)

In pll of these equations, care must be taken to address the
sign of the grade. A negative grade has a minus (-) sign that
must be accounted for in the equation. Double negatives become
positives in the equation. If both grades are negative (down-
grades), the low point on the curve is the V.P.T. If both grades are
positive (upgrades), the low point on the curve is the V.P.C.

A Sample Problem

A vertical curve of 600 ft (L = 6) connects a +4% grade to
a -2% grade. The elevation of the V.P.C. is 1,250 ft. Find the
elevation of the P K/., the high point on the cufve, and the VP. T.

Solution: The elevation of the V.P.I, is found from the

elevation of the V.P.C., the approach grade, and the length of

0
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the vertical curve. The V.P.I, is located on the extension of the

approach grade at a point '/j L into the curve, or:

Yvpj = Yvpc +

= 1
,
250 + 12 = 1,262 ft

The high point of the curve occms at a point where:

-G|L       -4(6) -24
x

G2 - C,    -2-4 -6
4(100 ft)

Following the format of Equation 3-20, the equation for
this particular vertical curve is:

Y
x
 = f ~2 ~ 4V + 4x+ 1,250

"    V 2*6 /

Yx = -(0  + 4x + 1,250
The elevation of the V.P.T. is the elevation of the curve

at the end of its length of 600 ft, or where x = 6:

Yvpr - "QV + 4(6) + 1,250
YvpT = -18 + 24 + 1,250 = 1,256 ft

Then:

YH\GH -0)42 + 4(4) + 1,250 = 1,
258 ft

3.
4

.3 Sight Distance on Vertical Curves

The minimum length of vertical curve is governed by sight-
distance considerations. On vertical curves, sight distance is
measured from an assumed eye height of 3.5 ft and an object
height of 2.0 ft (AASHTO standards). Figure 3.20 shows a sit-
uation in which sight distance is Umited by vertical curvature.

Crest Vertical Curves

For crest vertical curves, the daylight sight line controls mini-
mum length of vertical curves. The minimum length of a crest
vertical curve is given by Equation 3-22 for cases in which the

m

V:

1

Figure 3.20: Sight Restriction Due to Vertical Curvature
J

:
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stopping sight distance is less than the length of the curve
< L) or Equation 3-23 for cases in which the stopping

sjoht distance is greater than the length of the vertical curve

(ds > Q- The     e 1131'0115 yieW eclual results when ds = L.

L =    \ .,'       for <L (3-22)
2
,
158

L
(   2,158 \

> L (3-23)

Sag Vertical Curves

For sag vertical curves, the sight distance is limited by the
headlamp range during nighttime driving conditions. Again,
two equations result. Equation 3-24 is used when ds < L, and
Equation 3-25 is used when ds > L. Once again, both equa-
tions yield the same results when ds = L

L = - -  foTds<L (3-24)
400 + 3.5

/400 + 3.5

where: L = minimum length of vertical curve, ft

ds - required stopping sight distance, ft

G2 = departure grade, %
G\ = approach grade, %

A Sample Problem

What is the minimum length of vertical curve that must be pro-
vided to connect a 5% grade with a 2% grade on a highway with
a design speed of 60 mi/h? Driver reaction time is the AASHTO
standard of 2.5 s for simple highway stopping reactions.

Solution: This vertical curve is a crest vertical curve

because the departure grade is less than the approach grade.
The safe stopping distance is computed assuming that the
vehicle is on a 2% upgrade.

 This results in a worst-case

stopping distance:

d, = 1.47(60X2.5) +
602

30(0.348 + 0.01 * 2)

= 220
.
5 + 326.1 = 546.6 ft

Rounding off this number, a stopping sight distance
requirement of 547 ft will be used. The first computation is
made assuming that the stopping sight distance is less than the
resulting length of curve. Using Equation 3-22 for this case:

L _ 12 - 5|5472
2
,
158

416.0 ft

From this result, it is clear that fire initial assumption
that ds< L was not correct. Equation 3-23 is now used:

= 347
.
7 ft

804 - 719.3

In this case, ds > L, as assumed, and the 375 ft
(rounded) is taken as the result.

3.
4

.4 Other Minimum Controls

on Length of Vertical Curves

There are two other controls on the minimum length of sag
vertical curves only. For driver comfort, the minimum length
of vertical curve is given by:

 JG2 - Gi|5:
46.5

2

(3-26)

For general appearance, the minimum length of a sag
vertical curve is given by:

L = 100iG2 - G,! (3-27)

where: S = design speed, mi/h
all other variables as previously defined

Neither of these controls would enter into the example
done previously because it involved a crest vertical curve

.

Equations 3-22 through 3-25 for minimum length of
vertical curve are based on stopping sight distances only.

Consult AASHTO standards [/] directly for similar criteria
based on passing sight distance (for two-lane roadways) and
for sag curves interrupted by overpass structures that block
headlamp paths for night vision.

3
.
4

.5 Some Design Guidelines
for Vertical Curves

AASHTO gives a number of commonsense guidelines for
the design of highway profiles,

 which are summarized here:

1
. A smooth grade line with gradual changes is preferred

to a line with numerous breaks and short grades.

1 Profiles should avoid the "roller-coaster" appear-
ance, as well as "hidden dips" in the alignment.

;
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3
. Undulating grade lines involving substantial lengths

of momentum (down) grades should be carefully
evaluated with respect to operation of trucks.

4
. Broken-back grade lines (two consecutive vertical

curves in the same direction separated by a short tan-
*

 gent section) should be avoided wherever possible.
5

. On long grades, it may be preferable to place the steep-
est grades at the bottom, lightening the grade on the
ascent If this is difficult, short sections of lighter grades
should be inserted periodically to aid operations.

6
. Where at-grade intersections occur on roadway sec-

tions with moderate to steep grades, the grade should
be reduced or flattened through the intersection area.

7
. Sag vertical curves in cuts should be avoided unless

adequate drainage is provided.

3
.
5 Cross-Section Elements

of Highways

The cross section of a highway includes a number of elements
critical to the design of the facility. The cross-section view of
a highway is a 90° cut across the facility from roadside to
roadside. The cross section includes the following features:

. Travel lanes

. Shoulders

. Side slopes

. Cuibs

. Medians and median barriers

. Guardrails

. Drainage channels

General design practice is to specify the cross section at
each station (i.e., at points 100 ft apart and at intermediate
points where a change in the cross-sectional design occurs).
The important cross-sectional features are briefly discussed in
the sections that follow.

3.5.
1 Travel Lanes and Pavement

Paved travel lanes provide the space that moving (and some-
times parked) vehicles occupy during normal operations.

The standard width of a travel lane is 12 ft (metric standard is
3

.6 m), although narrower lanes are permitted when neces-
sary. The minimum recommended lane width is 9 ft. Lanes
wider than 12 ft are sometimes provided on curves to account
for the off-tracking of the rear wheels of large trucks. Narrow
lanes have a negative impact on the capacity of the roadway
and on operations [7]. In general, 9-ft and 10-ft lanes should
be avoided wherever possible. Nine-foot (9-ft) lanes are
acceptable only on low-volume, low-speed rural or residen-
tial roadways, and 10-ft lanes are acceptable only on
low-speed facilities.

All pavements have a cross-slope that is provided (1) to
provide adequate drainage, and (2) to provide superelevation
on curves. For high-type pavements (portland cement
concrete, asphaltic concrete), normal drainage cross-slopes
range from 1.5% to 2.0%. On low-type pavements (penetra-
tion surfaces, compacted earth, etc.), the range of drainage
cross-slopes is between 2% and 6%.

How the drainage cross-slope is developed depends on
the type of highway and the design of other drainage facili-
ties. A pavement can be drained to both sides of the roadway
or to one side. Where water is drained to both sides of the

pavement, there must be drainage ditches or culverts and
pipes on both sides of the pavement. In some Cases, water
drained to the roadside is simply absorbed into the earth;
studies testing whether the soil is adequate to handle
maximum expected water loads must be conducted before
adopting this approach. Where more than one lane is drained
to one side of the roadway, each successive lane should have
a cross-slope that is 0.5% steeper than the previous lane.
Figure 3.21 illustrates a typical cross-slope for a four-lane
pavement

On superelevated sections, cross-slopes are usually
sufficient for drainage purposes, and a slope differential
between adjacent lanes is not needed. Superelevated

1
.5% .5%2.0%

2.0%

Figure 321: Typical Highway Cross-Slope for Drainage
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sections, of course, must drain to the inside of the horizon-

tal curve, and the design of drainage facilities must accom-
modate this.

3.
5.

2 Shoulders

AASHTO [l]defines shoulders in the following way:
"A shoulder is the portion of the roadway contiguous with
the traveled way that accommodates stopped vehicles,
emergency use, and lateral support of sub-base, base, and

surface courses (of the roadway structure)
"

 (p. 316).
Shoulders vary widely in both size and physical appear-
ance. For some low-volume rural roads in difficult terrain,
no shoulders are provided. Normally, the shoulder width
ranges from 2 ft to 12 ft. Most shoulders are "stabilized"

(i.e., treated with some kind of material that provides a rea-
sonable surface for vehicles). This can range from a fully-

paved shoulder to shoulders stabilized with penetration or
stone surfaces or simply grass over compacted earth. For
safety, it is critical that the joint between the traveled way
and the shoulder be well maintained.

Shoulders are generally considered necessary on rural
highways serving a significant mobility function, on all free-
ways, and on some types of urban highways. In these cases, a
minimum width of 10 ft is generally used because this provides

. for stopped vehicles to be about 2 ft clear of the traveled way.
The narrowest 2-ft shoulders should be used only for the lowest
classifications of highways. Even in these cases, 6 to 8 ft is con-
sidered desirable.

Shoulders serve a variety of functions, including:

. Providing a refuge for stalled or temporarily stopped
vehicles

. Providing a buffer for accident recovery

. Contributing to driving ease and driver confidence

. Increasing sight distance on horizontal curves

. Improving capacity and operations on most highways

. Providing space for maintenance operations and
equipment

. Providing space for snow removal and storage

. Providing lateral clearance for signs, guardrails, and
other roadside objects

. Improving drainage on a traveled way

. Providing structural support for the roadbed

Reference 8 provides an excellent study of the use of
roadway shoulders.

Table 3.5: Recommended Cross-Slopes for Shoulders

Type of Surface Recommended Cross-Slope (%)

Bituminous

Gravel or stone

Turf

233-6.0

4
.
0-6

.
0

6
.
0-8

.
0

Table 3.5 shows recommended cross-slopes for shoul-
ders, based on the type of surface. No shoulder should have a
cross-slope of more than 7:1 because the probability of
rollover is greatly increased for vehicles entering a more
steeply sloped shoulder.

3
.
5

.3 Side-Slopes for Cuts
and Embankments

Where roadways are located in cut sections or on embank-

ments, side-slopes must be carefully designed to provide for
safe operation. In urban areas, sufficient right-of-way is gen-
erally not available to provide for natural side-slopes,

 and

retaining walls are frequently used.
Where natural side-slopes are provided, the following

limitations must be considered:

. A 3:1 side-slope is the maximum for safe operation of
maintenance and mowing equipment.

. A 4:1 side-slope is the maximum desirable for
accident safety. Barriers should be used to prevent
vehicles from entering a side-slope area with a
steeper slope.

. A 2:1 side-slope is the maximum on which grass can

be grown, and only then in good climates.

. A 6:1 side-slope is the maximum that is structurally
stable for where sandy soils are predominate.

Table 3.6 shows recommended side-slopes for various
terrains and heights of cut and/or fill.

3
.
5

.
4 Guardrail

One of the most important features of any cross-section design
is the use and placement of guardrail. "Guardrail" is intended
to prevent vehicles from entering a dangerous area of the road-
side or median during an accident or intended action.

Roadside guardrail is provided to prevent vehicles
from entering a cross-slope steeper than 4:1 or from collid-

.

ing with roadside objects such as trees, culverts, lighting
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Table 3.6: Recerhmended Side-Slopes for Cut and Fill Sections

Height of Cut
or Fill (ft)

Terrain

Level or Rolling Moderately Steep

0-4

4-10

10-15

15-20

>20

6:1

4:1

3:1

2:1

2:1

*Avoid where soils are subject to erosion.

4:1

3:1

2
.
5:1

2:1

1
.
5:1*

Steep

4:1

2:1

1
.
75:1*

1
.
5:1*

1
.
5:1*

standards, sign posts, and so on. Once a vehicle hits a
section of guardrail, the physical design also guides the
vehicle into a safer trajectory, usually in the direction of
traffic flow.

Median guardrail is primarily provided to prevent vehi-
cles from encroaching into the opposing lane(s) of traffic.
It also prevents vehicles from colliding with median objects.
The need for median guardrail depends on the design of the
median itself. If the median is 20 ft or wider and if there are no

dangerous objects in the median, guardrail is usually not pro-
vided, and the median is not curbed. Wide medians can effec-

tively serve as accident recovery areas for encroaching drivers.
Narrower medians generally require some type of

barrier because the potential for encroaching vehicles to
cross the entire median and enter the opposing traffic lanes
is significant.

Figure 3.22 illustrates the common types of guardrail
in current use. The barriers shown in Figure 3.22 are all
configured for median use (i.e., they are designed to protect
encroachment from either side of the barrier). For roadside

use, the. same designs are used with only one collision
surface.

The major differences in the various designs are the
flexibility of guardrail on impact and the strength of
the barrier in preventing a vehicle from crossing through
the barrier.

The box-beam design, for example, is quite flexible.
Upon collision, several posts of the box-beam will give
way, allowing the beam to flex as much as 10 to 15 ft. The
colliding vehicle is gently straightened and guided back
toward the travel lane over a length of the guardrail.
Obviously, this type of guardrail is not useful in narrow
medians because it could well deflect into the opposing
traffic lanes.

The most inflexible design is the concrete median or
roadside hairier. These blocks are almost immovable, and it is

virtually impossible to crash through them. Thus they are
used in narrow roadway medians (particularly on urban free-
ways) and on roadsides where virtually no deflection would
be safe. On collision with such a barrier

,
 the vehicle is

straightened out almost immediately,
 and the friction of the

vehicle against the barrier brings it to a stop.

The details of guardrail design are critical.
 End treat-

ments must be carefully done. A vehicle colliding with a blunt
end of a guardrail section is in extreme danger.

 Thus most
W-beam and box-beam guardrails are bent away from the
traveled way, with their ends buried in the roadside.

 Even with

this done, vehicles can (with some difficulty) hit the buried
end and "ramp up

"

 the guardrail with one or more wheels.
Concrete barriers have sloped ends but are usually protected
by impact-attenuating devices, such as sand or water barrels
or mechanical attenuators.

Connection of guardrail to bridge railings and abut-
ments is also important. Because most guardrails deflect, they
cannot be isolated from fixed objects as they could conceiv-
ably 

"

guide
"

 a vehicle into a dangerous collision with such an
object. Thus where guardrails meet bridge railings or abut-
ments, they are anchored onto the railing or abutment itself to
ensure that encroaching vehicles are guided away from the
object.

3
.6 Closing Comments

This chapter has provided a brief overview of the critical
functional and geometric characteristics of highways. Many
more details are involved in highway geometry than those
illustrated here. Consult the current AASHTO standard.

A Policy on Geometric Design of Highways and Streets,
directly for a more detailed presentation of specific design
practices and policies. °
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Problems

3-1
. The point of intersection (P.I.) of two tangent lines is

Station 11,500 + 66. The radius of curvature is 1,000

feet, and the angle of deflection is 60°. Find the
length of the curve, the stations for the P.C. and P.7.,
and all other relevant characteristics of the curve (LC,
M
,E).

3-2
. A 3.5° curve is to be designed on a highway with a

design speed of 60 mi/h. Spiral transition curves are to
be used. Determine the length of the spiral and the
appropriate stations for the T.S., S.C., C.S., and 5.7MTie
angle of deflection for the origiDal tangents is 40

°

,
 and

the P.I. is at station 15,100 + 26. The segment consists
of two 12-ft lanes.

3-3
. A 5° curve (measured at the centerline of the inside

lane) is being designed for a highway with a design
speed of 65 mi/h. The curve is on a 2% upgrade, and
driver reaction time may be taken as 2.5 seconds.
What is the closest any roadside object may be
placed to the centerline of the inside lane of the
roadway while maintaining adequate stopping sight
distance?

3-4
. What is the appropriate superelevation rate for a curve

with a 1,200-ft radius on highway with a design speed
of 60 mi/h? The maximum design superelevation is 6%
for this highway.

3-5
. What length of superelevation runoff should be used to

achieve a superelevation rate of 10%? The design speed
is 70 mi/h, and a three-lane cross section (12-ft lanes) is
under consideration. Superelevation will be achieved
by rotating all three lanes around the inside edge of the
pavement.

3-6
. Find the maximum allowable grade and critical length

of grade for each of the following facilities:

(a) A rural freeway in mountainous terrain with a
design speed of 60 mi/h

(b) A rural arterial in rolling terrain with a design
speed of 45 mi/h

(c) An urban arterial in level terrain with a design
speed of 40 mi/h

3-7
. A vertical curve of 1,000 ft is designed to connect a

grade of +4% to a grade of -5%. The V.P.I, is located at
station 1,500 + 55 and has a known elevation of 500 ft

.

Find the following:

(a) The station of the V.P.C. and the V.P.T.

(b) Theelevationof the P.C. andthe KPT:

(c) The elevation of points along the vertical curve at
100-ft intervals

(d) "The location and elevation of the high point on the
curve

3-8
. Find the minimum length of curve for the following

scenarios:

I
I

Entry
Grade

Exit

Grade
Design
Speed

Reaction

Time

3%

-4%
0%

8%

2%

-3%

45 mi/h

65 mi/h

70 mi/h

2
.
5 s

2
.
5 s

2
.
5 s

3-9. A vertical curve is to be designed to connect a -4%
grade to a +1% grade on a facility with a design speed
of 70 mi/h. For economic reasons, a minimum-length
curve will be provided. A driver-reaction time of 2.5
seconds may be used in sight distance determinations.
The V.P.I. of the curve is at station 5,100 + 22 and has

an elevation of 1,285 ft. Find the station and elevation

of the V.P.C. aadV.P.T., the high point of the curve,
 and

at 100-ft intervals along the curve.
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CHAPTER

Introduction to Traffic
Control Devices

Traffic control devices are the media through which traffic
engineers communicate with drivers. Virtually every traffic
law, regulation, or operating instruction must be communi-
cated through the use of devices that fall into three broad
categories:

. Traffic markings

. Traffic signs
:  . Traffic signals

The effective communication between traffic engineer and
driver is a critical link if safe and efficient traffic operations
are to prevail. Traffic engineers have no direct control over
any individual driver or group of drivers. If a motorman vio-
lated a RED signal while conducting a subway train, an auto-
mated braking system would force the train to stop anyway.
If a driver violates a RED signal, only the hazards of conflict-
ing vehicular and/or pedestrian flows would impede the
maneuver

. Thus it is imperative that traffic engineers design
traffic control devices that communicate uncomplicated mes-
sages clearly, in a way that encourages proper observance.

This chapter introduces some of the basic principles
involved in the design and placement of traffic control devices.
Subsequent chapters cover the details of specific applications
to freeways, multilane and two-lane highways, intersections,
and arterials and streets

.

4
.1 The Manual on Uniform Traffic

Control Devices

The principal standard governing the application, design, and
placement of traffic control devices is the current edition of the
Manual on Uniform Traffic Control Devices (MVTCD) [1].

The Federal Highway Administration publishes a national
MUTCD that serves as a minimum standard and a model

for individual state MUTCDs. Many states simply adopt the
federal manual by statute. Others develop their own manuals.

In the latter case, the state MUTCD must meet all of the mini-
mum standards of the federal manual

, but it may impose
additional or more stringent standards. As is the case with
most federal mandates in transportation, compliance is
enforced through partial withholding of federal-aid highway
funds from states deemed in violation of federal MUTCD
standards.

4
.
1

.1 History and Background

One of the principal objectives of the MUTCD is to establish
uniformity in the use, placement, and design of traffic control
devices. Communication is greatly enhanced when the same
messages are delivered in the same way and in similar
circumstances at all times. Consider the potential confusion if
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I

each state designed its own STOP sign, with different shapes,
colors, and legends.

Varying device design is not a purely theoretical issue.
As late as the early 1950s, two-color (red, green) traffic sig-
nals had the indications in different positions in different
states. Some placed the "red"

 ball on top; others placed the
"

green
" ball on top. This is a particular problem for drivers

with color blindness, the most common form of which is the

inability to distinguish "red" from "green." Standardizing the
order of signal lenses was a critical safety measure, guaran-
teeing that even color-blind drivers could interpret the signal
by position of the light in the display. More recently, small
amounts of blue and yellow pigment have been added to
"

green
" and "red" lenses to enhance their visibility to color-

blind drivers.

Early traffic control devices were developed in various
locales with little or no coordination on their design, much
less their use. The first centerline appeared on a Michigan
roadway in 1911. The first electric signal installation is
thought to have been in Cleveland, Ohio, in 1914. The first
STOP sign was installed in Detroit in 1915, where the first
three-color traffic signal was installed in 1920.

The first attempts to create national standards for
traffic control devices occurred during the 1920s. Two sep-
arate organizations developed two manuals in this period.
In 1927, the American Association of State Highway
Officials (AASHO, the forerunner of AASHTO), published
the Manual and Specification for the -Manufacture,
Display, and Erection of U.S. Standard Road Markings and
Signs. It was revised in 1929 and 1931. This manual
addressed only rural signing and marking applications. In
1930, the National Conference on Street and Highway
Safety (NCSHS) published the Manual on Street Traffic
Signs, Signals, and Markings, which addressed urban
applications.

In 1932, the two groups formed a merged Joint
Committee on Uniform Traffic Control Devices and published
the first complete MUTCD in 1935, revising it in 1939. This
group continued to have responsibility for subsequent editions
until 1972 when the Federal Highway Administration formally
assumed responsibility for the manual

The latest official edition of the MUTCD (at this

writing) was published in 2003. A new version is expected
to receive final approval sometime in 2009 or-2010. This
text is based on the draft 2009/2010 manual, which has

been available online for review since December 2007.

Because this manual is not formally approved at this
writing, you should check the online MUTCD on the
FHWA Web site (www.fhwa.com) if there is any question
about official material.

For an excellent history of the MUTCD and its develop-
ment, consult a series of articles by Hawkins [2-5].

4
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.2 General Principles of the MUTCD

The MUTCD states that the purpose of traffic control devices
is "to promote highway safety and efficiency by providing for
orderly movement of all road users on streets and highways,

bikeways, public facilities, and private property open to
public travel throughout the Nation." [Reference I

, p. 41]. It
also defines five requirements for a traffic control device to
be effective in fulfilling that mission. A traffic control
device must:

1
.
 Fulfill a need

2
.
 Command attention

3
. Convey a clear, simple message

4
. Command respect of road users

5
. Give adequate time for a proper response

In addition to the obvious meanings of these require-
ments, some subtleties should be carefully noted.

 The first

strongly implies that superfluous devices should not be
used. Each device must have a specific purpose and must be
needed for the safe and efficient flow of traffic. The fourth

requirement reinforces this. Respect of drivers is com-
manded only when drivers are conditioned to expect that all
devices carry meaningful and important messages. Overuse
or misuse of devices encourages drivers to ignore them-it
is like "crying wolf too often. In such an atmosphere,

 driv-

ers may not pay attention to those devices that are really
needed.

Items 2 and 3 affect the design of a device. Commanding
attention requires proper visibility and a distinctive design that
attracts the driver's attention in what is often an environment

filled with visual distractions. Standard use of color and shape
coding plays a major role in attracting this attention. Clarity
and simplicity of message is critical; the driver is viewing the
device for only a few short seconds while traveling at what
may be a high speed. Again, color and shape coding is used to
deliver as much information as possible. Legend,

 the hardest

element of a device to understand, must be kept short and as
simple as possible.

Item 5 affects the placement of devices. A STOP sign,
 for

example, is always placed at the stop line but must be visible
for at least one safe stopping distance. Guide signs requiring
drivers to make lane changes must be placed well in advance of
the diverge area to give drivers sufficient distance to execute the
required maneuvers.



!

4
.

1  THE MANUAL ON UNIFORM TRAFFIC CONTROL DEVICES 67

4.
1.

3 Contents of the MUTCD

The MUTCD addresses three critical aspects of traffic control
devices. It contains:

1
. Detailed standards for the physical design of the

device, specifying shape, size, colors, legend types
and sizes, and specific legend.

2
. Detailed standards and guidelines on where

devices should be located with respect to the
traveled way.

3
. Warrants, or conditions, that justify the use of a

particular device.

The most detailed and definitive standards are for the

physical design of the device. Little is left to judgment, and
virtually every detail of the design is fully specified. Colors
are specified by specific pigments and legend by specific
fonts. Some variance is permitted with respect to size, with
minimum sizes specified and optional larger sizes for use
when needed for additional visibility.

Placement guidelines are also relatively definitive but
often allow for some variation within prescribed limits.
Placement guidelines sometimes lead to obvious problems.
One frequent problem involves STOP signs. When placed
in the prescribed position, they may wind up behind trees or
other obstructions where their effectiveness is severely
compromised. Figure 4.1 shows such a case, in which a
STOP sign placed at the prescribed height and lateral offset
at the stop line winds up virtually hidden , by a tree.
Common sense must be exercised in such cases if the

device is to be effective.

Warrants are given with various levels of specificity
and clarity. Signal warrants, for example, are detailed and
relatively precise. This is necessary because signal installa-
lions represent a significant investment, both in initial

investment and in continuing operating and maintenance
costs. The warrants for STOP and YIELD signs, however,

are far more general and leave substantial latitude for the
exercise of professional judgment.

Chapter 18 deals with the selection of an appropriate
form of intersection control and covers the warrants for

signalization, two-way and multiway STOP signs, and
YIELD signs in some detail. Because of the cost of signals,
much study has been devoted to the defining of conditions
warranting their use. Proper implementation of signal and
other warrants in the MUTCD requires appropriate engineer-
ing studies to be made to determine the need for a particular
device or devices

.

esse

_
jw«#t!..

.

.

Figure 4.1: STOP Sign Hidden by Tree

4
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.4 Legal Aspects of the MUTCD

The MUTCD provides guidance and information in four
different categories:

I
. Standard. A standard is a statement of a required,

mandatory, or specifically prohibitive practice
regarding a traffic control device. Typically,

 stan-

dards are indicated by the use of the term shall or
shall not in the statement.

2
. Guidance. Guidance is a statement of recommended,

but not mandatory, practice in typical situations.
Deviations are allowed if engineering judgment or a
study indicates that a deviation is appropriate.

Guidance is generally indicated by use of the word
should or should not.

3
. Option. An option is a statement of practice that is a

permissive condition. It carries no implication of
requirement or recommendation. Options often con-
tain allowable modifications to a Standard or

Guidance. An option is usually stated using the
word may or may not.

i
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4
. Support. This is a purely information statement pro-

vided to supply additional information to the traffic
engineer. The words shall, should, or may do not
appear in these statements (nor do their negative
counterparts).

The four types of statements given in the MUTCD have
legal implications for traffic agencies. Violating a standard
leaves the jurisdictional agency exposed to liability for any
accident that occurs because of the violation. Thus placing a
nonstandard STOP sign would leave the jurisdictional agency
exposed to liability for any accident occurring at the location.
Guidelines, when violated, also leave some exposure to liability.
Guidelines should be modified only after an engineering study
has been conducted and documented, justifying the modifica-
tion(s). Without such documentation, liability for accidents may
also exist. Options and Support carry no implications with
respect to liability.

It should also be understood that jurisdiction over traffic
facilities is established as part of each state's vehicle and
traffic law. That law generally indicates what facilities fall
under the direct jurisdiction of the state (usually designated
state highways and all intersections involving such highways)
and specifies the state agency exercising that jurisdiction. It
also defines what roadways would fall under control of
county, town, and other local governments. Each of those
political entities, in turn, would appoint or otherwise specify
the local agency exercising jurisdiction.

Many traffic control devices must be supported by a
specific law or ordinance enacted by the appropriate level of
government. Procedures for implementing such laws and ordi-
nances must also be specified. Many times (such as in the case of
speed limits and parking regulations), public hearings and/or
public notice must be given before imposition. For example, it
would not be legal for an agency to post parking prohibitions
during the night and then ticket or tow all parked vehicles with-
out having provided adequate advance public notice, which is
most often accomplished using local or regional newspapers.

This chapter presents some of the principles of the
MUTCD, and it generally describes the types of devices and
their typical applications. Chapter 17 goes into greater detail
concerning the use of traffic control devices on freeways, mul-
tilane, and two-lane highways. Chapter 19 contains additional
detail concerning use of traffic control devices at intersections.

4
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.5 Communicating with the Driver

The driver is accustomed to receiving a certain message in a
clear and standard fashion, often with redundancy. A number of
mechanisms are used to convey messages. These mechanisms

make use of recognized human limBations, particularly with
respect to eyesight. Messages are conveyed through the use of
these elements:

. Color. Color is the most easily visible characteristic
of a device. Color is recognizable long before a
general shape may be perceived and considerably
before a specific legend can be read and understood

.

The principal colors used in traffic control devices are
red, yellow, green, orange, black, blue, and brown.
These are used to code certain types of devices and to
reinforce specific messages whenever possible.

. Shape. After color, the shape of the device is the next
element to be discerned by the driver. Particularly in
signing, shape is an important element of the message,

either identifying a particular type of information that
the sign is conveying or conveying a unique message
of its own.

. Pattern
. Pattern is used in the application of traffic

markings. In general, double solid, solid, dashed, and

broken lines are used. Each conveys a type of meaning
with which drivers become familiar. The frequent and
consistent use of similar patterns in similar applications
contributes greatly to their effectiveness and to the
instant recognition of their meaning.

. Legend. The last element of a device that the driver
comprehends is its specific legend. Signals and mark-
ings, for example. Convey their entire message through
use of color, shape, and pattern. Signs, however, often
use a specific legend to transmit the details of the
message being transmitted. The legend must be kept
simple and short, so that drivers do not divert their
attention from the driving task, yet are able to see and
understand the specific message being given.

Redundancy of message can be achieved in a number of
ways. The STOP sign, for example, has a unique shape
(octagon), a unique color (red), and a unique one-word legend
(STOP). Any of the three elements alone is sufficient to convey
the message. Each provides redundancy for the others.

Redundancy can also be provided through use of different
devices, each reinforcing the same message. A left-turn lane
may be identified by arrow markings on the pavement,

 a "This

Lane Must Turn Left" sign, and-a protected left-turn signal
phase indicated by a green arrow. Used together, the message is
unmistakable.

The MUTCD provides a set of standards
, guidelines,

and general advice on how to best communicate various traffic
rules and regulations to drivers. The MUTCD, however, is a

document that is always developing. The traffic engineer must
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always consult the latest version of the manual (with all

applicable revisions) when considering traffic control options.
The most current version of the MUTCD is available online
through the Federal Highway Administration Web site.

4.2 Traffic Markings

Traffic markings are the most plentiful traffic devices in use.
They serve a variety of purposes and functions and fall into
three broad categories:

. Longitudinal markings

. Transverse markings

. Object markers and delineators

Longitudinal and transverse markings are applied to the
roadway surface using a variety of materials, the most common
of which are paint and thermoplastic. Reflectorization for better
night vision is achieved by mixing tiny glass beads in the paint
or by applying a thin layer of glass beads over the wet pavement
marking as it is placed. The latter provides high initial reflector-
ization, but the top layer of glass beads is more quickly worn.
When glass beads are mixed into the paint before application,
some level of reflectorization is preserved as the marking wears.
Thermoplastic is a naturally reflective material, and nothing
need be added to enhance drivers' ability to see them at night.

In areas where snow and snow plowing is not a problem,
paint or thermoplastic markings can be augmented by pavement
inserts with reflectors. Such inserts greatly improve the visibility
of the markings at night. They are visible in wet weather (often
a problem with markings) and resistant to wear. They are
generally not used where plowing is comnton because they can
be dislodged or damaged during the process.

Object markers and delineators are small object-mounted
reflectors. Delineators are small reflectors mounted on light-
weight posts and are used as roadside markers to help drivers in
proper positioning during inclement weather when standard
markings are not visible.

4
.
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1 Colors and Patterns

Five marking colors are in current use: yellow, white, red,
blue

, and black. In general, they are used as follows:

Yellow maricmgs separate traffic traveling in opposite
directions.

White markings separate traffic traveling in the same
direction and are used for all transverse markings.

. Red markings delineate roadways that will not be
entered or used by the viewer of the marking.

. Blue markings are used to delineate parking spaces
reserved for persons with disabilities.

. Black markings are used in conjunction with other
markings on light pavements. To emphasize the
pattern of the line, gaps between yellow or white
markings are filled in with black to provide contrast
and easier visibility.

A solid line prohibits or discourages crossing.

A double solid line indicates maximum or special restric-
tions. A broken line indicates that crossing is permissible.

A dotted line uses shorter line segments than a broken line.

It provides trajectory guidance and often is used as a contin-
uation of another type of line in a conflict area. Normally,
line markings are 4 to 6 inches wide. Wide lines

,
 which

provide greater emphasis, should be at least twice the width
of a normal line. Broken lines normally consist of 10-ft line
segments and 30-ft gaps. Similar dimensions with a similar
ratio of line segments to gaps may be used as appropriate for
prevailing traffic speeds and the need for delineation. Dotted
lines usually consist of 2-ft line segments and 4-ft (or
longer) gaps. MUTCD suggests a maximum segment-to-gap
ratio of 1:3 for dotted lines.

4
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.2 Longitudinal Markings

Longitudinal markings are those markings placed parallel
to the direction of travel. The vast majority of longitudinal
markings involve centerlines, lane lines, and pavement
edge lines.

Longitudinal markings provide guidance for the
placement of vehicles on the traveled way cross section
and basic trajectory guidance for vehicles traveling along
the facility. The best example of the importance of longitu-
dinal markings is the difficulty in traversing a newly paved
highway segment on which lane markings have not yet
been repainted. Drivers do not automatically form neat
lanes without the guidance of longitudinal markings;
rather, they tend to place themselves somewhat randomly
on the cross section, encountering many difficulties.

Longitudinal markings provide for organized flow and
optimal use of the pavement width.

Centerlines

The yellow centerline marking is critically important and is
used to separate traffic traveling in opposite directions.

 Use of
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centerlines on all types of facilities is not mandated by the
MUTCD. The applicable standard is:

Centerline markings shall be placed on all paved urban
arterials and collectors that have a traveled way of 20 ft
or more and an average daily travel (ADT) of 6,000
veh/day or greater. Centerline markings shall also be
placed on all paved, two-way streets or highways that
have 3 or more traffic lanes. [MUTCD, p. 227]

Further guidance indicates that placing centerlines is
recommended for urban arterials and streets with ADTs of

4
,000 or more and a roadway width of 20 ft or more, and on

rural highways with a width in excess of 18 ft and ADT more
than 3,000 vehicles/day. Caution should be used in placing
centerlines on pavements of 16 ft or less, which may increase
the incidence of traffic encroaching upon the roadside.

On two-lane, two-way rural highways, centerline
markings supplemented by signs are used to regulate
passing maneuvers. A double-solid yellow center marking
indicates that passing is not permitted in either direction.
A solid yellow line with a dashed yellow line indicates that
passing is permitted from the dashed side only.. Where pass-
ing is permissible in both directions, a single dashed yellow
centerline is used. Chapter 16 contains additional detail on
the use and application of centerlines on two-lane, two-way,
rural highways.

There are other specialized uses- of yellow markings.

Figure 4.2(a) illustrates the use of double dashed-yellow
markings to delineate a reversible lane on an arterial

.

Signing and/or lane-use signals would have to supplement
these to denote the directional use of the lane

. Figure 4.2(b)
shows the markings used for two-way left-turn lanes on an
arterial.

Lane Markings

The typical lane marking is a single white dashed line
separating lanes of traffic in the same direction.

 MUTCD

standards require the use of lane markings on ail freeways and
Interstate highways and recommend their use on all highways
with two or more adjacent traffic lanes in a single direction.

The dashed lane line indicates that lane-changing is permit-
ted. A single solid white lane line is used to indicate that lane-

changing is discouraged but not illegal. Where lane-changing
is to be prohibited, a double-white solid lane line is used

.

Edge Markings

Edge markings are a required standard on freeways,

expressways, and rural highways with a traveled way of
20 ft or more in width and an ADT of 6

,000 veh/day or
greater. They are recommended for rural highways with

Legend

 Direction of travel

(a) Reversible Lane Markings

8-16 ft

i t

(b) Two-Way Left-Turn Lane Markings

Figure 4.2: SpecializedUsesof Yellow Markings

{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007,
Figs 3B-6 and 3B-7.)
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ADTs over 3,000 veh/day and a 20-ft or wider traveled way.
When used, right-edge markings are a single normal solid
white line; left-edge markings are a single normal solid yel-
low line.

Other Longitudinal Markings

The MUTCD provides for many options in the use of longitu-
dinal markings. Consult the manual directly for further detail.
The manual also provides standards and guidance for other
types of applications, including freeway and nonfreeway
merge and diverge areas, lane drops, extended markings

through intersections, and other situations.
Chapter 17 contains additional detail on the application

of longitudinal markings on freeways, expressways, and rural
highways. Chapter 19 includes additional discussion of inter-
section markings.

4
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.3 Transverse Markings

Transverse markings, as their name implies jnclude any and all
markings with a component that cuts across a portion or all of
the traveled way. When used, all transverse markings are white.

STOP and YIELD Lines

STOP lines are generally not mandated by the MUTCD.

In practice, STOP lines are almost always used where marked
crosswalks exist and in situations where the appropriate location
to stop for a STOP sign or traffic signal is not clear. When used,
it is recommended that the width of the line be 12 to 24 inches

.

When used, STOP lines must extend across all approach lanes.

STOP lines, however, shall not be used in conjunction with
YIELD signs; in such cases, the newly introduced YIELD line
would be used. The YIELD line is illustrated in Figure 4.

3
.

TTTfTf

base

300 mm

12 in)

V
~

l height
\ / 450mm
V   (18 in)

TTTT

(a) Minimum DimeasioiB

base

_ ? 600 mm «_

. (24in)f:}
height

900 mm

(36 in)

lb) Maximum Diraeasioiis

Notes:

Triangle height is equal to
1
.
5 times the base dimension.

Yield lines maybe smaller than
suggested when installed on much
narrower, slow-speed facilities such
as shared-use paths.

Figure 4,3: The New YIELD Line Illustrated

{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 3B-15.)



CHAPTER 4  INTRODUCTION TO TRAFHC CONTROL DEVICES

.

'

:V:i

'

.

"

!

.

- -i

Crosswalk Markings

Although not mandated by the MUTCD, it is recommended
that crosswalks be marked at all intersections at which
"substantial" conflict between vehicles and pedestrians exists.
They should also be used at points of pedestrian concentration
and at locations where pedestrians might not otherwise recog-
nize the proper place and/or path to cross.

A marked crosswalk should be 6 ft or more in width.

Figure 4.4 shows the three types of crosswalk markings in
general use. The most frequently used is composed of two
parallel white lines. Cross-hatching may be added to
provide greater focus in areas with heavy pedestrian flows.
The use of parallel transverse markings to identify the
crosswalk is another option used at locations with heavy
pedestrian flows.

The manual also contains a special pedestrian crosswalk
marking for signalized intersections where a full pedestrian
phase is included. Consult the manual directly for details of this
particular marking.

Parking Space Markings

Parking space markings are not purely transverse because
they contain both longitudinal and transverse elements. They
are officially categorized as transverse markings, however, in
the MUTCD. They are always optional and are used to

encourage efficient use of parking spaces. Such markings can
also help prevent encroachment of parked vehicles into fire-
hydrant zones, loading zones, taxi stands and bus stops, and

other specific locations at which parking is prohibited. They
are also useful on arterials with curb parking because they
also clearly demark the parking lane, separating it from travel
lanes. Figure 4.5 illustrates typical parking lane markings.

Note that the far end of the last marked parking space
should be at least 20 ft away from the nearest crosswalk marking
(30 ft on a signalized intersection approach).

Word and Symbol Markings

The MUTCD prescribes a number of word and symbol
markings that may be used, often in conjunction with signs
and/or signals. These include arrow markings indicating
lane-use restrictions. Such arrows (with accompanying
signs) are mandatory where a through lane becomes a left-
or right-tum-only lane approaching an intersection.

Word markings include "ONLY,

"

 used in conjunction
with lane use arrows, and "STOP," which can be used only in
conjunction with a STOP line and a STOP sign. "SCHOOL"
maricings are often used in conjunction with signs to demark
school and school-crossing zones. The MUTCD contains a
listing of all authorized word markings and allows for discre-
tionary use of unique messages where needed.

V

s
s
s

llllllllllll
- Spacing of lines selected

to avoid wheel path

Figure 4.4: Crosswalk Markings Illustrated

(Source; Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007,
Fig 3B-18.)
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Figure 4.5: Examples of Parking Stall Markings
{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 3B-21 

Other Transverse Markings

Consult the MUTCD directly for examples of other types of
markings, including preferential lane markings, curb mark-
ings, roundabout and traffic circle markings, and speed-hump
markings. Chapter 19 contains a detailed discussion of the use
of transverse and other markings at intersections.

4
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.4 Object Markers

Object markers are used to denote obstructions either in or
adjacent to the traveled way. Object markers are mounted on
the obstruction in accordance with MUTCD standards and

guidelines. In general, the lower edge of the marker is
mounted a minimum of 4 ft above the surface of the nearest

traffic lane (for obstructions 8 ft or less from the pavement

edge) or 4 ft above the ground (for obstructions located
further away from the pavement edge).

The three types of object markers used are illustrated in
Figure 4.6. Obstnictions within the roadway musi be marked
using a Type 1 or Type 3 marker. The Type 3 marker,

 when

used, must have the alternating yellow and black stripes
sloped downward at a 45° angle toward the side on which
traffic is to pass the obstruction. When used to mark a road-
side obstruction, the inside edge of the marker must be in line
with the inner edge of the obstruction.

4
.
2

.
5 Delineators

Delineators are reflective devices mounted at a 4-ft height on
the side(s) of a roadway to help denote its alignment. They are

i
0
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Type 1 Object Markers (Obstructions Within the Roadway)

OM1-1 OM1-2 OM1-3

Type 2 Object Markers (Obstructions Adjacent to the Roadway)

@

®

OM2-1V OM2-2V

@ @ ©

OM2-1H OM2-2H

Type 3 Object Markers (Obstructions Adjacent to or Within the Roadway)

'J
0

-

 J

OM3-L OM3-C OM3-R

Type 4 Object Markers (End of Roadway)

1

m
m

OM4-1 OM4-2 OM4-3

Figure 4.6: Object Maimers

{Source: Manual of Uniform Traffic Control Devices, DrafL Federal Highway Administration, Washington DC, December 2007, Fig 3B-21.)

particularly useful during inclement weather when pavement
edge markings may not be visible. When used on the right
side of the roadway, delineators are white; when used on the
left side of the roadway, delineators are yellow. The back of
delineators may have red reflectors to indicate wrong-way
travel on a one-direction roadway.

Delineators are mandated on the right side of freeways
and expressways and on at least one side of interchange
ramps, with the exception of tangent sections where raised
pavement markers are used continuously on all lane lines,
where whole routes (or substantial portions thereof) have
large tangent sections, or where delineators are used to lead
into all curves. They may also be omitted where there is

continuous roadway lighting between interchanges.
Delineators may be used on an optional basis on other
classes of roads.

4
.3 Traffic Signs

The MUTCD provides specifications and guidelines for the use
of literally hundreds of different signs for myriad purposes. In
general, traffic signs fall into one of three major categories:

. Regulatory signs. Regulatory signs convey information
concerning specific traffic regulations. Regulations
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may relate to right-of-way, speed limits, lane usage,
parking, or a variety of other functions.

. Warning signs. Warning signs are used to inform
drivers about upcoming hazards that they might not
see or otherwise discern in time to react safely.

. Guide signs. Guide signs provide information on
routes, destinations, and services that drivers may be
seeking.

It would be impossible to cover the full range of traffic
sisns and applications in a single chapter. The sections that
follow provide a general overview of the various types of
iraffic signs and their use.

4
.
3.1 Regulatory Signs

Regulatory signs shall be used to inform road users of
selected traffic laws or regulations and indicate the
applicability of the legal requirements. Regulatory
signs shall be installed at or near where the regulations
apply. The signs shall clearly indicate the requirements
imposed by the regulations and shall be designed and
installed to provide adequate visibility and legibility in
order to obtain compliance. [Reference 1, p. 69]

Drivers are expected to be aware of many general traffic
regulations, such as the basic right-of-way rule at intersec-
tions and the state speed limit. Signs, however, should be used
in all cases where the driver cannot be expected to know the
applicable regulation.

Except for some special signs, such as the STOP and
YIELD sign, most regulatoiy signs are rectangular, with the long
dimension vertical. Some regulatory signs aire square. These are
primarily signs using symbols instead of legend to impart infor-
mation. The use of symbol signs generally conforms to interna-
tional practices established at a 1971 United Nations conference
on traffic safety. The background color of regulatory signs, with
a few exceptions, is white; legend or symbols are black. In sym-
bol signs, a red circle with a bar through it signifies a prohibition
of the movement indicated by the symbol. The MUTCD
contains many pages of standards for the appropriate size of

regulatory signs and should be consulted directly on this issue.

Regulatory Signs Affecting Right-of-Way

The regulatory signs in this category have special designs
reflecting the extreme danger that exists when one is ignored.

These signs include the STOP and YIELD signs, which assign
right-of-way at intersections,

 and WRONG WAY and ONE

WAY signs, indicating directional flow. The STOP and YIELD

STOP
ALL WAY

fDONOTl

LenterJ
WRONG

WAY

ONE
WAY

Figure 4.7: Regulatory Signs Affecting Right-of-Way
(Source: Manual of Uniform Traffic Control Devices

, Draft,
Federal Highway Administration, Washington DC, December
2007, Figs 2B-1, 2B-14, and 2B-16.)

signs have unique shapes, and they use a red background color
to denote danger. The WRONG WAY sign also uses a red
background for this purpose. Figure 4.7 illustrates these signs.

The "All Way" panel is mounted below a STOP sign
where multiway STOP control is in use. Consult Chapter 18
for a detailed presentation and discussion of warrants for use
of STOP and YIELD signs at intersections.

Speed Limit Signs

One of the most important issues in providing for safety and
efficiency of traffic movement is the setting of appropriate
speed limits. To be effective, a speed limit must be communi-
cated to the driver and should be sufficiently enforced to
engender general observance. A number of different types of
speed limits may be imposed:

. Linear speed limits

. Areawide (statutory) speed limits

. Night speed limits

. Truck speed limits

. Minimum speed limits

Speed limits may be stated in terms of standard U
.
S

.

units (mi/h) or in metric units (km/h). Current law allows each
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Figure 4.8: Speed Limit Signs
(Source: Manual of Uniform Traffic Control Devices, Draft,
Federal Highway Administration, Washington DC, December
2007, Figs 2B-l,2B-3.)

state to determine the system of units to be used. Where the
metric system is used, speed limit number is inside a circle to
emphasize that metric units are in use.

Figure 4.8 shows a variety of speed signs in common
use. Whereas most signs consist of black lettering on a white

background, night speed limits are pOSTed using the reverse of
this: white lettering on a black background.

Linear speed limits apply to a designated section of
roadway. Signs should be posted such that no driver can enter
the roadway without seeing a speed limit sign within approxi-
mately 1,000 ft. This is not an MUTCD standard but reflects
common practice.

Area speed limits apply to all roads within a designated
area (unless otherwise posted). A state statutory speed limit
is one example of such a regulation. Cities, towns, and other
local governments may also enact ordinances establishing a
speed limit throughout their jurisdiction. Areawide speed
limits should be posted on every facility at the boundary
entering the jurisdiction for which the limit is established.

The "reduced speed" or "speed zone ahead" signs (not
shown here) should be used wherever engineering judgment
indicates a need to warn drivers of a reduced speed limit for
compliance. When used, however, the sign must be followed
by a speed limit sign posted at the beginning of the section in
which the reduced speed limit applies.

Consult Chapter 17 for a discussion of criteria for estab-
lishing an appropriate speed limit on a highway or roadway
section.

Turn and Movement Prohibition Signs

WTiere right, left, and/or U-tums, or even through movements,
are to be prohibited, one or more of the movement prohibition
signs shown in Figure 4.9 are used. In this category, interna-
tional symbol signs are preferred. The traditional red circle
with a bar is placed over an airow indicating the movement to
be banned.

m m NO
TURNS ®

Figure 4.9: Movement Prohibition Signs
(Source: Manual ofUnifonn Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 2B-3.)
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Lane-Use Signs

Lane-use control signs are used wherever a given movement or

movements are restricted and/or prohibited from designated
lanes. Such situations include left-turn- and right-tum-only
lanes, two-way left-turn lanes on arterials, and reversible lanes.

Lane-use signs, however, may also be used to clarify lane usage
even where no regulatory restriction is mvolved.

 Where lane

usage is complicated, advance lane-use control signs may be
used as well. Figure 4.10 illustrates these signs.

ONLY

t
ONLY

OR

LEFT LANE
MUST

TURN LEFT

|leftlane| HOV2+H I TAXI LANE (CENTER LANE|[ (iRIGHT LANEi|[|BUS LANE
(a) Sample Lane-Use Signs and Auxiliary Panels

ONLY ONLY OK ONLY    ONLY ONLY ONLY ONLY

BEGIN
LEFT

TURN

LANE

BEGIN
RIGHT

TURN

LANE
.

RIGHT

LANE

MUST

EXIT

(b) Sample Advance Lane-Group Signs

ONLY

CENTER

LANE

V
ONLY

ONLY

7-9 AM 4-6 PM
OTHER
TIMES

CENTER
LANE

DO NOT
USE

7-9 AM
MON-FRI

END REVERSE LANE

AT Colorado BWd

BEGIN REVERSE LANE

AT Colorado Blvd

OR OR

END REVERSE LANE

400 FEET
BEGIN REVERSE LANE

500 FEET ONLY

END

REVERSE

LANE

(c) Sample Reversible Lane Signs

Figure 4.10: Lane-Use Control Signs

(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007,
Figs 2B-4, 2B-6.)
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Two-way left-turn lane signing must be supplemented
by the appropriate markings for such a lane, as illustrated pre-
viously. Reversible lane signs must be posted as overhead
signs, placed over the lane or lanes that are reversible.
Roadside signs may supplement overhead signs. In situations
where signing may not be sufficient to ensure safe operation
of reversible lanes, overhead signals should be used.

Parking Control Signs

Curb parking control is one of the more critical aspects of
urban network management. The economic viability of busi-
ness areas often depends on an adequate and convenient sup-
ply of on-street and off-street parking. At the same time, curb
parking often interferes with through traffic and occupies
space on the traveled way that might otherwise be used to
service moving traffic. Chapter 12 provides a detailed cover-
age of parking issues-arid programs. It is imperative that curb
parking regulations be clearly signed, and strict enforcement
is often necessary to achieve high levels of compliance.

When dealing with parking regulations and their appro-
priate signing, three terms must be understood:

. Parking. A "parked" veihicle is a stationary vehicle
located at the curb with the engine not running;
whether or not the driver is in the vehicle is not rele-

vant to this definition.

. Standing. A "standing" vehicle is a stationary vehicle
located at the curb with the engine running and the
driver in the car.

. Stopping: A "stopping
" vehicle is one that makes a

momentary stop at the curb to pick up or discharge a
passenger; the vehicle moves on immediately upon
completion of the pickup or discharge, and the driver
does not leave the vehicle.

In legal terms, most jurisdictions maintain a common hierar-
chal structure of prohibitions. 

"No Stopping" prohibits stop-
ping, standing, and parking. 

"No Standing" prohibits standing
and parking but permits stopping. 

"No Parking" prohibits
parking, but permits standing and stopping.

Parking regulations may also be stated in terms of a pro-
hibition or in terms of what is permitted. Where a sign is indi-
cating a prohibition, red legend on a white background is
used. Where a sign is indicating a permissive situation, green
legend on a white background is used. Figure 4.11 illustrates
a variety of parking-cOntrol signs in common use.

Parking signs must be carefully designed and placed to
ensure that the often complex regulations are understood by
the majority of drivers. The MUTCD recommends that the

following information be provided tSTF parking-control signs
,

in order from top to bottom of the sign:

. The restriction or prohibition (or condition permitted
in the case of a permissive sign).

. The times of the day that it is applicable (if not every
day).

. The days of the week that it is applicable (if not every
day).

Parking-control signs should always be placed at the
boundaries of the restricted area and at intermediate locations

as needed. At locations where the parking restriction changes,

two signs should be placed on a single support,
 each with an

arrow pointing in the direction of application. Where area-
wide restrictions are in effect

, the restriction should be signed
at all street locations crossing into the restricted area.

In most local jurisdictions, changes in parking regula-
tions must be disclosed in advance using local newspapers
and/or other media and/or by placing posters throughout the
affected area warning of the change. It is not appropriate,

 for

example, to place new parking restrictions overnight and then
ticket or remove vehicles now illegally parked without ade-
quate advance warning:

Other Regulatory Signs

The MUTCD provides standards and guidelines for over 100
different regulatory signs. Some of the most frequently used
signs have been discussed in this section, but they are merely
a sample of the many such signs that exist. New signs are con-
stantly under development as new types of regulations are
introduced. Consult the MUTCD directly for additional regu-
latory signs and their applications.

4.
3

.2 Warning Signs

Warning signs call attention to unexpected conditions on
or adjacent to a highway or street, public facility, or pri-
vate property open to public travel,

 and to situations that

might not be readily apparent to road users. Warning
signs alert road users to conditions that might call for a
reduction of speed or an action in the interest of safety
and efficient traffic operations. [Reference 1, p. 108]

Most warning signs are diamond shaped,
 with black letter-

ing or symbols on a yellow background. A new lime-green
background is being introduced for warning signs dealing
with pedestrian and bicycle crossings, and school crossings.
A pennant shape is used for the "No Passing Zone" sign;
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Figure 4.11: Parking-Control Signs
(Source; Manual of Uniform Traffic ContwlDevices, Draft, Federal Highway Administration, Washington DC. December 2007, Fig 2B-7.)
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4

used in conjunction with passing restrictions on two-lane,
two-way rural highways. A rectangular shape is used for
some arrow indications. A circular shape is used for railroad
crossing warnings.

The MUTCD specifies minimum sizes for various
warning signs on different types of facilities. For the standard
diamond-shaped sign, minimum sizes range from 30 inches
by 30 inches to 36 inches by 36 inches. Larger signs are
generally permitted.

The MUTCD indicates that warning signs shall be used
only in conjunction with an engineering study or based on
engineering judgment. Although this is a fairly loose require-
ment, it emphasizes the need to avoid overuse of such signs.
A warning sign should be used only to alert drivers of condi-
tions that they could not be normally expected to discern on
their own. Overuse of warning signs encourages drivers to
ignore them, which could lead to dangerous situations.

When used, warning signs must be placed far enough in
advance of the hazard to allow drivers adequate time to perform
the required adjustments. Table 4.1 gives the recommended
advance placement distances for two conditions, defined as
follows:

. Condition A: High judgment required Applies where
the road user must use extra time to adjust speed and
change lanes in heavy traffic due to a complex driving
situation. Typical applications are warning signs for
merging, lane drop, and similar situations. A perception,
intellection, emotion, and volition (PDEV) time of 6.7 to

10.0 s is assumed plus 4.5 s foreach required maneuver.

. Condition B: Deceleration to the listed advisory

speed for the.condition. Applies in cases where the
road user must decelerate to a posted advisory speed
to safely maneuver through the hazard. A 1.6-s PIEV
time is assumed with a deceleration rate of lOft/s2

.

In all cases, sign visibility of 175 ft is assumed, based on sign-
design standards.

Supplementary panels indicating an advisory speed
through the hazard are being replaced by speed indications
directly on the warning sign itself. The advisory speed is the rec-
ommended safe speed through the hazardous area and is deter-
mined by an engineering study of the location. Although no
specific guideline is given, common practice is to use an advi-
sory speed panel wherever the safe speed through the hazard is
10 mi/h or more less than the posted or statutory speed limit.

Warning signs are used to inform drivers of a variety of
potentially hazardous circumstances, including:

. Changes in horizontal alignment

. Intersections

Advance warning of control devices

Converging traffic lanes

Narrow roadways

Changes in highway design

Grades

Roadway surface conditions

Railroad crossings

Entrances and crossings

Miscellaneous

Figure 4.12 shows some sample warning signs from these
categories.

Although not shown here, the MUTCD contains other
warning signs in special sections of the manual related to work
zones, school zones, and railroad crossings. The practitioner
should consult these sections of the MUTCD directly for more
specific information concerning these special situations.

4
.
3

.3 Guide Signs

Guide signs provide information to road users concerning desti-
nations, available services, and historical/recreational facilities.

They serve a unique purpose in that drivers who are familiar or
regular users of a route will generally not need to use them; they
provide critical information, however, to unfamiliar road users.
They serve a vital safety function: A confused driver approach-
ing a junction or other decision point is a distinct hazard.

Guide signs are rectangular, with the long dimension
horizontal, and they have white lettering and borders. The
background varies by the type of information contained on
the sign. Directional or destination information is provided by
signs with a green background; information on services is
provided by signs with a blue background; cultural, historical,
and/or recreational information is provided by signs with a
brown background. Route markers, included in this category,
have varying shapes and colors depending on the type and
jurisdictiob of the route.

The MUTCD provides guide-signing information for
three types of facilities: conventional roads, freeways, and
expressways. Guide signing is somewhat different from other
types in that overuse is generally not a serious issue, unless it
leads to confusion. Clarity and consistency of message is the
most important aspect of guide signing. Several general prin-
ciples may be applied:

1
.
 If a route services a number of destinations

,
 the

most important of these should be listed. Thus a
highway serving Philadelphia as well as several
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Table 4.1: Guidelines for Advance Placement of Warning Signs

Posted
or 85th-

Percentiie
Speed

Advance Placement Distance1,2

Condition A:

Speed
Reduction and

Lane Changing
in Heavy
Traffic3

Condition B: Deceleration to the listed advisory
speed (mph) for the condition3

04 10 20 30 40 50 60 70

20 mph
25 mph
30 mph
35 mph
40 mph
45 mph
50 mph
55 mph
60 mph
65 mph
70 mph
75 mph

725 ft

325 ft

460 ft

565 ft

670 ft

775 ft

885 ft

990 ft

1100 ft

1200 ft

1250 ft

1350 ft

100 ft7
100 ft7
100 ft7
100 ft7
125 ft

175 ft

250 ft

325 ft

400 ft

475 ft

550 ft

650 ft

N/A

N/A

N/A

6

6

6

6N/A'

100 ft7
125 ft

200 ft

275 ft

350 ft

425 ft

525 ft

625 ft

N/A6
N/A6
N/A6

100 ft7
100 ft7
175 ft

225 ft

325 ft

400 ft

500 ft

600 ft

N/A6
N/A6
100 ft7
125 ft

200 ft

275 ft

350 ft

450 ft

550 ft

N/A6
100 ft7
125 ft

200 ft

275 ft

375 ft

475 ft

6

7

N/A'

100 ft
175 ft

275 ft

375 ft

100 ft7
150 ft

250 ft 100 ft

Notes:

! For word message warning signs with more than four words or with letter heights of less than 6 inches, the advance placement distance is
100 feel more than the distance shown in this table in order to provide adequate legibility.

2 The distances are adjusted for a sign legibility distance of 180 feet for Condition A, which is based on a word legend height of 5 inches.

The distances for Condition B have been adjusted for a sign legibility distance of 250 feet, which is appropriate for an alignment warning
symbol sign.

Typical conditions are locations where the road user must use extra time to adjust speed and change lanes in heavy traffic because of a
complex driving situation. Typical signs are Merge and Right Lane Ends. The distances are determined by providing the driver a PRT of
14.0 to 14.5 seconds for vehicle maneuvers (2005 AASHTO Policy, Exhibit 3-3, Decision Sight Distance, Avoidance Maneuver E) minus
the legibility distance of 180 feet for the appropriate sign.

4 Typical condition is the warning of a potential stop situation. Typical signs are Stop Ahead, Yield Ahead, Signal Ahead, and Intersection
Warning signs. The distances are based on the 2005 AASHTO Policy, Exhibit 3-|, Stopping Sight Distance, providing a PRT of 2.5 seconds,

a deceleration rate of 11.2 feel/second2
, minus the sign legibility distance ofl 80 feet.

Typical conditions are locations where the road user must decrease speed to maneuver through the wamed condition. Typical signs are
Turn

, Curve, Reverse Turn, or Reverse Curve. The distance is determined by providing a 2.5 second PRT, a vehicle deceleration rate of
10 feel/second2

, minus the sign legibility distance of 250 feet.
h No suggested distances are provided for these speeds, as the placement location is dependent on site conditions and other signing.

An alignment warning sign may be placed anywhere from the point of curvature up to 100 feet in advance of the curve.
 However.

the alignment warning sign should be installed in advance of the curve and at least 100 feet from any other signs.

 7 The advance placement distance is listed as 100 feet to provide adequate spacing between signs.

(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Table 2C-4.)
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71 OROR

60

(a) Highway Aligmnent Warning Signs

y
5

(b) Advance Control Device Warning Signs

7

(c) Non-Vehicular Traffic Warning Signs

+

W2-6

I cfflctE |or| rowc*boutJ

(d) Intersection Warning Signs

Figure 4.12: Sample Warning Signs
(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007,
Figs 2C-1,2C-6,2C-10,2C-12.)
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lesser suburbs would consistently list Philadelphia
as the primary destination.

2
. No guide sign should list more than three (four may

be acceptable in some circumstances) destinations
on a single sign. This, in conjunction with the first
principle, makes the selection of priority destina-
tions a critical part of effective guide signing.

3
. Where roadways have both a name and a route num-

ber, both should be indicated on the sign if space per-
mits. In cases where only one may be listed, the route
number takes precedence. Road maps show route
numbers prominently, although not all facility names
are included. Unfamiliar drivers, therefore, are more

likely to know the route number than the facility name.

4
. Wherever possible, advance signing of important
junctions should be given. This is more difficult on
conventional highways, where junctions may be fre-
quent and closely spaced. On freeways and express-
ways, this is critical because high approach speeds
make advance knowledge of upcomingjunctions a
significant safety issue.

5
. Confusion on the part of the driver must be avoided

at all cost. Sign sequencing should be logical and
should naturally lead the driver to the desired route
selections. Overlapping sequences should be
avoided wherever possible. Left-hand exits and
other unusual junction features should be signed
extremely carefully.

The size, placement, and lettering of guide signs vary
considerably, and the manual gives information on numerous

options. A number of site-specific conditions affect these
design features, and there is more latitude and choice involved
than for other types of highway signs. The UTCD should be
consulted directly for this information.

Route Markers

Figure 4.13 illustrates route markers that are used on all num-
bered routes. The signs have unique designs that signify the type
of route involved. Interstate highways have a unique shield
shape, tfith red and blue background and white lettering. The
same design is used for designated 

"

business loops." Such loops
are generally a major highway that is not part of the interstate
system but one that serves the business area of a city from an
interchange on the interstate system. U.S. route markers consist
of black numerals on a white shield that is placed on a square
sign with a black background. State route markers are designed
by the individual states and, therefore, vary from state to state.
All county route markers, however, follow a standard design,

with yellow lettering on a blue background and a unique shape.
The name of the county is placed on the route marker. Routes in
national parks and/or national forests also have a unique shape
and have white lettering on a brown background.

Route markers may be supplemented by a variety of
panels indicating cardinal directions or other special purposes.
Special-purpose panels include JCT, ALT or ALTERNATE,

BY-PASS, BUSINESS, TRUCK, TO, END, and TEMPO-

RARY. Auxiliary panels match the colors of the marker they
are supplementing.

Chapter 17 includes a detailed discussion of the use of
route markers and various route marker assemblies for freeway s,
expressways, and conventional roads.

-

Interstate Route Sign     Off-Interstate Business      US. Route Sign
Route Sign

State Route Sign

Fores;

County Route Sign       Forest Route Sign

Figure 4.13: Route Markers Illustrated

{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 2D-3.)

0
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Destination Signs: Conventional Roads

Destination signs are used on conventional roadways to indi-
cate the distance to critical destinations along the route and to
mark key intersections or interchanges. On conventional roads,
destination signs use an all-capital white legend on a green
background. The distance in miles to the indicated destination
may be indicated to the right of the destination.

Destination signs are generally used at intersections of
U

.
S

.
 or state numbered routes with Interstate, U.S., state num-

bered routes, or junctions forming part of a route to such a
numbered route. Distance signs are usually placed on impor-
tant routes leaving a municipality of a major junction with a
numbered route.

Local street name signs are recommended for all sub-
urban and urban junctions as well as for major intersections
at rural locations. Local street name signs are categorized
as conventional roadway destination signs. Figure 4.14
illustrates a selection of these signs.

Destination Signs: Freeways and Expressways

Destination signs for freeways and expressways are similar,
although there are different requirements for size and placement
specified in the MUTCD. They differ from conventional road
guide signs in a number of ways:

. Destinations are indicated in initial capitals and small .
letters.

. Numbered routes are indicated by inclusion of the
appropriate marker type on the guide sign.

. Exit numbers are included as auxiliary panels located
at the upper right or left corner of the guide sign.

. At major junctions, diagrammatic elements may be
used on guide signs.

As for conventional roadways, distance signs are
frequently used to indicate the mileage to critical destinations
along the route. Every interchange and every significant at-grade
intersection on an expressway is extensively signed with advance
signing as well as with signing at the junction itself.

The distance between interchanges has a major impact
on guide signing. Where interchanges are widely separated,

advance guide signs can be placed as much as 5 or more miles
from the interchange and may be repeated several times as the
interchange is approached.

In urban and suburban situations, where interchanges are
closely spaced, advanced signing is more difficult to achieve.

Advance signing usually gives information only concerning the
next interchange, to avoid confusion caused by overlapping
signing sequences. The only exception to this is a distance sign
indicating the distance to the next several interchanges. Thus,

 in

urban and suburban areas with closely spaced interchanges,
 the

advance sign for the next interchange is placed at the last
off-ramp of the previous interchange.

A wide variety of sign types are used in freeway and
expressway destination signing. A few of these are illustrated
in Figure 4.15.

Figure 4.15(a) shows a typical advance exit sign. These
are placed at various distances-from the interchange in
accordance with the overall signing plan. The number and
placement of advance exit sign is primarily dependent on
interchange spacing. Figure 4.15(b) depicts a "next exit"
panel. These may be placed below an exit or advance exit
sign. The supplemental multiple exit sign of Figure 4.15(c) is
used where separate ramps exist for the two directions of the

Puiaski

 Brookfield

Onondaga 

Horton

Hanover

Liberty

c
 Rochester 55

Buffalo 14 | LockportIO

f Troy
4- Utica

Albany

35

15

30

Figure 4.14: Destination Signs for Conventional Roads
(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 2D-8.)
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Metropolis
Utopia

EXITS 2 MILES

NEXT EXIT

9 MILES

Newton

exit 133 A

Llndale
exit 133 B

(a) Advance Interchange Sign   (b) Next Exit Panel    (c) Supplemental Multiple
Exit Sign

;EXIT 211 Ai

EXIT

44
(d) Gore Area Exit Sign

fW West

Utopia

(e) Exit Direction Sign

EXIT 27

.
2a

West

Dallas

WEst    i
Lindale !

(g) Left Exit Sign(f) PuB-Through Sign

Figure 4.15: Sample Freeway and Expressway Destination Signs
{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007.
Figs 2E-l,2E-8,2E-15,2E-.16,2 17,2E-20,2E-22.)

connecting roadway. It is generally placed after the last
advance exit sign and before the interchange itself. The gore
area exit sign of Figure 4.15(d) is placed in the gore area and
is the last sign associated with a given ramp connection! Such
signs are usually mounted on breakaway sign posts to avoid
serious damage to vehicles straying into the gore area.
Figure 4.15(e) is an exit direction sign, which is posted at the
location of the diverge and includes an exit number panel.
The "pull-through" sign of Figure 4.15(f) is used primarily in
urban or other areas with closely spaced interchanges. It is
generally mounted on overhead supports next to the
exit direction sign.

 It reinforces the direction for drivers

intending to continue on the freeway. The final illustration,

Figure 4.15(g), is a left-side exit sign. The exit number tab is
or the left side of the sign and a warning panel provide
additional emphasis.

Chapter 17 contains a detailed discussion of guide signing
for freeways, expressways, and conventional roadways.

Service Guide Signs

Another important type of information drivers require is direc-
tions to a variety of motorists' services. Drivers, particularly
those who are unfamiliar with the area

, need to be able to easily
locate such services as fuel, food

, lodging, medical assistance,
and similar services. The MUTCD provides for a variety of
signs, all using white legend and symbols on a blue background,

to convey such information. In many cases, symbols are used to
indicate the type of service available. On freeways, large signs
using text messages may be used with exit number auxiliary
panels. The maximum information is provided by freeway signs
that indicate the actual brand names of available services (gas
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EXIT 55 EXIT 55

FOOD - PHONE

GAS - LODGING

HOSPITAL

CAMPING C Ha
(a) General Service Infonnatkm Signs

GAS - EXIT 44

GAS - EXIT 211

LODGING - EXIT 211

n
(b) Specific Service Infonnatkm Signs

Figure 4.16: Service Information Signs
{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007,
Fig2F-3,2G-l.)

companies, restaurant names, etc.). Figure 4.16 illustrates some
of the signs used to provide motorist service information.

There are a number of guidelines for specific service
signing. No service should be included that is more than
3 miles from the freeway interchange. No specific services
should be indicated where drivers cannot easily reenter the
freeway at the interchange.

Specific services listed must also conform to a number
of criteria regarding hours of operations and specific functions
provided. All listed services must also be in compliance with
all federal, state, and local laws and regulations concerning
their operation. Consult the MUTCD directly for the details of
these requirements.

Service guide signs on conventional highways are similar
to those of Figure 4.16 but do not use exit numbers or auxiliary
exit number panels.

Recreational and CuKuraMnterest Guide Signs

Information on historic, recreational, and/or cultural-

interest areas or destinations is given on signs with white
legend and/or symbols on a brown background. Symbols
are used to depict the type of activity but larger signs with

i

word messages may be used as well. Figure 4.17 shows
some examples of these signs. The millennium edition
of the MUTCD has introduced many more acceptable sym-
bols and should be consulted directly for illustrations
of these.

Mileposts

Mileposts are small 6 X 9-in vertical white-on-green
panels indicating the mileage along the designated route.
These are provided to allow drivers to estimate their
progress along a route and provide a location system for
accident reporting and other emergencies that may occur
along the route. Distance numbering is continuous within a
state, with "zero

"

 beginning at the south or west state lines
or at the southern-most or western-most interchange at
which the route begins. Where routes overlap, mileposts are
continuous only for one of the routes. In such cases,
the first milepost beyond the overlap should indicate the
total mileage traveled along the route that is not continu-
ously numbered and posted. On some freeways,

 markers

are placed every tenth of a mile for a more precise location 1
system. :
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(a) Directional Signs with Arrow

Yellowstone

National Park

2 MILES

Great Smoky Mts
National Park i

(b) Text Legend Cultural-Interest Signs

Figure 4.17: Recreational and Cultural Interest Signs
{Source: Manual of Uniform Traffic Control Dev/cej, Draft, Federal Highway Administration, Washington DC, December 2007, Figs 2J-1, 2J-2.)

1

4
.4 Traffic Signals

The MUTCD defines nine types of traffic signals:

. Traffic control signals

. Pedestrian signals

. Emergency vehicle traffic control signals

. Traffic control signals for one-lane, two-way facilities

. Traffic control signals for freeway entrance ramps

. Traffic control signals for movable bridges

. Lane-use control signals

. Flashing beacons

. In-roadway lights

The most common of these is the traffic control signal,
iKed at busy intersections to direct traffic to alternately stop
and move

.

4
.
4

.1 Traffic Control Signals

Traffic signals are the most complicated form of traffic control
devices available to traffic engineers. The MUTCD addresses:

. Physical standards for signal displays, including lens
sizes, colors (specific pigments), arrangement of
lenses within a single signal head, arrangement and
placement of signal heads within an intersection, vis-
ibility requirements, and so on.

. Definitions and meaning of the various indications
authorized for use.

. Timing and sequence restrictions.

. Maintenance and operations criteria.

There are two important guidelines regarding operation
of traffic signals: (1) traffic control signals must be in opera-
tion at all times; and (2) STOP signs shall not be used in
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conjunction with a traffic control signal unless it is operating
in the RED-flashing mode at all times.

No traffic signal should ever be "dark," that is, showing
no indications. This is particularly confusing to drivers and can
result in accidents. Any accidents occuning while a signal is in .
the dark mode are the legal responsibility of the agency operat-
ing the signal in most states. When signals are inoperable,
signal heads should be bagged or taken down to avoid such
confusion. In power outages, police or other authorized agents
should be used to direct traffic at all signalized locations.

The second principle relates to a common past practice-
turning off signals at night and using STOP control during
these hours. The problem is that during daytime hours, the
driver may be confronted with a green signal and a STOP sign.
This is extremely confusing and is no longer considered appro-
priate. The use of STOP signs in conjunction with permanent
operation of a red flashing light is permissible because the legal
interpretation of a flashing red signal is the same as that of a
STOP sign.

Signal Warrants

Traffic signals, when properly installed and operated at appro-
priate locations, provide a number of significant benefits:

. With appropriate physical designs, control measures,

and signial timing, the capacity of critical intersection
movements is increased.

. The frequency and severity of accidents is reduced
for certain types of crashes, including right-angle,
tum, and pedestrian accidents.

. When properly coordinated, signals can provide for
nearly continuous movement of through traffic along
an arterial at a designated speed under favorable
traffic conditions.

. They provide for interruptions in heavy traffic
streams to permit crossing vehicular and pedestrian
traffic to cross safely.

At the same time, misapplied or poorly designed signals
can cause excessive delay, signal violations, increased accidents
(particularly rear-end accidents), and drivers rerouting their trips
to less appropriate routes.

The MUTCD provides very specific warrants for the use
of traffic control signals. These warrants are far more detailed
than those for other devices, due to their very high cost (relative
to other control devices) and the negative impacts of their mis-
application. Thus the manual is clear that traffic control signals

0 shall be installed only at locations where an engineering study
has indicated that one or more of the specified warrants has

been met, and that application of signals will improve safety
and/or capacity of the intersection. The manual goes further; if
a study indicates that an existing signal is in place at a location
that does not meet any of the warrants, it should be removed
and replaced with a less severe form of control.

The MUTCD details nine different warrants
, any one of

which may indicate that installation of a traffic control signal
is appropriate. Chapter 18 contains a detailed treatment of
these warrants and their application as part of an overall
process for determining the appropriate form of intersection
control for any given situation.

Signal Indications

The MUTCD defines the meaning of each traffic control
signal indication as follows:

. Green ball. A steady green circular indication allows
vehicular traffic facing the ball to enter the intersec-
tion to travel straight through the intersection or to
turn right or left, except when prohibited by lane-use
controls or physical design. Turning vehicles must
yield the right-of-way to opposing through vehicles
and to pedestrians legally in a conflicting crosswalk.
In the absence of pedestrian signals, pedestrians may
proceed to cross the roadway within any legally
marked or unmarked crosswalk. 

. Yellow ball
. The steady yellow circular indication is a 0

transition between the Green Ball and the Red Ball

indication. It warns drivers that the related green move-
ment is being terminated or that a red indication will
immediately follow. In most states, drivers are allowed
to legally enter the intersection during a "yellow"
display. Some states, however, only allow the driver to
enter on "yellow

"

 if they can clear the intersection
before the "yellow" terminates. This is very difficult for
drivers, however, because they do not know when the
"

yellow
" is timed to end. Where no pedestrian signals

are in use, pedestrians may not begin crossing a streel
during the "yellow" indication.

. Red ball
. The steady red circular indication requires 1

all traffic (vehicular and pedestrian) facing it to stop
at the STOP line, crosswalk line (if no STOP line
exists), or at the conflicting pedestrian path (if no
crosswalk or STOP line exists). All states allow right-
turning traffic to proceed with caution after stopping-
unless specifically prohibited by signing or statute
Some states allow left-turners from one one-wa)

street turning into another to proceed with caution
after stopping, but this is far from a universal statute
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. Flashing ball. A flashing "yellow
" allows traffic to

proceed with caution through the intersection. A
flashing "red" has the same meaning as a STOP
sign-the driver may proceed with caution after
coming to a complete stop.

. Arrow indications. Green, yellow, and red arrow indi-
cations have the same meanings as ball indications,
except that they apply only to the movement desig-
nated by the arrow. A green left-tum arrow is only used
to indicate a protected left turn (i.e., a left turn made on
a green arrow will not encounter an opposing vehicular
through movement). Such vehicles, however, may
encounter pedestrians legally in the conflicting cross-
walk and must yield to them. A green right-turn arrow
is shown only when there are no pedestrians legally in
the conflicting crosswalk. Yellow arrows warn drivers
that the green arrow is about to terminate. The yellow
arrow may be followed by a green ball indica-
tion where the protected left- and/or right-turning
movement is followed by a permitted movement.
A "permitted" left turn is made against an opposing
vehicular flow. A "

permitted
"

 right turn is made
against a conflicting pedestrian flow. It is followed by a
red arrow (or red ball) where the movement must stop.

The MUTCD provides additional detailed discussion on
how and when to apply various sequences and combinations
of indications.

Signal Faces and Visibility Requirements

in general, a signal face should have three to five signal
lenses

, with some exceptions allowing for a sixth to be shown.
Two lens sizes are provided for: 8-inch diameter and 12-inch
lenses. The manual now mandates the use of 12-inch lenses

for aWjiew signal installations, except when used as a supple-
mental signal for pedestrian use only or when used at very
closely spaced intersections where visibility shields cannot be
used effectively. Eight-inch lenses at existing installations
may be kept in place for their useful service life. If replaced,
they must be replaced with 12-inch lenses.

Table 4.2 shows the minimum visibility distances
required for signal faces. A minimum of two signal faces
must be provided for the major movement on each approach,

even if the major movement is a turning movement.
 This

requirement provides some measure of redundancy in case of
an unexpected bulb failure.

The arrangement of lenses on a signal face is also
limited to approved sequences. In general, the red ball must be
at the top of a vertical signal face or at the left of a horizontal

Table 4.2: Minimum Sight Distances
for Signal Faces

SSth-Percentile

Speed (mph)
MinimunrSight
Distance (feet)

20

25

30

35

40

45

50

55

60

175

215

270

325

390

460

540

625

715

{Source: Manual of Uniform Traffic Control
Devices, Draft, Federal Highway Administration,

Washington DC, December 2007, Table 4D-1.)

signal face, followed by the yellow and green. Where arrow
indications are on the same signal face as ball indications, they
are located on the bottom of a vertical display or right of a hor-
izontal display. Figure 4.18 shows the most commonly used
lens arrangements. The MUTCD contains detailed discussion
of the applicability of various signal face designs.

Figure 4.19 illustrates the preferred placement of signal
faces. At least one of the two required signal faces for the major
movement must be located between 40 and 150 ft of the STOP

line, unless the physical design of the intersection prevents it.

Horizontal placement should be within 20° of the centeriine of
the approach, facing straight ahead.

Figure 4.20 illustrates the standard for vertical placement
of signal faces that are between 40 and 53 ft from the STOP
line. The standard prescribes the maximum height of the top of
the signal housing above the pavement.

Operational Restrictions

Continuous operation of traffic control signals is critical for
safety. No signal face should ever be "dark" (i.e., with

no lens illuminated). In cases where signalization is not
deemed necessary at night, signals must be operated in the
flashing mode ("yellow" for one street and "red" for
the other). Signal operations must also be designed to
allow flashing operation to be maintained even when the sig-
nal controller is undergoing maintenance or replacement.

When being installed, signal faces should be bagged and
turned to make it obvious to drivers that they are not in operation.

Signals should be made operational as soon as possible after
installation-again, to minimize possible confusion to drivers.

0
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(b) Typkai Signal Face Displays for
Fully-Protected Left Turn

(c) Typical Signal Face Displays for Permitted
Only or Protected/Permitted Phasing

Figure 4.18: Typical Signal Face Arrangements Illustrated
{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figs 4D-2,
4D-8,4D-9.)

Bulb maintenance is a critical part of safe signal oper-
ation because a burned-out bulb can make a signal face
appear to be 

"dark" during certain intervals. A regular bulb-
replacement schedule must be maintained. It is common to
replace signal bulbs regularly at about 75% to 80% of their
expected service life |o avoid burnout problems. Other mal-
functions can lead to other nonstandard indications appear-

to the flashing mode in the event of most malfunctions. Most
signal agencies maintain a contract with a private mainte-
nance organization that requires rapid response (in the order
of 15 to 30 minutes) to any reported malfunction. The
agency can also operate its own maintenance group under
similar rules. Any accident occurring during a signal
malfunction can lead to legal liability for the agency witli

ing, although most controllers are programmed to fall back jurisdiction.
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fa

Location of signal heads within these areas;

{771 200 mm (8 in) or 300 mm (12 in) 
L- - l signal indications
IXXl 300 mm (12 in) signal indications, unless
'v ' a near-side signal face is used

[ \\| 300 mm (12 in) signal indications

\

T
55 rn****

(180 ft)

1 -v;-

1 wis 3 m (10 ft)

* Minimum distance of signal faces from
stop line.

** Maximum distance from stop line for
200 mm (8 in) signal faces, unless a
near-side signal face is used.

*** Maximum distance from stop line for
200 mm (8 in) signal faces when near-side
supplemental signal face is used,

Maximum distance from stop line for
300 mm (12 in) signal faces, unless a near-side
supplemental signal face is used.

****

Note: Although existing 200 mm (8 in) signal faces may be retained for the remainder
of their useful service life, all hew signal faces shall have 300 mm (12 in) signal
indications (see Section 4D.05).

Figure 4.19: Horizontal Location of Signal Faces

{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 4D-4.)

:

4
.4.2 Pedestrian Signals

The MUTCD has mandated the use of pedestrian signals that
had been introduced as options to replace older "WALK" and
"

DON'T WALK" designs:

. Walking man (steady). The new 
"WALK" indication

is the image of a walking person in the color white.

This indicates that it is permissible for a pedestrian to
enter the crosswalk to begin crossing the street.

Upraised hand (flashing). The new "DON'T WALK"
indication is an upraised hand in the color Portland
orange. In the flashing mode, it indicates that no
pedestrian may enter the crosswalk to begin crossing
the street but that those already crossing may con-
tinue safely.

0
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Figure 4.20: Vertical Location of Signal Faces
{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Fig 4D-5.)
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. Upraised hand (steady). In the steady mode, the
upraised hand indicates that no pedestrian should
begin crossing and that no pedestrian should still be
in the crosswalk.

In previous manuals, a flashing "WALK" indication
was an option that could be used to indicate that right-turning
vehicles may be conflicting with pedestrians legally in the
crosswalk. The new manual does not permit a flashing
WALKING MAN, effectively discontinuing fhis practice.

Figure 4.21 shows the new pedestrian signals. Note that
both the UPRAISED HAND and WALKING MAN symbols

should be shown in the form of a solid image. They may be
located side-by-side on a single-section signal or arranged
vertically on two-section signal. The UPRAISED HAND is
on the left or on top in these displays. When not illuminated,

neither symbol should be readily visible to pedestrians at the
far end of the crosswalk.

Chapters 21 and 22 discuss the use and application of
pedestrian signals in the context of overall intersection control
and operation. They include a discussion of when and where
pedestrian signals are mandated as part of a signalization
design.

OR

Hi

OneSectioa Two Section

Figure 421: Typical Pedestrian Signals

(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Warrington DC, December 2007, Fig 4E-1.)
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4.

3 Other Traffic Signals

The MUTCD provides specific criteria for the design, place-

ment, and use of a number of other types of signals, including:

. Beacons

. In-roadway lights

. Lane-use control signals

. Ramp control signals (or ramp meters)

Beacons are generally used to identify a hazard or call attention
to a critical control device, such as a speed limit sign, a STOP or
YIELD sign, or a DO NOT ENTER sign. Lane-use control sig-
nals are used to control reversible lanes on bridges, in tunnels,
and on streets and highways.

4
.
4

.4 Traffic Signal Controllers

Modem traffic signal controllers are a complex combination
of hardware and software that implements signal timing and
ensures that signal indications operate consistently and con-

tinuously in accordance with the programmed signal timing.
Each signalized intersection has a controller dedicated to
implementing the signal-timing plan at that intersection. In
addition, master controllers coordinate the operation of.many

signals, allowing signals along an arterial or in a network to
be coordinated to provide progressive movement and/or other
arterial or network control policies.

Individual traffic controllers may operate in the pretimed
or actuated mode. In pretimed operation, the sequence and
liming of every signal indication is preset and repeated in each
signal cycle. In actuated operation, the sequfence and timing of
some or all of the green indications may change on a cycle-by-
cycle basis in resjwnse to detected vehicular and pedestrian
demand. Chapter 20 discusses the timing and design of pretimed
signals. Chapter21 discusses the timing and design of semiactu-
uted and fully actuated signals.

Traffic controllers implement signal timing designs.
They are connected to display hardware,

 which consists of

various traffic control and pedestrian signal faces that
inform drivers and pedestrians of when they may legally
proceed. Such display hardware also includes various types
of supporting structures.

 Where individual intersection con-

irol and/or the signal system has demand-responsive ele-
ments

, controllers must be connected with properly placed
detectors that provide information on vehicle and/or pedes-
trian presence that interacts with controllers to determine
;ind implement a demand-responsive signal timing pattern.

Chapter 19 contains a more detailed discussion of street

hardware, detectors, and their placement as part of an inter-
section design.

The Manual of Traffic Control Devices [6] and the
Traffic Detector Handbook [7] are standard traffic engineer-
ing references that provide significant detail on all elements
of traffic signal hardware.

Standards for Traffic Signal Controllers

The National Electrical Manufacturers Association (NEMA)
is the principal trade group for the electronics industry in the
United States. Its Traffic Control Systems Section sets manu-
facturing guidelines and standards for traffic control hardware
[8]. The group's philosophy is to encourage industry stan-
dards that:

. Are based on proven designs

. Are downward compatible with existing equipment

. Reflect state-of-the-art reliability and performance

. Minimize the potential for malfunctions

NEMA standard? are not product designs but rather
descriptions and performance criteria for various product cate-
gories. The standards cover such products as solid-state
controllers, load switches

, conflict monitors, loop detectors,

flashers, and terminals and facilities. Reference 9 provides a
good overview of what the NEMA standards mean and imply.

NEMA does not preclude any manufacturer from mak-
ing and selling a nonconforming product. Many funding
agencies, however, require the Use of hardware conforming to
the latest NEMA standards.

Two other standards also exist. In New York State
,
 stan-

dards for the Type 170 controller have been developed and
extensively applied. In California, standards for the Type
2070 controller have been similarly developed and imple-
mented. Both have similar features but are implemented using
different hardware and software architecture.

4
.5 Special Types of Control

Although not covered in this chapter, the MUTCD contains sig-
nificant material covering special control situations, including:

. School zones

. Railroad crossings

. Construction and maintenance zones

. Pedestrian and bicycle controls

These situations invariably involve a combination of signing,

markings, and/or signals for fully effective control.
 Consult
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the MUTCD directly for details on these and other applica-
tions not covered here.

4
.6 Summary and Conclusion

This chapter has provided an introduction and overview to the
design, placement, and use of traffic control devices. The
MUTCD is not a stagnant document, and updates and revisions
are continually being issued. Thus it is imperative that users con-
sult the latest version of the manual and all of its formal revisions.

For convenience, the MUTCD can be accessed online at

mutcd.fhwa.gov/kno-millennium.htm or through the federal
highway administration home Web site-www.fhwa.dot.com.
This is a convenient way of using the manual because all updates
and revisions are always included. Similarly, virtually every sig-
nal manufacturer has a Web site that can be accessed to review

detailed specifications and characteristics of controllers and other
signal hardware and software. A directory of Web sites related to
traffic control devices may be found at www.traffic-signak.com.

The use of the manual is discussed and illustrated in a

number of other chapters of this text: Chapter 18 for signal
warrants and warrants for STOP and YIELD control. Chapter
17 for application of traffic control devices on freeways and
rural highways, and Chapter 19 for application of control
devices as part of intersection design.
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Problems

4-1
. Define the following terms with respect to their mean-

ing in the millennium edition of the MUTCD: standard,

guideline, option, and support.

4-2
. Describe how color, shape, and legend are used to convey

and reinforce messages given by traffic control devices.

4-3
. Why should overuse of regulatory and warning signs be

avoided? Why is this not a problem with guide signs?
4-4

. How far from the point of a hazard should the follow-
ing warning signs be placed?

(a) A "STOP ahead" warning sign on a road with a
posted speed limit of 50 mi/h.

(b) A "curve ahead" warning sign with an advisory
speed of 30 mi/h on a road with a posted speed limit
of 45 mi/h.

(c) A "merge ahead" warning sign on a ramp with an
85th percentile speed of 35 mi/h.

4-5
. Select a I-mile stretch of freeway in your vicinity.

Drive one direction of this facility with a friend or col-
league. The passenger should count and note the num-
ber and type of traffic signs encountered. Are any of
them confusing? Suggest improvements as appropriate.
Comment on the overall quality of the signing in the
test section.

4-6. Select one signalized and one STOP or YIELD con-
trolled intersection in your neighborhood. Note the
placement of all devices at each intersection. Do they
appear to meet MUTCD standards? Is visibility of al'
devices adequate? Comment on the effectiveness of
traffic controls at each intersection.

0
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i Traffic Stream
Characteristics

Traffic streams are made up of individual drivers and vehi-
cles interacting with each other and with the physical
elements of the roadway and its general environment.
Because both driver behavior and vehicle characteristics

vary, individual vehicles within the traffic stream do not
behave in exactly the same manner. Further, no two traffic
streams will behave in exactly the same way, even in similar
circumstances, because driver behavior varies with local

characteristics and driving habits.
Dealing with traffic, therefore  involves an element of

variability. A flow of water through channels and pipes of
defined characteristics will behave in an entirely predictable
fashion

, in accord with the laws of hydraulics and fluid flow.
A given flow of traffic through streets and highways of
defined characteristics will vary with both time and location.
Thus the critical challenge of traffic engineering is to plan and
design for a medium that is not predictable in exact terms-
one that involves both physical constraints and the complex
behavioral characteristics of human beings.

Fortunately, although exact characteristics vary, there is
a reasonably consistent range of driver and, therefore, traffic
stream behavior

. Drivers on a highway designed for a safe
speed of 60 mi/h may select speeds in a broad range (perhaps
45 to 65 mi/h): few, however, will travel at 80 mi/h or at
20 mi/h

.

In describing traffic streams in quantitative terms, the
purpose is both to understand the inherent variability in their

characteristics and to define normal ranges of behavior.
 To do

so, key parameters must be defined and measured.
 Traffic

engineers analyze, evaluate, and ultimately plan improve-
ments to traffic facilities based on such parameters and their
knowledge of normal ranges of behavior.

This chapter focuses on the definition and description
of the parameters most often used for this purpose and on the
characteristics normally observed in traffic streams.

 These

parameters are, in effect, the traffic engineers measure of
reality, and they constitute a language with which traffic
streams are described and understood.

5
.1  Types of Facilities

Traffic facilities are broadly separated into two principal
categories:

. Unintemipted flow

. Interrupted flow

Uninterrupted flow facilities have no external interrup-
tions to the traffic stream. Pure uninterrupted flow exists
primarily on freeways, where there are no intersections at
grade, traffic signals, STOP or YIELD signs, or other
interruptions external to the traffic stream itself.

 Because such

facilities have full control of access
,
 there are no intersections

0
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at grade, driveways, or any forms of direct access to abutting
lands. Thus the characteristics of the traffic stream are based

solely on the interactions among vehicles and with the
roadway and the general environment.

Although pure uninterrupted flow exists only on
freeways, it can also exist on sections of surface highway,
most often in rural areas, where there are long distances
between fixed interruptions. Thus uninterrupted flow
may exist on some sections of rural two-lane highways
and rural and suburban multilane highways. As a very
general guideline, it is believed that uninterrupted flow
can exist in situations where the distance to the last traffic

signal or other significant fixed interruption is more than
2 miles.

Remember that the term uninterrupted flow refers to a
type of facility, not the quality of operations on that facility.
Thus a freeway that experiences breakdowns and long delays
during peak hours is still operating under uninterrupted flow.
The causes for the breakdowns and delay are not external to the
traffic stream but arc caused entirely by the internal interactions
within the traffic stream.

Interrupted flow facilities are those that incorporate
fixed external interruptions into their design and operation.
The most frequent and operationally significant external
interruption is the traffic signal. The traffic signal alterna-
tively starts and stops a given traffic stream, creating a
platoons of vehicles progressing down the facility. Other
fixed interruptions include STOP and YIELD signs,
unsignalized at-grade intersections, driveways, curb park-
ing maneuvers, and other land-access operations. Virtually
al} urban surface streets and highways are interrupted flow
facilities.

The major difference between uninterrupted and inter-
rupted flow facilities is the impact of time. On uninterrupted
facilities, the physical facility is available to drivers and vehicles
at all times. On a given interrupted flow, facility, movement is
periodically barred by 

"red"

 signals. The signal timing, therefore,
limits access to particular segments of the facility in time.
Further, rather than a continuously moving traffic stream, at traf-
fic signals, the traffic stream is periodically stopping and starting
again.

Interrupted flow, therefore, is more complex than
uninterrupted flow. Although many of the traffic flow
parameters described in this chapter apply to both types of
facilities, this chapter focuses primarily on the characteris-
tics of uninterrupted flow. Many of these characteristics may
also apply within a moving platoon of vehicles on an inter-
rupted flow facility. Specific characteristics of traffic inter-
ruptions and their impact on flow are discussed in detail in
Chapters 6 and 20.

5.2 Traffic Stream Parameters

Traffic stream parameters fall into two broad categories
.

Macroscopic parameters describe the traffic stream as a
whole; microscopic parameters describe the behavior of indi-
vidual vehicles or pairs of vehicles within the traffic stream

.

The three principal macroscopic parameters that describe
a traffic stream are (I) volume or rate of flow

, (2) speed, and
(3) density. Microscopic parameters include (1) the speed of
individual vehicles, (2) headway, and (3) spacing.

5
.
2
.1 Volume and Rate of Flow

Traffic volume is defined as the number of vehicles passing a
point on a highway, or a given lane or direction of a highway,
during a specified time interval. The unit of measurement for
volume is simply 

"vehicles
,

"

 although it is often expressed as
"

vehicles per unit time.
" Units of time used most often are

"

per day
"

 or "per hour." .
Daily volumes are used to establish trends over time

and for general planning purposes. Detailed design or control
decisions require knowledge of hourly volumes for the peak
hour(s) of the day.

Rates of flow are generally stated in units of "vehicles per
hour" but represent flows that exist for periods of time less than
one hour. A volume of 200 vehicles observed over a 15-minute

period may be expressed as a rate of 200 X 4 = 800
vehicles/hour, even though 800 vehicles would not be observed
if the full hour was counted. The 800 vehicles/hour becomes a

rate of flow that exists for a 15-minute interval.

Daily Volumes

As noted, daily volumes are used to document annual trends
in highway usage. Forecasts based on observed trends can be
used to help plan improved or new facilities to accommodate
increasing demand.

Four daily volume parameters are widely used in traffic
engineering:

. Average annual daily traffic {AADT). The average
24-hour volume at a given location over a full 365-
day year, the number of vehicles passing a site in a
year divided by 365 days (366 days in a leap year)

. Average annual weekday traffic {AAWT).
 The aver-

age 24-hour volume occurring on weekdays over a
full 365-day year, the number of vehicles passing2
site on weekdays in a year divided by the number of
weekdays (usually 260).
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i

. Average daily traffic (ADT). The average 24-hour
volume at a given location over a defined time period
less than one year; a common application is to measure
an ADT for each month of the year.

. Average weekday traffic (AWT). The average 24-hour
weekday volume at a given location over a defined
time period less than one year; a common application
is to measure an AWT for each month of the year.

All of these volumes are stated in terms of vehicles per

day (veh/day). Daily volumes are generally not differentiated
by direction or lane but are totals for an entire facility at the
designated location.

Table 5.1 illustrates the compilation of these daily
volumes based on one year of count data at a sample location.

The data in Table 5.1 is in a form that conies from a per-
manent count location (i.e., a location where automated
detection of volume and transmittal of counts electronically to
a central data bank is in place). Average weekday traffic
(AWT) for each month is found by dividing the total monthly
weekday volume by the number of weekdays in the month
(Column 5 Column 2). The average daily traffic is the total
monthly volume divided by the number of days in the month
(Column 4 h- Column 3). Average annual daily traffic is the

Table 5.1: Illustration of Daily Volume Parameters

total observed volume for the year divided by 365 days/year.

Average annual weekday traffic is the total observed volume
on weekdays divided by 260 weekdays/year.

The sample data of Table 5.1 gives a capsule descrip-
tion of the character of the facility on which it was measured.

Note that ADTs are significantly higher than AWTs in each
month. This suggests that the facility is serving a recreational
or vacation area, with traffic strongly peaking on weekends.

Also, both AWTs and ADTs are highest during the summer
months, suggesting that the facility serves a warm-weather
recreational/vacation area. Thus, if a detailed study were
needed to provide data for an upgrading of this facility,

 the

period to focus on would be weekends during the summer.

Hourly Volumes

Daily volumes, although useful for planning purposes,
 cannot

be used alone for design or operational analysis purposes.
Volume varies considerably over the 24 hours of the day,

 with

periods of maximum flow occurring during the morning and
evening commuter "rush hours." The single hour of the day
that has the highest hourly volume is referred to as the peak
hour. The traffic volume within this hour is of greatest interest
to traffic engineers for design and operational analysis usage.

1.

Month

2
.

No. of

Weekdays
in Month

(days)

3.

Total

Days in
Month

(days)

4
.

Total

Monthly
Volume

(vehs)

5.

Total

Weekday
Volume

(vehs)

6.

AWT

5/2

(veh/day)

7
.

ADT

4/3

(veh/day)

Jan

Feb

Mar

Apr
May
Jun

Jul

Aug
Sep
Oct

Nov

Dec

22

20

22

22

21

22

23

21

22

22

21

22

31

28

31

30

31

30

31

31

30

31

30

31

425,000

410,000

385,000

400,000

450,000

500,000

580,000

570,000

490,000

420,000

415,000

400,000

208,000

220,000

185,000

200.000

215,000

230,000

260,000

260,000

205,000

190,000

200,000

210.000

9
,
455

11,000

8
,
409

9
,
091

10,238

10,455

11,304

12,381

9
,
318

8
,
636

9
,
524

9
,
545

13,710

14,643

12,419

13,333

14,516

16,667

18,710

18,387

16,333

13,548

13,833

12,903

Total 260 365 5
,
445,000 2

,
583,000

AADT = 5,445,000/365

AAWT = 2 83,000/260

14,918 veh/day

9
,935 veh/day
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The peak-hour volume is generally stated as a directional
volume (i.e., each direction of flow is counted separately).

Highways and controls must be designed to adequately
serve the peak-hour traffic volume in the peak direction of flow.
Because traffic going one way during the morning peak is
going the opposite way during the evening peak, both sides of a
facility must generally be designed to accommodate the peak
directional flow during the peak hour. Where the directional
disparity is significant, the concept of reversible lanes is
sometimes useful. Washington, DC, for example, makes exten-
sive use of reversible lanes (direction changes by time of day)
on its many wide boulevards and some of its freeways.

In design, peak-hour volumes are sometimes estimated
from projections of the AADT. Traffic forecasts are most often
cast in terms of AADTs based on documented trends and/or

forecasting models. Because daily volumes, such as the
AADT, are more stable than hourly volumes, projections can
be more confidently made using them. AADTs are converted
to a peak-hour volume in the peak direction of flow. This is
referred to as the "directional design hour volume" (DDHV)
and is found using the following relationship:

DDHV = AADT * K* D (5-1)

where: K = proportion of daily traffic occurring during the
peak hour

D - proportion of peak hour traffic traveling in the peak
direction of flow.

For design, the £ factor often represents the proportion
of AADT oceuning during the 30th peak hour of the year. If
the 365 peak-hour volumes of the year at a given location are
listed in descending order, the 30th peak hour is 30th on the
list and represents a volume that is exceeded in only 29 hours
of the year. For rural facilities, the 30th peak hour may have a
significantly lower volume than the worst hour of the year
because critical peaks may occur only infrequently. In such
cases, it is not considered economically feasible to invest
large amounts of capital in providing additional capacity that
will be used in only 29 hours of the year. In urban cases,
where traffic is frequently at capacity levels during all daily
commuter peaks, the 30th peak hour is often not substantially
different from the highest peak hour of the year.

Factors K and D are based on local or regional character-
istics at existing locations. Most state highway departments, for
example, continually monitor these proportions and publish
appropriate values for use in various areas of the state. The K
factor decreases with increasing development density in the
areas served by the facility. In high-density areas, substantial
demand during off-peak periods exists. This effectively lowers

the proportion of traffic occunring during the peak hour of the li
day. The volume generated by high-density development is r
generally larger than that generated by lower-density areas. 1
Thus it is important to remember that a high proportion of traffic
occurring in the peak hour does not suggest that the peak-hour e
volume itself is large.

The D factor tends to be more variable and is influenced /

by a number of factors. Again, as development -density 1
increases, the D factor tends to decrease. As density increases

,

 v

it is more likely to have substantial bidirectional demands
.

 '

Radial routes (i.e., those serving movements into and out of 1
central cities or other areas of activity) will have stronger s
directional distributions (higher D values) than those that are v
circumferential (i.e., going around areas of central activity).

Table 5.2 indicates general ranges for K and D factors.
 These 1

are purely illustrative; specific data on these characteiristics '
should be available from state or local highway agencies or '
should be locally calibratecLbefore application.

Consider the case of a rural highway that has a 20-year '
forecast of AADT of 30,000 veh/day. Based on the data of x
Table 5.2, what range of directional design hour volumes *
might be expected for this situation? Using the values of
Table 5.2 for a rural highway, the K factor ranges from 0.

15 to 
0

.25, and the D factor ranges from 0.65 to 0.80. The range of '
directional design hour volumes,

 therefore is:

\

1

DDHVLo%v = 30,000 * 0.15 * 0.65 = 2,
925 veh/h

DDHVHiGH = 30,000 * 0.25 * 0.80 = 6,
000 veh/h

The expected range in DDHV is quite large under these criteria.
Thus determining appropriate.values of K and D for the facility
in question is critical in making such a forecast.

This simple illustration points out the difficulty in
projecting future traffic demands accurately. Not only does
volume change over time, but the basic characteristics of
volume variation may change as well. Accurate projections
require the identification of causative relationships that remain
stable over time. Such relationships are difficult to discern in

Table 5.2: General Ranges for K and D Factors

Facility Type

Normal Range of Values

tf-Factor D-Factor

Rural

Suburban

Urban:

Radial Route

Circumferential Route

0
.
15-0.25

0
.
12-0.15

0
.
07-0.12

0
.
07-0.12

0
.
65-0.80

0
.
55-O.65

0
.
55-O.60

0
.
50-0.55
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the complexity of observed travel behavior. Stability of these
relationships over time cannot be guaranteed in any event,
making demand forecasting an approximate process at best.

Subhourly Volumes and Rates of Row

Although hourly traffic volumes form the basis for many
forms of traffic design and analysis, the variation of traffic
within a given hour is also of considerable interest. The qual-
ity of traffic flow is often related to short-term fluctuations in
traffic demand. A facility may have sufficient capacity to
serve the peak-hour demand, but short-term peaks of flow
within the hour may exceed capacity and create a breakdown.

Volumes observed for periods of less than one hour
are generally expressed as equivalent hourly rates of flow.
For example, 1,000 vehicles counted over a 15-minute
interval could be expressed as 1,000 vehs/0.25 h = 4,000
veh/h. The rate of flow of 4,000 veh/h is valid for the

15-minute period in which the volume of 1,000 vehicles
was observed. Table 5.3 illustrates the difference between

volumes and rates of flow.
The full hourly volume is the sum of the four 15-minute

volume observations, or 4,200 veh/h. The rate of flow for

each 15-minute interval is the volume observed for that

interval divided by the 0.25 hours over which it was observed.
In the worst period of time, 5:30 to 5:45 pm, the rate of flow is
4
,800 veh/h. This is a flow rate, not a volume. The actual

volume for the hour is only 4,200 veh/h.

Consider the situation that would exist if the capacity
of the location in question were exactly 4,

200 vehs/h.

Although this is sufficient to handle the full-hour demand
indicated in Table 5.3, the demand rate of fltm during two of
the 15-minute periods noted (5:15 to 5:30 pm and 5:30 to
5:45 pm) exceeds the capacity. The problem is that although
demand may vary within a given hour, capacity is constant.
In each 15-minute period, the capacity is 4,200/4 or 1,

050

vehs. Thus, within the peak hour shown, queues will
develop in the half-hour period between 5:15 and 5:45 pm,
during which the demand exceeds the capacity. Further,

although demand is less than capacity in the first 15-minute
period (5:00 to 5:15 pm), the unused capacity cannot be used
in a later period. Table 5.4 compares the demand and capac-
ity for each of the 15-minute intervals. The queue at the end
of each period can be computed as the queue at the begin-
ning of the period plus the arriving vehicles minus the
departing vehicles.

Even though the capacity of this segment over the full
hour is equal to the peak-hour demand volume (4,200 veh/h),
at the end of the hour

, there remains a queue of 50 vehicles
that has not been served. Although this illustration shows that
a queue exists for three of four 15-minute periods within the
peak hour, the dynamics of queue clearance may continue to
affect traffic negatively for far longer

Because of these types of impacts, it is often necessary
to design facilities and analyze traffic conditions for a period
of maximum rate of flow within the peak hour. For most

Table 5 J: Illustration of Volumes and Rates of Flow

Time Interval

Volume for Time

Interval (vehs)

Rate of Flow for Time

Interval (vehs/h)

5:00-5:15 PM

5:15-5:30 pm

5:30-5:45 PM.

5:45-6:00 pm

1
,
000

1
,

100

1
,
200

900

1
,
000/0.25 = 4,000

1
,
100/0.25 = 4,400

1
,
200/0.25 = 4

,
800

900/0.25 = 3,600

5:00-6:00 pm 4
,
200

j

Table 5.4: Queuing Analysis for the Data of Table 5.3

Time Interval

5:00-5:15 pm

5:15-5:30 pm

5:30-5:45 pm

5:45-6:00 pm

Arriving
Vehicles

(vehs)

1
,
000

1
,

100

1
,
200

900

Departing
Vehicles

(vehs)

1
,
050

1
,
050

1
,
050

1
,
050

Queue Size at
End of Period

(vehs)

0

0 + 1,100 - 1,050 = 50

50 + 1,200 - 1,050 = 200

200 + 900 - 1.050 = 50
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practical purposes, 15 minutes is considered to be the mini-
mum period of time over which traffic conditions are statis-
tically stable. Although rates of flow can be computed for
any period of time and researchers often use rates for peri-
ods of one to five minutes, rates of flow for shorter periods
often represent transient conditions that defy consistent
mathematical representations. In recent years, however, use
of five-minute rates of flow has increased, and there is some

thought that these might be sufficiently stable for use in
design and analysis. Despite this, most standard design and
analysis practices continue to use the 15-minute interval as a
base period.

The relationship between the hourly volume and the max-
imum rate of flow within the hour is defined by the peak-hour
factor, as follows:

PHF
hourly volume

max. rate of flow

For standard 15-minute analysis period, this becomes:

V
PHF

4*V,
(5-2)

ml5

where: V= hourly volume, vehs
Vml5 = maximum 15-minute volume within the hour

,
 vehs

PHF - peak-hour factor

For the illustrative data in Tables 5-3 and 5-4:

4
.
200

PHF
4* 1,200 

.

0
.
875

The maximum possible value for the PHF is 1:00,
which occurs when the volume in each interval is constant.

For 15-minute periods, each would have a volume of
exactly a quarter of the full hour volume. This indicates a
condition in which there is virtually no variation of flow
within the hour. The minimum value occurs when the entire

hourly volume occurs in a single 15-minute interval. In this
case, the PHF becomes 0.25 and represents the most
extreme case of volume variation within the hour. In practi-
cal terms, the PHF generally varies between a low of 0.70
for rural and sparsely developed areas to 0.98 in dense
urban areas.

The peak-hour factor is descriptive of trip generation
patterns and may apply to an area or portion of a street and
highway system. When the value is known,

 it can be used to

estimate a maximum flow rate within an hour based on the

full-hour volume:

v

V

PHF
0 (5-3)

where: v = maximum rate of flow withm the hour
,
 veh/h

V = hourly volume, veh/h

PHF = peak-hour factor.

This conversion is frequently used in the techniques and
methodologies covered throughout this text.

5
.
2

.2 Speed and Travel Time

Speed is the second macroscopic parameter describing the
state of a traffic stream. Speed is defined as a rate of motion in
distance per unit time. Travel time is the time taken to traverse
a defined section of roadway. Speed and travel time are
inversely related:

?
 d

S = 7 (5-4)

where: S = speed, mi/h or ft/s
d = distance traversed, mi or ft

t - time to traverse distance d
,
 h or s

In a moving traffic stream, each vehicle travels at a dif-
ferent speed. Thus the traffic stream does not have a single
characteristic value but rather a distribution of individual

speeds. The traffic stream, taken as a whole,
 can be character-

ized using an average or typical speed.
An average speed for a traffic stream can be computed

in two ways:

. Time mean speed (TMS). The average speed of all
vehicles passing a point on a highway or lane over
some specified time period.

. Space mean speed (SMS). The average speed of all
vehicles occupying a given section of highway or
lane over some specified time period.

In essence, time mean speed is a point measure.
whereas space mean speed describes a length of highway or
lane. Figure 5.1 shows an example illustrating the differences
between the two average speed measures.

To measure time mean speed (TMS),
 an observer

would stand by the side of the road and record the speed of
each vehicle as it passes. Given the speeds and the spacing
shown in Figure 5.1, a vehicle will pass the observer in lane
A every 176/88 = 2.0 s. Similarly, a vehicle will pass the
observer in lane B every 88/44 = 2.0 s. Thus, as long as the
traffic stream maintains the conditions shown

,
 for every

n vehicles traveling at 88 ft/s, the observer will also observe

ct

w

tl

tr

w

T

t;

d

si

0

si

n

n

tl

b

s
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176 ft

Lane A

Lane B

> 88ft/s

-> 44ft/s

88 ft

Figure 5.1: Time Mean Speed and Space Mean Speed Illustrated

n vehicles traveling at 44 ft/s. The TMS may then be
computed as:

88.0n + 44.0n
TMS

In
66.0 ft/s

To measure space mean speed (SMS), an observer
would need an elevated location from which the full extent of
the section may be viewed. Again, however, as long as the
traffic stream remains stable and uniform, as shown, there

will be twice as many vehicles in lane B as there are in lane A.
Therefore, the SMS is computed as;

SMS
(88.0n) + (44 * in)

3/i
58.7 mi/h

In effect, space mean speed accounts for the fact that it
takes a vehicle traveling at 44.0 ft/s twice as long to traverse the
defined section as it does a vehicle traveling at 88.0 ft/s. The
space mean speed weights slower vehicles more heavily, based
on the amount of time they occupy a highway section. Thus the
space mean speed is usually lower than the corresponding time
mean speed, in which each vehicle is weighted equally. The
two speed measures may conceivably be equal if all vehicles in
the section are traveling at exactly the same speed.

Both the time mean speed and space mean speed may
be computed from a series of measured travel times over a
specified distance using the following relationships:

ms

SMS

n

d

where: TMS

SMS

d

(?"'")
time mean speed, ft/s

space mean speed, ft/s
distance traversed, ft

(5-5)

(5-6)

n - number of observed vehicles

/,. = time for vehicle T' to traverse the section
,
 s

TMS is computed by finding each individual vehicle
speed and taking a simple average of the results.

 SMS is

computed by finding the average travel time for a vehicle to
traverse the section and using the average travel time to
compute a speed. Table 5.5 shows a sample problem in the
computation of time mean and space mean speeds.

5
.
2

.3 Density and Occupancy

Density

Density, the third primary measure of traffic stream characteris-
tics, is defined as the number of vehicles occupying a given
length of highway or lane, generally expressed as vehicles per
mile or vehicles per mile per lane.

Density is difficult to measure directly because an
elevated vantage point from which the highway section under
study may be observed is required. It is often computed from
speed and flow rate measurements, as we discuss later in this
chapter.

Density, however, is perhaps the most important of the
three primary traffic stream parameters because it is the measure
most directly related to traffic demand. Demand does not occur
as a rale of flow, even though traffic engineers use this parame-
ter as the principal measure of demand. Traffic is generated from
various land uses, injecting a number of vehicles into a confined
roadway space. This process creates a density of vehicles.
Drivds select speeds that are consistent with how close they are
to other vehicles. The speed and density combine to give the
observed rate of flow.

Density is also an important measure of the quality of
traffic flow because it is a measure of the proximity of other
vehicles

,
 a factor that influences freedom to maneuver and the

psychological comfort of drivers.

0
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Table 5.5: Illustrative Computation of TMS and SMS

Vehicle No.

1

2

3

4

5

6

Total

Average

Distance

d(ft)

TVavei Time

t(s)

1
,
000

1
,
000

1
,
000

1
,
000

1
,
000

1
,
000

18.0

20.0

22.0

19.0

20.0

20.0

6
,
000 119

6
,
000/6 = 1,000 119/6 = 19.8

TMS = 50.6 ft/s

SMS = 1,000/19.8 = 50.4 ft/s

Speed
(ft/s)

1
,
000/18 = 55.6

1
,
000/20 = 50.0

1
,
000/22 = 45.5

1
,
000/19 = 52.6

1
,
000/20 = 50.0

1
,
000/20 = 50.0

303.7

303.7/6 = 50.6

Occupancy

Although density is difficult to measure directly, modem
detectors can measure occupancy, which is a related parame-
ter. Occupancy is defined as the proportion of time that a
detector is "occupied," or covered, by a vehicle in a defined
time period. Figure 5.2 illustrates.

In Figure 5.2, Lv is the average length of a vehicle (ft),
and Lj is the length of the detector (which is normally a mag-
netic loop detector). If 

"

occupancy
" over a given detector is

"O
,

"

 then density may be computed as:

D
5

,
280*0

L
v
 + L,

(5-7)

The lengths of the average vehicle and the detector are
. added because the detector is generally activated as the front

bumper engages the front boundary of the detector and is
deactivated when the rear bumper clears the back boundary of
the detector.

Consider a case in which a detector records an occu-

pancy of 0.200 for a 15-nunute analysis period. If the average

length of a vehicle is 28 ft, and the detector is 3 ft long,
 what

is the density?

D
5

,
280 * 0.200

28 + 3
34.1 veh/mi/ln

The occupancy is measured for a specific detector in a
specific lane. Thus the density estimated from occupancy is in
units of vehicles per mile per lane. If there are adjacent detec-
tors in additional lanes, the density in each lane may.

 be

summed to provide a density in veh/mi for a given direction of
flow over several lanes.

5
.
2

.4 Spacing and Headway:
Microscopic Parameters

Although flow, speed, and density represent macroscopic
descriptors for the entire traffic stream, they can be related to
microscopic parameters that describe individual vehicles within
the traffic stream or specific pairs of vehicles within the traffic
stream.

Vehicle

I<->1 Detector

Figure 5.2: Density and Occupancy Illustrated
o
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Spacing

Spacing is defined as the distance between successive vehi-
cles in a traffic lane, measured from some common reference

point on the vehicles, such as the front bumper or front

wheels. The average spacing in a traffic lane can be directly

related to the density of the lane:

5
,
280

D
da

(5-8)

where: D -

da =

Headway

density, veh/mi/ln

average spacing between vehicles in the lane, ft

Headway is defined as the time interval between successive
vehicles as they pass a point along the lane, also measured
between common reference points on the vehicles. The
average headway in a lane is directly related to the rate of
flow:

v

3
,
600

(5-9)

where: v

ha

rate of flow, veh/h/ln

average headway in the lane, s

Use of Microscopic Measures

Microscopic measures are useful for many traffic analysis
purposes. Because a spacing and/or a headway may be
obtained for every pair of vehicles, the amount of data that
can be collected in a short period of time is relatively
large. A traffic stream with a volume of 1,000 vehicles over
a 15-minute time period results in a single value of rate
of flow, space mean speed, and density when observed.
There would be

, however, 1,000 headway and spacing
measurements

, assuming that all vehicle pairs were
observed.

Use of microscopic measures also allows various vehicle
types to be isolated in the traffic stream. Passenger car flows
and densities

, for example, could be derived from isolating
spacing and headway for pairs of passenger cars following each
other. Heavy vehicles could be similarly isolated and studied
for their specific characteristics. Chapter 14 illustrates such a
process for calibrating basic capacity analysis variables.

Average speed can also be computed from headway and
spacing measurements as:

5
{dalha)

1
.
47

0
.68 {da/ha) (5-10)

where: S = average speed,
 miTh

da = average spacing,
 ft

ha = average headway,
 s r ,

A Sample Problem

Traffic in a congested multilane highway lane is observed to have
an average spacing of 200 ft and an average headway of 3.

8 s.
Estimate the rate of flow

, density, and speed of traffic in this lane
.

'

Solution:

v

3
,
600

947 veh/h/ln

5
,
280

D = -- = 26
.
4 veh/mi/ln

S = 0.68(200/3.8) = 35.
8 mi/h

Note that due to round-off errors
, D X S is not exactly

equal to v in this case.

5
.3 Relationships among Flow

Rate, Speed, and Density

The three macroscopic measures of the state of a given traffic
stream-flow, speed, and density-are related as follows:

v S*D (5-11)

where: v = rate of flow
,
 veh/h or veh/h/ln

5 = space mean speed,
 mi/h

D = density,
 veh/mi or veh/mi/ln

Space mean speed and density are measures that refer
to a specific section of a lane or highway, whereas flow rate

is a point measure. Figure 5.3 illustrates the relationship.

The space mean speed and density measures must apply
to the same defined section of roadway.

 Under stable

flow conditions (i.e., the flow entering and leaving the

D
,

S

Figure 53: Traffic Stream Parameters Illustrated
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section are the same; no queues are forming within the
section), the rate of flow computed by Equation 5-11
applies to any point within the section. Where unstable
operations exist (a queue is forming within the section), the
computed flow rate represents an average for all points
within the section.

If a freeway lane were observed to have a space mean
speed of 55 mi/h and a density of 25 veh/mi/ln, the flow rate
in the lane could be estimated as:

v = 55 *25 = 1,375 veh/h/ln

As noted previously, this relationship is most often used
to estimate density, which is difficult to measure directly,
from measured values of flow rate and space mean speed.
Consider a freeway lane with a measured space mean speed of
60 mi/h and a flow rate of 1,000 veh/h/ln. The density could
be estimated from Equation 5-11 as:

D
v

5

1
,
000

60
16.7 veh/mi/ln

Equation 5-11 suggests that a given rate of flow
(v) could be achieved by an infinite number of speed (5) and
density (D) pairs having the same product. Thankfully, this
is not what happens because it would make the mathemati-
cal interpretation of traffic flow unintelligible. There are
additional relationships between pairs of these variables
that restrict the number of combinations that can and do

occur in the field. Figure 5.4 illustrates the general form of
these relationships.

The exact shape and calibration of these relationships
depends on prevailing conditions, which vary from location to
location and even over time at the same location.

Note that a flow rate of "0 veh/h" occurs under two

very different conditions. When there are no vehicles on the
highway, density is "0 veh/mi" and no vehicles can be
observed passing a point. Under this condition, speed is
immeasurable and is referred to as "free-flow speed," a the-
oretical value that exists as a mathematical extension of the

relationship between speed and flow (or speed and density).
In practical terms, free-flow speed can be thought of as the
speed a single vehicle could achieve when there are no
other vehicles on the road and the motorist is driving as fast
as is practicable given the geometry of the highway and its
environmental surroundings.

A flow of "0 veh/h" also occurs when there are so many
vehicles on the road that all motion stops. This occurs at a
very high density, called the 

"

jam density," and no flow is

FLOW,
- CAPACITY

FLOW

\
BA B A

/
/

DENSITY7
CRITICAL JAM CRITICAL
DENSITY DENSITY SPEED

SPEED

DENSITY

CRITICAL

DENSITY 
"

\
bB
\
\

A

 FORCED FLOW

 STABLE FLOW

NOTE: FLOW RATE OCCURS
UNDER TWO DIFFERENT FLOW
CONDITIONS

,
 ILLUSTRATED

ASA AND B.

SPEED

CRITICAL

SPEED

Figure 5.4: Relationships among Speed, Flow, and
Density

(Source: Used with permission of Transportation Research
Board, National Research Council, from Highway Capacity
Manual, 3rd Edition, Special Report 209, pp. 1-7, Washington
DC, 1994.)

observed because no vehicle can pass a point to be counted
when all vehicles are stopped.

Between these two
. extreme points on the relation-

ships, there is a peaking characteristic. The peak of the
flow-speed and flow-density curves is the maximum rate of
flow, or the capacity of the roadway. Its value, like every-
thing else about these relationships, depends on the specific
prevailing conditions at the time and location of the calibra-
tion measurements. Operation at capacity, however, is very
unstable. At capacity, with no usable gaps in the traffic
stream, the slightest perturbation caused by an entering or
lane-changing vehicle, or simply a driver hitting the brakes.
causes a chain reaction that cannot be damped. The pertur-
bation propagates upstream and continues until sufficient
gaps in the traffic stream allow the event to be effectively
dissipated.

The dashed portion of the curves represents unstable
ox forced flow. This effectively represents flow within
a queue that has formed behind a breakdown location-
A breakdown will occur at any point where the arriving
flow rate exceeds the downstream capacity of the facility
Common points for such breakdowns include on-ramps on
freeways, but accidents and incidents are also common.
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less predictable causes for the formation of queues. The
solid line portion of the curves represents slable flow (i.e.,
moving traffic streams that can be maintained over a period

of time).
Except for capacity flow, any flow rate may exist under

two conditions:

1
.
 A condition of relatively high speed and low density

(on the stable portion of flow relationships)

2
. A condition of relatively low speed and high density

(on the unstable portion of flow relationships)

Obviously, traffic engineers would prefer to keep all facilities
operating on the stable side of the curves.

Because a given volume or flow rate may occur
under two very different sets of operating conditions, the
volume cannot completely describe flow conditions, nor
can it be used as measures of the quality of traffic flow.
Values of speed and/or density, however, would define
unique points on any of the relationships of Figure 5.4,
and both describe aspects of quality that can be perceived
by drivers and passengers. Chapter 6, "Traffic Flow
Theory," contains additional detail on historic and current
studies of the exact characteristics of speed-flow-density
relationships [7-S].

5
.4 Closing Comments

This chapter has introduced the key macroscopic afid
microscopic parameters used in quantify and describe con-
ditions within an uninterrupted traffic stream and the funda-
mental relationships that govern them. In Chapter 6, these
are discussed in greater detail with an emphasis on specific
mathematical models that have been used to describe criti-

cal relationships-
In Part III of this text, methodologies used to measure

and calibrate these key parameters are presented and illus-
trated

. In Parts IV and V, the use of these parameters across a
wide range of traffic engineering applications is discussed in
detail

.

Like any engineering field, good traffic engineers
must understand the medium with which they work.

 The

medium for traffic engineers is traffic streams. Describing
ihetn in quantitatively precise terms is critical to the tasks
of accommodating and controlling them in such a way as to-
provide for safe and efficient transportation for people and
goods. Thus the foundation of the profession lies in these
descriptors.
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Problems

5-1
. A volume of 1,200 veh/h is observed at an intersection

approach. Find the peak rate of flow within the hour for
the following peak-hour factors: 1.00, 0.90,0.80,0.70. .
Plot and comment on the results.

5-2
. A traffic stream displays average vehicle headways of

2
.4 s at 55 mi/h. Compute the density and rate of flow

for this traffic stream.

5-3. A freeway detector records an occupancy of 0.26 for a
15-minute period. If the detector is 3.5 ft long,

 and the

average vehicle has a length of 18 ft, what is the density
implied by this measurement?
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5-4
. The following traffic count data were taken from a per-

manent detector location on a major state highway.

1
.

Month

2
.

No. of

Weekdays
in Month

(days)

3
.

Total

Days in
Month

(days)

4
.

Total

Monthly
Volume

(vehs)

5.

Total

Weekday
Volume

(vehs)

Jan

Feb

Mar

Apr
May
Jun

Jul

Aug
Sep
Oct

Nov

Dec '

22

20

22

22

21

22

23

21

22

22

21

22

31

28

31

30

31

30

31

31

30

31

30

31

200,000

210,000

215,000

205,000

195,000

193,000

180,000

175,000

189,000

198,000

205,000

200,000

170,000

171,000

185,000

180,000

172,000

168,000

160,000

150,000

175,000

178,000

182,000

176,000

From this data, determine (a) the AADX (b) the ADT
for each month, (c) the AAWT, and (d) the AWT for
each month. From this information, what can be dis-

cerned about the character of the facility and the
demand it serves?

5-5
. A lane on a freeway displays the following characteris-

, tics: (a) the average headway between vehicles is 2.8 s,
and (b) the average spacing between vehicles is 235 ft.
What is the rate of flow for the lane? What is the average
speed (in mi/h)?

5-6
. The following counts were taken on a major arterial

during the evening peak period:

Time Period Volume (vehs)

4:(XM:15 pm

4:15-4:30 pm

4:3(M:45pm

4:45-5:00 pm

5:00-5:15 pm

5:15-5:30 pm

5:30-5:45 pm

5:45-6:00 pm

450

465

490

500

503

506

460

445

From this data, determine-

(a) The peak hour.

(b) The peak hour volume.

(c) The peak flow rate within the peak hour.

(d) The"peak hour factor (PHF).

5-7
. A peak-hour volume of 1,200 veh/h is observed on a

freeway lane. What is the peak flow rate within this
hour if the PHF is 0.87?

5-8
. The flow rate on an arterial lane is 1,300 veh/h

.
 If the

average speed in the same lane is 35 mi/h, what is the

density?

5-9
. The AADT for a section of suburban arterial is 50

,
000

veh/day. Assuming that this is an urban radial facility,

what range of directional design hour volumes would
be expected?

5-10
. The following travel times were measured for vehicles
traversing a 1,000-ft segment of an arterial:

I

Vehicle Travel Time (s)

I

2

3

4

5

6

7

8

20.6

21.7

19.8

20.3

22.5

18.5

19.0

21.4

l

t

i

i

Determine the time mean speed (TMS) and space
mean speed (SMS) for these vehicles.
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Introduction to Traffic

Flow Theory

Traffic flow theory is best defined as mathematical models
that attempt to relate characteristics of traffic movement to
each other and to underlying traffic parameters. The science
of traffic flow theory formally began with the work of Bruce
Greenshields and the Yale Bureau of Highway Traffic in the
1930s. The field has continued to develop, of course, and
plays a major role in traffic engineering.

Virtually every function in traffic engineering, from
data collection and analysis, to signal timing, to capacity
and level of service analysis, uses analytical models of traf-

fic behavior under a variety of underlying circumstances.
These models, and their development and calibration, are
the essence of traffic flow theory.

This chapter provides a very brief glimpse into this
exciting field and focuses on a few types of models that are
applied in other chapters. References 1 to 4 provide excel-
lent sources of comprehensive material on modern traffic
flow theory. Reference 1 in particular has chapters that
address these topics:

1
. 1 ntroduction to Traffic Flow Theory

2
.
 Traffic Stream Characteristics

3
.
 Human Factors

4
. Car Following

5
.
 Continuum Flow Models

6
. Macroscopic Row Models

7
. Traffic Impact Models

8
. Unsignalized Intersections

9
. Signalized Intersections

10. Traffic Simulation

6
.
1  Basic Models of

Uninterrupted Flow

All of the methodologies related to the analysis of freeway,

multilane highway, and two-lane rural highway capacity
and level of service analysis are based on the fundamental
relationships between the speed, flow, and density of an
uninterrupted traffic stream.

6.
1

.1 Historical Background

The earliest studies of uninterrupted flow characteristics and
relationships were conducted by Bruce Greenshields [5]. His
and other early studies focused on the relationship between
the density and speed of an uninterrupted traffic stream.
Greenshields thought that the speed-density relationship was
essentially linear.

This focus on the speed-density relationship highlights
the fact that this is the relationship that most closely represents

{vet
- -j

I
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driver behavior. Although traffic engineers are most often deal-
ing with volume or flow rate as a quantitative measure of traffic
demand, these measures are the results of demand. Demand is

most immediately represented as a density. Vehicles are
injected onto a facility with finite space from a variety of park-
ing facilities serving a multitude of land uses. The injection of
vehicles into a defined but limited space establishes a density.
Drivers select appropriate speeds based primarily on their prox-
imity to each other and the perceived safety of the situation.
Therefore, an average speed results from drivers each selecting
a comfortable speed for the density each experiences. Flow rate
or volume is the result of the density-speed pairing. Speed-
flow and density-speed relationships can be derived from a
speed-density relationship knowing that:

v S*D (6-1)

where: v = rate of flow, veh/h or veh/h/ln,

D = density, veh/mi or veh/mi/ln

S = average (space mean) speed of traffic stream, mi/h

Later, Ellis [6] investigated two- and three-segment lin-
ear curves with discontinuities. Greenberg [7] hypothesized a
logarithmic curve for speed density, whereas Underwood [8]
used an exponential form. Edie [9] combined logarithmic and
exponential forms for low- and high-density portions of the

curve. Like Ellis, Edie's curves contained discontinuities
May [10] suggested using a bell-shaped curve.

Over the years, there have been many suggestions for

mathematical descriptions of the relationships between speed
flow, and density on an uninterrupted flow facility. Althougli
there have clearly been changes in driver behavior that influ-

ence the shape of these curves, there is no one form that will
best fit data from all locations.

6.
1
.2 Deriving Speed-Fiow

and Density-Flow Curves
from a Speed-Density Curve

Because Equation 6-1 is a fundamental relationship governing
speed, flow, and density, once the relationship between sped
and density is established, then speed-flow and speed-density
curves are also fully determined.

Using Greenshields's simple linear speed-density curve*
as an example, consider the speed-density relationship shown
in Figure 6.1. Two points of interest are the Y- and X-axis
intercepts. The Y-intercept is 65.0 mi/h and is called the "free-
flow speed," that is, the speed that occurs when density (and
therefore flow) is zero. The X-intercept is 110 veh/mi/ln,

 the

density at which all motion stops, making speed zero. This is
commonly called the "jam" density.

i

60.0

!§ 40-0

5 = 65.0

| 30.0
a

70.0

50.0

20.0

10.0

0
.
0

0 20 10040 60 80

Density (vehfrni/ln)

Figure 6.1: Sample Linear Speed-Density Relationship

120
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Given the equation for speed versus density and know-

ing that v = S X D (Equation 6.1) is always applicable, the
relationship between flow and density is found by substituting
S = v/D in the speed-density equation. Then:

5 = 65.01 1 -

v f D\
- = 65.0 1 - -
d      \ mj

v 65D - 0.59091D2

The relationship between flow and speed is found by substi-
tuting D = v/S in the speed-density equation. Then:

S = 65.0| 1 -

5

v 110S - 1.692352

As shown in Figure 6.2, both of these curves are parabolic.
Equation 6.1 (v = S * D) always applies. Therefore, cal-

ibrating any one of the relationships between S and D, v and
D

, or v and S, defines all three relationships. Given one of the
three, the other two may be algebraically derived.

Figure 6.3 illustrates a speed-flow curve resulting from
a two-segment linear speed-density relationship. It results in
two parabolas, one for each segment of the discontinuous
speed-density curve. It is illustrated because of the disconti-
nuity involved. From the speed-flow curve, it is clear that the
discontinuity is near the peak of the curve(s)-that is, in the
vicinity of capacity.

The graph is from an old but fascinating study in which
various mathematical forms were fit to a set of data from the

Eisenhower Expressway in Chicago in the early 1960s.
Although the data are not reflective of modem speed-flow
behavior on freeways, the study deteimined that a discontinu-
ous set of curves (not the one shown) best fit the data. Of
interest is that Figure 6.

3 seems to indicate that there are two

capacities: one when approached from low speeds (unstable
flow) and one when approached from high speeds (stable
flow). This characteristic is quite complicated and is dis-
cussed further in the sections that follow

.

6
.
1

.3 Determining Capacity from
Speed-Flow-Density Relationships

Chapter 13 includes a detailed discussion of the concept of
capacity and many of the nuances that it contains. One potential

understanding of capacity, however, as discussed in Chapter 5,
is that capacity is the peak of a speed-flow or flow-density
curve. From Figure 6.2, for example, it is clear that the
"

peak
"

 of either curve occurs at a flow fstfe slightly less than
1
,800 veh/h/ln (hard to read exact number from the scale

shown). In Figure 6.3, there are two capacities. The "high"
value is also about 1,800 veh/h/ln, which is on the high-
speed, or stable portion of the curve. The "low" value is
approximately 1,550 veh/h/ln, which is on the low-speed or
unstable side of the curve.

The capacity value can also be determined mathemati-
cally. Using the curves of Figure 6.2 as an example,

 it is nec-

essary to determine the speed and density at which capacity
occurs. In both cases, this occurs where the slope of the curve
(or the first derivative of the curve) is zero.

For the flow-density curve:

v = 65.0D - 0.59091D2

dv
- = 0 = 65

.
0 - 1.I8I82D

dD

D
65.0

1
.
18182

55.0veh/h/ In

For the speed-flow curve:

v= 1105 - 1.692352

dv
- = 0 = 110 - 3.38465
dS

S
UP 

=

3
.
3846 *

325 mi/h

The calculus and algebra confirm the obvious: For the
linear model of Figures 6.1 and 6.2, capacity occurs when
speed is exactly half the free-flow speed and when density is
exactly half the jam density. The capacity is then found as the
product of the speed and density at which it occurs, or:

c - 5 * D = 32.5 * 55.0 = 1
,
788 veh/h/In

which confirms our observation from Figure 6.2 of "slightly
less than 1,800 veh/h/ln."

6
.
1

.4 Modern Uninterrupted Flow
Characteristics

'

Traffic flow theory" is really a misnomer. Traffic flow does not
occur in theory. It occurs on real streets, highways, and free-
ways all over the world. The mathematical models developed
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(a) Flow-Density Curve Resulting from Linear Speed-Density Relationship
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(b) Speed-Flow Curve Resulting from Linear Speed-Density Relationship

Figure 6.2: Flow-Density and Speed-Flow Curves Resulting from a Linear Speed-Density Relationship

by researchers are merely descriptions of driver behavior. The linear model of Greenshields, and most of the other

Because of this, traffic flow theory is an evolving science. No historic models discussed, all have one common characteristic:
model is ever static because driver behavior changes over time. Speeds decline as flow rates increase. Drivers react to hightf
Nowhere is this clearer than in speed-flow-density relationships      densities (which result in higher flows) by slowing down to
for uninterrupted flow. maintain what they perceive to be safe operations. Modern
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Figure 6.3: A Speed-Flow Curve with Discontinuity in the
Vicinity of Capacity-
(Source: Used with permission of Transportation Research Board,
National Research Council, Washington DC, J.S. Drake, J.L. Schofer,
and A.D. May Jr., 

"A Statistical Analysis of Speed-Density

Hypotheses," Transportation Research Record 154, p. 78,1967.)

uninterrupted flow, particularly on freeways, does not reflect
this charaeteristic. In fact, drivers maintain high average speeds
through a range of flow rates and do not slow down until rela-
tively high flow rates are reached. Figure 6.4 illustrates the gen-
eral characteristics of uninterrupted flow on a modem freeway.

Figure 6.4 shows three distinct ranges of data:
(!) undersatUrated (stable) flow, (2) queue discharge flow,

and (3) oversaturated (unstable) flow. The speed throughout
the undersaturated flow portion of the curve is remarkably
stable. If a line was drawn through the center of these points,

the speed would range from about 71 miftr to a low of about
60 mi/h. Further, there seems to be no systematic decline in
speeds with flow rate until a flow rate of approximately
1
,200 to 1,300 veh/h/ln is reached. The capacity would be the

peak of this portion of the curve, or approximately 2,200
veh/h/In, which is achieved at an astonishingly high speed of
approximately 60 mi/h.

Once capacity is reached, and demand in fact exceeds
capacity, a queue begins to form. The 

"

queue discharge" por-
tion of the curve reflects vehicles departing from the front of
the queue. Such vehicles

*

 will begin to accelerate as they move
downstream, assuming that no additional downstream con-
gestion exists. The oversaturated portion of the curve is what
exists within the queue that forms when demand exceeds
capacity at a point.

Although queue discharge rates vary widely at this site,

their average is clearly lower than the capacity of the under-
saturated portion of the curve. It is generally agreed that vehi-
cles cannot depart the head of a queue at the same rate as they
pass the same point under stable or undersaturated flow. Is
this simply another explanation of the "two capacity" phe-
nomenon of historic curves?

6
.
1

.5 Calibrating a Speed-Flow-Density
Relationship

How should data be collected to calibrate a speed-flow-density
relationship for a specific uninterrupted flow Segment? One of
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Figure 6.4: Speed-Flow Characteristics for a Modem Freeway
'
.Source: Draft Chapter 11, Basic Freeway Segments, NCHRP Project 3-92, Transportation Research Board, Washington DC, Exhibit 11-1,2009.)
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Figure 6.5: Typical Set-Up for a Speed-Flow Calibration Study
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the problems involved in interpreting older studies is that it is
not clear how or, more importantly, where data were collected.

Although the speed-density relationship is the most
descriptive of driver behavior, measuring density in the field
is not always a simple task. Speed and flow rate or volume,
however, are relatively simple traffic measurements. Most

field studies, therefore, focus on calibration of the speed ver-
sus flow relationship and derive the others.

If the capacity operation is to be observed, measure-
ments must be taken near a point of frequent congestion. Most
of these occur at on-ramps, where the arriving freeway and
arriving on-ramp flows may regularly exceed the capacity of
the downstream freeway segment. Under these conditions,
queues may be expected to form on both the upstream free-
way and the ramp roadway. Figure 6.5 illustrates a field setup
for taking data to calibrate all regions of the curve.

: Under stable flow, flow rates and speeds would be
recorded at a point close to, but sufficiently downstream from
the merge for ramp vehicles to have accelerated to ambient
speed. This is indicated as location 1. The measurements must
take place downstream of the on-ramp because V2 is part of
the downstream demand.

Once queues start forming, stable flow no longer exists.
Now observation locations must shift. Because unstable or

oversaturated flow exists within the queue forming behind the
on-ramp, observations must be made from within the queue,
indicated here as location 6.

Downstream of the head of the queue, indicated here as
locations 2 through 5 (perhaps including 1 depending on its
exact placement), discharging vehicles can be observed.
Assuming no additional downstream congestion affecting the
study area, the flow rate at these downstream locations will be
fairly stable, although the speed increases as vehicles get fur-
ther away from the head of the queue. Measurements at these
locations can be combined to calibrate the "queue discharge"
portion of the curve.

These are not simple observations. Care must be taken
to avoid the observation of impacts of unseen downstream
congestion. Capacity operations are most likely to exist in the

last 15-minute intervals before the appearance of queues on
the ramp and/or the freeway.

6
.
1
.6 Curve Fitting

Once data have been collected, reduced
,
 and recorded

,
 a

mathematical description of the data is sought. A variety of
statistical tools are available to accomplish this. Multiple lin-
ear and nonlinear regression techniques and software pack-
ages are used in the curve-fitting process.

Most of these tools define the "best" fit using an objec-
tive function, which the tool seeks to minimize

.
 A common

objective function is to minimize the sum of the squared dif-
ferences between the actual data points and the curve that
defines the relationship. The curve, in effect, represents pre-
dicted values of the independent variable (in this case speed)
that are compared directly to the field-measured values to
determine how "good" the fit is.

In some cases, there are not enough data available for
formal regression analysis, or the spread of data is so broad as
to complicate regression analysis. In such cases, graphic fits
using the analyst

'

s best professional judgment is used to
define the curve and determine its equation.

Many statistics texts provide detailed treatments of
regression and multiple regression analysis. One of the most
frequently used software packages for regression analysis is
SPSS (Statistical Package for the Social Sciences). Despite its
tide, it is an excellent package and used by many engineers
who must do formal curve fitting. Another commonly used
package is Statgraphics.

6
.2 Queueing Theory

Queueing theory has many applications in traffic engineering
As noted in the discussion of uninterrupted flow, queues form
behind breakdown points at which arriving demand flo*
exceeds capacity. On interrupted flow facilities, queueing is a
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m

systemic process. At every signalized intersection, a queue
forms when the signal is 

"red"

 and dissipates (ideally) during
the "green

" that follows. Queueing theory is mathematical

modeling and a description of the process by which queues

form and dissipate.

6.
2.

1 One Capacity or Two? An Illustration
Using Deterministic Queueing

Deterministic queueing analysis is a very simple approach to
the description of queues. It simply treats the length of the

queue as the difference between arrivals and departures at a

point. Queues are time dependent, and the basic concept is
shown in Equation 6-2:

Gi+i = Qi + a, + di (6-2)

r

where: £?i+/ = queue size at the beginning of time period
i+i ehs),

Qi = queue size at the beginning of time period
/ (vehs),

a,- = arrivals during time period i (vehs), and

di = departures during time period i (vehs).

In general, a deterministic queueing analysis would start at a
time when there is no queue present at the beginning of time
period 1.

Deterministic queueing can be applied to a problem dis-
cussed previously: the issue of whether uninterrupted flow
relationships produce continuous curves with a single value of
capacity or discontinuous curves with two (or more) values of
capacity.

An example is used to indicate the practical importance
of this seemingly theoretic issue. In practical terms, consider
the following sequence of events:

. A driver wakes up at 6:00 am and hears a radio report
that a truck is broken down and is blocking one lane of

. a three-lane freeway segment on his/her route to work.

. At 6:30 am
, the radio traffic report indicates that the

blockage has been cleared.

. The driver leaves for work several hours later but

encounters a queue of several miles leading up to the
location of the 6:00 am breakdown.

. On reaching the location (after passing through the
queue), traffic rapidly accelerates into an undersatu-
rated downstream freeway.

What exactly happened here? Consider the specifics of
this scenario illustrated in Figure 6.

6
.
 Two scenarios are

1

Blockage of 1 Lane from 6:00 AM-6:30 AM

Demand Pattern

6- 7 AM 6
,
000 veh/h-

7- 8 AM 6
.
000 veh/h

8- 9 AM 6
,
000 veh/h

9-10 AM 5
,
000 veh/h

>10AM 4
,
000 veh/h

Capacity Assumptions

Scenario I:

Capacity = 2,000 veh/h/ln
Queue Discharge = 1,800 veh/h/ln

Scenario 2:

Capacity = 2,000 veh/h/in
Queue Discharge = 2,000 veh/h/ln

Figure 6.6: Deterministic Queueing and the Impact of a
Breakdown

analyzed: (1) There are two capacities, one of 2,
000 veh/h/ln

on the undersaturated or stable portion of the curve,
 and one

of 1,800 veh/h/ln on the oversaturated or unstable portion of
the curve; (2) there is only one capacity of 2,

000 veh/h/ln at

the peak of the curve.
Tables 6.1 and 6.2 show the results of a deterministic

queueing analysis for these two scenarios. Note that the
arrival flow rates are 6,000 veh/h and that the normal capacity
of the segment (before breakdown) is 3 lanes x 2,

000 veh/h/ln

= 6
,000 veh/h. Once the breakdown occurs, queues begin to

form immediately. Once queues form, the capacity of each
lane drops to 1,800 veh/h under scenario 1; capacity remains
2

,
000 veh/h under scenario 2. As seen in Tables 6

.1 and 6.2,

this seemingly small difference makes a very significant dif-
ference in the queues that result.

For each scenario, two questions will be answered:
(1) How long does the queue get? (2) How long does it take
for the queue to dissipate?

In scenario 1, the instant the breakdown occurs
, queues

are established, and the capacity is reduced to the queue
discharge value of 1,800 veh/h/ln. For the first half hour
(when the truck blocks a lane), only 2 lanes are available for
movement. After 6:30 am, all lanes are again available.

 The

problem is that the queue still exists after the blockage is
removed. Capacity does not return to its undersaturated value
until the entire queue is dissipated.
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Table 6.1: Deterministic Queuing Analysis for Scenario 1

' 6

r

Time Arrivals (veh) Capacity (veh) Queue Size (veh)

6:00-6:30 am

6:30-7:00 am

7:00-8:00 am

8:00-9:00 am

9:00-10:00 am

> 10:00 am

6
,
000/2 = 3,000

6
,
000/2 = 3,000

6
,
000

6
,
000

5
,
000

4
,
000 veh/h

2 X 1,800/2 = 1,800

3 X 1,800/2 = 2,700

3 X 1800 = 5,400

5
,
400

5
,
400

5
,
400 veh/h

3
,000- 1,800 = 1

,
200

1
,
200 + 3,000 - 2

,
700 = 1

,
500

1
,
500 + 6,000 - 5

,
400 = 2

,
100

2
,
100 + 6,000 - 5

,
400 = 2

,
700

2
,
700 + 5,000 - 5

,
400 = 2

,
300

Queue decreases by 1,400 veh/h

Queue dissipates 2,300/1,400 = 1.64 h after 10:00 am, or 11:38 am.

As shown in Table 6.1, the queue will reach a maximum
size of 2,700 vehs at 9:00 am. Note that the queue continues
to grow between 6:30 am and 9:00 am, even though the block-
age has been removed. This is due to the reduced capacity of
queue discharge. After 9:00 am, demand Anally reduces to a
value that is less than the queue discharge capacity. At this
point, the queue begins to dissipate. It does not disappear,
however, until 11:38 am, at which time, the capacity returns to
its normal value of 2,000 veh/h/ln.

The results for scenario 2 are very different. Because
the capacity (on a per-lane basis) is never reduced, a queue
grows only during the initial half hour of the blockage. It
remains stable thereafter until 9:00 am when the demand

becomes less .than capacity. The queue never grows to more
than 1,000 vehicles and is dissipated by 10:00 am.

The small difference in queue discharge capacity in the
two scenarios makes an enormous difference in the results:

The total size of the queue in scenario 1 is more than twice the
size of that under scenario 2. Further, it takes 1 hr and 38 min-

utes longer to clear the queue under scenario 1 than under sce-
nario 2. Obviously, this is more than a theoretical issue.

In both cases, however, drivers arriving hours after the
blockage has been cleared still experience the congestion
caused by the blockage. When drivers clear the site of the ini-
tial blockage, they experience free-flow conditions (assuming
no additional downstream congestion exists).

Table 6.2: Queuing Analysis for Scenario 2

6
.
2

.2 A Problem with Deterministic

Queueing

E

a

F
f

s

Although conceptually simple and easy to understand
,
 deter-

ministic queueing has a theoretical flaw that can be signifi-
cant: It assumes that the queue forms at a point, that is, , thai

queued vehicles are stacked vertically at the point of the
breakdown.

This is, of course, not true. In the example of Tables 6.
1

and 6.2, queues extend over a significant length of highway. If (
it is assumed that vehicles in a queue occupy approximately
50 ft of space (including spacing between vehicles),

 then the

maximum lengths of queue are;

LQ(Scenario 1)
/ 2700 \
I   1*50

L Scenario 2)

V   3 . J

45,000

5
,
280

(¥).
16,667

5
,
280

45.000 ft

8
.
52 mi

50 = 16
,
667 ft

3
.
16 mi

Tune Arrivals (veh) Capacity (veh) Queue Size (veh)

I

c

\

i

t

c

t

t

6:00-6:30 am

6:30-7:00 am

7:00-8:00 am

8:00-9:00 am

9:00-10:00 am

6
,
000/2 = 3,000

6
,
000/2 = 3,000

6
,
000

6
,
000

5
,
000

2 X 2,000/2 = 2,000

3 X 2,000/2 = 3,000

3 X 2,000 = 6,000

6
,
000

6
,
000

3
,
000 - 2,000 = 1,000

1
,
000 + 3,000 - 3,000 = 1

,
000

1
,
000 + 6,000 - 6,000 = 1

,
000

1
,
000 + 6,000 - 6,000 = 1

,
000

1
,
000 + 5,000 - 6,000 = 0

Queue is dissipated at 10:00 AM.
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vehicles in system I 0
vehicles being serviced | 0

vehicles waiting for service | 0

I 2 3 4

1 1 1 1

0 1 2 3

XAt X At XAt XAt

5 
1 i

4

XAt

oooooc 
fiAl flAt |iAI |iAt (lAl nAl

X = demand (veh/sec) = d (i=capacity (veh/sec)=c

Figure 6.7: A Basic Model of Queues with Random Transitions Between 
"States"

Because the queue is growing in time, the point at which
arriving vehicles join the queue moves upstream from the

point of the obstruction or breakdown. Arrival rates, there-

fore, are increased as related to the upstream propagation
speed of the end of the queue.

6.
2

.3 The Basic Approach to Queueing
Analysis: Random Patterns

In the preceding "queueing analyses," the emphasis has been
on deterministic computation based on averages, for cases in
which demand exceeds capacity (v/c > 1.00).

However, in most cases, both the arrival pattern and the
service pattern have randomness that leads to the develop-
ment of queues (i.e., waiting lines). This is a common experi-
ence in everyday life, including lines at the bank, department
of motor vehicles, and gas stations: Even when demand is less
than capacity (v/c < 1.00), arrivals are random, service times
vary, and queues develop. The most basic case will be
addressed now

,
 so that the basic effects and the resultant

"rules of thumb" can be understood. See Reference 11 or

other complete texts on queueing theory for a full treatment of
the subject.

The case considered in this chapter is based on arrivals
that are exponentially distributed, with an average arrival
rate of X veh/s and an average service rate of ]x veh/s. The
time between arrivals and between serviced vehicles are both

exponentially distributed, independent of each other, and
independent of prior arrivals/service events,

 and with a
"

queue discipline" of first-in-first-out (
"FIFO"). Consider the

line at a toll booth as an example.

The exponential distribution is popular both because it
occurs in nature frequently enough and because it leads to some

relatively easy mathematical analysis (compared to other arrival
patterns and disciplines). It has the interesting mathematical
property that the probability of an arrival in the next At seconds
is A, At and that given the passage of time, the distribution of the

remaining time is itself exponentially distributed.
 That is

, if you
have been waiting for an arrival for to seconds,

 the distribution

of the remaining time waiting is still exponential, with the same X.

For this reason, it is referred to as "purely random" events.1

Figure 6.7 shows a common model of the various "states"
or "conditions" a simple single-line queue can have, namely zero
vehicles present (server idle), one vehicle present (server busy,

 no

vehicle waiting), and so forth. The probability of a transition in
the next At from one state/condition to another is determined by
the probabilities X At and (i At as shown in Figure 6.

7
.
 For

instance in State 1 (denoted by the "I" in the circle), one nxight
move to State 2 if there is an arrival in the next At

,
 or to State 0 if

there is a service event in the next At Transitions from State 1 to

higher states such as State 3 or beyond would require two
arrivals, which has a probability of (A.; At)2 and is a negligible
number compared to first-order terms (i.e., not raised to a power),

particularly as At tends to zero.
It is possible to study the transient behavior of the

system by writing a set of difference equations such as
pn(t + At) = (XAtJfcHd) + {nAt)pn+1(t) + {I-a+n)
At)pn(t) where the last term recognizes the probability of not
moving from the existing State "n."

These equations can be used to in conjunction with
I pn(t) = I to generate a set of differential equations that can
in turn be used to study analytically such questions as the

'Over an interval of "T" seconds
, the number of exponentially

distributed events that happen can be shown to follow the Poisson dis-
tribution, with an average number of A. T events in the interval

.
 This is

often applied to traffic counts in five:niinute periods,
 for instance.

i
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time it takes the system to settle down to equilibrium from an
abrupt change or from a special initial condition, or to study
the set of pn(t) over time, or even the expected value of the
queue over time. An example of a special initial condition
might be a queue that grew suddenly to 20 vehicles. How
long will it take to return to its typical levels? An example of
an abrupt change might be a change in the v/c ratio2 from

0
.60 to 0.90. How long will it take to settle down to the new

equilibrium, and what is the new expected queue length?
Such tools as Mathematica [12] or MATLAB [13] could also
be used to calculate the difference or differential equations
for studies.

But it is also possible to study the steady-state or
equilibrium conditions more directly by realizing that in equi-
librium, the flows between states in the two directions must be

equal, so that n pn = X pn_i or pn = ppp- where p = A//i,
which is the v/c ratio. Combined with 5!/>n = 1, it is possible
to derive that pn = pn(l - p) and that the expected queue
is equal p/(l - p)2 because E[#in system] = 2(n - l)pn.
Figure 6.8 shows a plot of expected queue in the system3 ver-
sus the v/c ratio p.

Figure 6.8 reveals a number of insights in considering
providing service under conditions of randomness:

. The number of vehicles queued (or in the system) is
non-zero even when v/c is much less than 1.00 because

of the randomness of the arrivals and the service,

. As v/c exceeds 0
.85, the curve starts to increase

rapidly.

. As v/c passes 0.
90, the rate of increase accelerates

and the number of vehicles queued (or in the system)
grows rapidly, approaching infinity as v/c approaches
1

.
00.

Therefore, as a useful mje of thumb, it is useful to keep
the v/c below 0.85 and certainly below 0.90, so that the
queues and such (including customer waiting times) are rea-
sonable. For bank teller lines or for toll plazas, this leads to a
rule of thumb to add servers (new teller, new toll booth)
whenever the v/c ratio exceeds 0.90 or even 0.85, which can

be deduced from the queue size.

2Note that the ratio p = A/n is the ratio of demand to capacity, which
is denoted as the v/c ratio in traffic work.

3One must be precise because the expected queue is the expected
number of vehicles awaiting service, whereas the expected number
of vehicles in the system includes the vehicle being served (in any).
Further, it is not as simple as "add one" because the system is some-
times entirely idle, with no one being served.

If one writes the equation far-"system idle,

" namely
Po = (1 - p), this means the system will be idle 10% to 15% of
the time, and that is the cost of making sure the queues are rea-

sonable and the service experience is good. That is, the worker
(teller, toll booth) is idle 10% to 15% of the time. Why is this
needed? Because whenever capacity is lost due to idleness

,
 it

can never be recovered and used productively. Thus when ran-

dom arrivals mean no customer is present, the customer cannot

be served (by definition), the capacity is used up nonetheless,

and is not available when customers do show up later.

Another insight is that the service experience can be
improved if the service time is decreased (i.e., capacity
increased). This is done in practice when a higher capacity
electronic toll (e.g., EZ Pass) lane is used at a toll plaza.

Many complicated rules can be constructed for service
,

including (1) multiple servers, customer selects line, (2) multi-
ple service, single waiting line. One can deduce rules of thumb
for the desired number of servers and for the effect on queue
lengths and their variability (and hence "time in system" and its
variability). There are also models that can be constructed of
situations that can only accommodate finite queue lengths,

 and

one of the issues is the turn-away rate of potential customers.

But that is for a text specializing in queueing theory.

A final note: Figure 6.8 shows the queue exploding to
infinity as v/c approaches 1.00, but other treatments in this
text (e.g:, intersection delay) show curves that have finite val-
ues well above v/c of

"

 1.00. How can this be? The answer is

straightforward: In those other cases, the analysis is for a
burst of time such as 15 minutes during which v/c exceeds
1

.00 but is part of a longer period wherein the average v/c is

50

45

40
03

I 35
| 30

I"
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5

0
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v/c RATIO

Figure 6.8: Expected Queue for Various v/c Ratios
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less than 1.00.4 The present subsection addresses a long-term

equilibrium condition in which v/c cannot exceed 1.00 with-

out a continual accumulation of vehicles, mathematically

ooing to infinity for this stated analysis condition and load.

6.
3 Shock-Wave Theory

and Applications

Within traffic flow theory is another area especially worth men-
tioning, namely modeling traffic flow as a compressible fluid sub-

ject to "shock waves" and disruptions. The classic work on this
was Reference 14, and it remains as a landmark paper over 50

years later. In addition to the situations depicted in this section, the
authors also covered more detailed cases in which the shock wave

forms at a botdeneck and later dissipates as the demand decreases.

6.
3.1 Different Flow-Density Curves

A section of roadway may be thought of as defined by its
"flow-density" curve, if one appreciates that (1) this curve is
related to the speed-density curve, which is more basic, and
(2) the analysis to follow is based on the 

"

steady-state
" or

equilibrium conditions, and transition effects make the depic-
tion more complex. (However, the principal effects are well
represented by the analysis to be given.)

Consider the two flow density relations of Figure 6.9
for sections of a three-lane road (each direction), with Curve I

defining Sections 1 and 3. and Curve II defining Section 2.
Section 2 clearly has a lower capacity ; this might be due to a
grade, a surfacing condition, or other factors.

Further, consider that the demand flow rate is 2i and is
less than the lower capacity value.

. Section 1 has a space mean speed S| and a density Z)|, as
defined by Curve 1. The demand is served and flows on
into Section 2. At the given demand, Section 2 has a
space mean speed and density defined by Curve II, and
the density Dj is higher than the prior density D|.
Because the speed is given by the chord of the curve (see
the indicated slopes), it follows that the speed 52 is lower
than /

'

? Section 1. Thus the driver experiences lower
speed and a greater proximity to other drivers.
Nonetheless the demand is served and flows on into

Section 3.

For example, if the overall v/c ratio in the peak hour is 0.90 but the
Peak hour factor (PHP) is 0.85, during the busiest 15-minutes, the v/c
™io is 0

.90/0.85 = 1.06. The overall effect can still be a finite queue.

Row Rate (vph)

Qv

i _ 
.

II

\

Density (vpm)

D, D

Qi Sec 1 Sec 2 Sec 3

Curve 1 II

5,

Speed

Density

52

I N Sections indicated

 5,

1
D2

Figure 6.9: Flow-Density Relations for Different Sections
of Road

. Section 3 has the same demand and curve as Section 1.

There is no reason for the curve to rest on a flow-

density pair to the right of the curves (i.e.,
 the dashed

parts). Compared to Section 2, the driver experiences
better speed and lower density. Indeed,

 the driver

returns to the conditions of Section 1.

The speed and density profiles by section are shown in
Figure 6.9 for the given flow. The driver passes through the
sections, experiencing this profile.

However, what would have happened if the demand flow
rate had been greater than the capacity of the second section?
Consider Figure 6.10, which depicts this situation.

 Note that:

. The demand flow rate gi can be served at some point
in Section I, illustrated by the Point 1 in the roadway.

In this part of the section, the speed and density are as
shown for the corresponding Point 1 and Curve I.

. This demand cannot be passed to Section 2, simply
because it exceeds the capacity of Section 2.

 The

most that can be passed is Qj, corresponding to the
capacity of the section.

. Thus
, in Section 2, it is the flow 02 that exists. This

operates at Point 2 on Curve II and is at a lower speed
and higher density than the traffic at Point 1.
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Figure 6.10: The Same Section of Road But with Higher
Demand

. Only .
a flow level Qi can Be passed to Section 3.

Without a mechanism to force operation on the right
(dashed) side of the curves, Section 3 operates at
Point 3: It has a higher speed and lower density than
even Point 1. .

Although this may seem strange, realize that Section 2 serves
as the bottleneck, holding back the demand. Section 3 is the
same quality road as Section 1 but has less flow-the true
demand simply cannot reach it.

This situation is complicated by the fact that there is an
accumulation of vehicles somewhere: The difference {Qi - Q2)
passes Point 1 but cannot get into Section 2. Thus they are
stored upstream of Section 2, actually within Section 1. Thus
part of Section 1 stores vehicles and experiences an outflow
of only 02- Clearly, it is not in the same mode of operation as
Section 3 and is therefore not operating at Point 3. Rather, it is
operating at the same flow rate but on the right side of the
curve, at Point 4.

The speed and density profiles by section are also shown
in Figure 6.10. Note that the best speed and lowest density is

downstream of the bottleneck; the-wom speed and highesi
density is just upstream of the bottleneck. Thus an assumption

that the section with the poorest speed is actually the bottle-

neck is wrong and would lead to an erroneous identification:

The real bottleneck is the section just downstream of the wora
section, where the traffic is recovering some performance

.

6.
3

.2 Rate of growth

An interesting problem is the proper identification of the rate
of growth of the storage area. This was covered to some
extent in Section 6.1.

Figure 6.11 shows the situation at an arbitrary time
and at one hour later. The expansion of the storage area now
(i) adds the hour's accumulation of (gi - Q2) vehicles, and
(2) encompasses an area in which there already were vehi-
cles at density D]. Thus the growth is defined by a total
addition of

[(01 - Q2) + (WD vehicles (6-3)

in the hour, with the speed of growth S not known.

However, it is also logical that the added growth is also
defined by its new density, D4. Thus the added growth
includes (SXA*) vehicles, so that

[(01 - 02) + (W)] = (5)(D4)

1

or

S = (0i - ftVOV- A) (6-4)

Density D Density D4

Arbitrary
initial

time

7-

S -*- mph
7

Density/), Density D4

Figure 6.11: Growth of Queue in the Compressible
Fluid Model
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Flow Rate

Qv
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®
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\
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lJ
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D4

Figure 6.12: Geometric Interpretation of Rate of Growth

which is the speed of the growth of the queued vehicles. This
is the "shock wave" traveling up the traffic stream from the
bottleneck interface, due to the discontinuity.

Equation 6.4 has a fascinating and logical geometric
interpretation. As shown in Figure 6.12, it is the chord
between Points 1 and 4 and has a negative slope, indicating
that it travels against the direction of the vehicles.

.   To appreciate the scale, assume that

D| - 55 vpm, D4 - 100 vpm

Qi = 1900 vph, Q2 = 1700 vph

on a per-lane basis, and note that 5 = (1900 - 1700)/(100 -
55) = 4.4 mph. That is, the queue of stored vehicles grows at
4

.4 mph for these numbers.

6
.4 Characteristics of Interrupted

Flow

The key feature of interrupted flow is the cyclical stopping
and restarting of traffic streams at traffic signals and at STOP
or YIELD signs.

When traveling along a signalized street or arterial, pla-
loons form

, as groups of vehicles proceed in a manner that
allows them to move continuously through a number of

signals. Within platoons, many of the same characteristics as
for uninterrupted traffic streams exist. It is the dynamics of
starting and stopping groups of vehicles that adds complexity.

Fundamental concepts of interrupted flow are treated in
Chapter 20, "Basic Concepts and Principles of Intersection
Signalization."

6.5 Closing Comments

The material in this chapter provides only a very elementary
introduction to the subject of traffic flow theory. Interested

readers should consult the references and other sources of

more detailed treatments of this complex and evolving sub-
ject. Excellent sources of information is the Web site of the
TRB Committee on Traffic Flow Theory and Characteristics
at http://www.tft.pdx.edu/index.htm, the 2001 monograph
cited as Reference 1

, related TRB committees cited on

http://www.tft.pdx.edu/index.htm, and the FHWA Traffic
Analysis Toolbox at http://ops.fhwa.dot.gov/trafficanalysistools/
toolbox.htm.

5.

This monograph is the latest in a series of monographs on traffic
flow theory. See References 11 and 12. or access them through the
Web site cited here.
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I r
Problems

6-1
. A freeway with two lanes in one direction has s'. N

capacity of 2,100 veh/h/ln under normal operation.! /
On a particular morning, one of these lanes is blocked |
for 15 minutes, beginning at 7:00 am. The arrival pat- fc/
tern of vehicles at this location is as follows:

7:00-8:00 am

8:00-9:00 am

9:00-10:00 am

After 10:00 am

4
,
200 veh/h

4
,
000 veh/h

3
,
800 veh/h

3
,
000 veh/h i

Conduct a deterministic queueing analysis to
determine (a) the maximum size and length of the g
queue, and (b) the time that the queue will fully dissi- ferr
pate. The following two scenarios should be examined: lrLr

.. Capacity under stable conditions: 2,100 veh/h/ln:[ p!
queue discharge capacity: 1,950 veh/h/ln Ir-

. Capacity under stable conditions: 2,100 veh/h/ln; |\

queue discharge capacity: 2,100 veh/h/ln

&-2.  A study of speed-flow-density relationships at a particular 
site has resulted in the following calibrated relationship: /

P

(a) Find the free-flow speed and jam density for this j '
relationship. I I

i
(b) Derive equations depicting the relationships

between flow and density, and speed and flow. PI"1 j
the resulting curves. Show the values of free-flo*, 
speed, jam density, and capacity on these curves | | 

~

(c) Determine the capacity of the site mathematically /
6-3

. Answer all questions as in problem 6-2 for the follow-
ing speed-density relationship:

s = eie-o-0150 C

i
i

.
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CHAPTER

7

Statistical Applications
in Traffic Engineering

7
.

1

7.
1

Bet"(

catii

ple>
anal

Because traffic engineering involves the collection and
analysis of large amounts of data for performing all types
of traffic studies, it follows that statistics is also an impor-
tant element in traffic engineering. Statistics helps us
determine how much data will be required, as well as what
meaningful inferences can confidently be made based on
that data.

Statistics is required whenever it is not possible to
directly observe or measure all of the values needed. If a
room contained 100 people, the average weight of these
people could be measured with 100% certainty by weighing
each one and computing the average. In traffic, this is often
not possible. If the traffic engineer needs to know the
average speed of all vehicles on a particular section of road-
way, not all vehicles could be observed. Even if all speeds
could be measured over a specified time period (a difficult
accomplishment in most cases), speeds of vehicles arriving
before or after the study period, or on a different day than
the sample day, would be unknown. In effect, no matter how
many speeds are measured, there are always more that are
not known. For all practical and statistical purposes, the
number of vehicles using a particular section of roadway
over time is infinite.

Because of this, traffic engineers often observe and
measure the characteristics of a finite sample of vehicles in a
population that is effectively infinite. The mathematics of
statistics is used to estimate characteristics that cannot be

established with absolute certainty, and to assess the degree of
certainty that does exist. When this is done, statistical analysis
is used to address the following questions:

. How many samples are required (i.e., how many indi-
vidual measurements must be made)?

. What confidence should I have in this estimate (i.e.,

how sure can I be that this sample measurement has
the same characteristics as the population)'!

. What statistical distribution best describes the

observed data mathematically?

. Has a traffic engineering design resulted in a
change in characteristics of the population? (For
example, has a new speed limit resulted in reduced
speeds?)

This chapter explores the statistical techniques used in
answering these critical questions and provides some com-
mon examples of their use in traffic engineering. This chapter
is not, however, intended as a substitute for a course in statis-

tics. References 1 through 4 offer some basic information. For
an additional traffic reference addressing statistical tests,

 sec

Reference 5. The review that follows assumes that either

(I) you have had a previous course in statistics or (2) your
instructor will supplement or expand the materials as needed
by an individual class.
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7j Overview of Probability
Functions and Statistics

Before exploring some of the more complex statistical appli-

cations in traffic engineering, we review some basic princi-

ples of probability and statistics that are relevant to these
analyses.

7.
1,

1 Discrete versus Continuous
Functions

Discrete functions are made up of discrete variables-that is,
ihey can assume only specific whole values and not any value
in between. Continuous functions, made up of continuous
variables, in contrast, can assume any value between two

.'iven values. For example, Let N = the number of children in
a family. N can equal 1, 2, 3, and so on, but not 1.5, 1.6,2.3.
Therefore it is a discrete variable. Let H = the height of an
individual. H can equal 5 ft, 5.5 ft, 5.6 ft, and so on, and,
therefore, is a continuous variable.

Examples of discrete probability functions are the
Bernoulli, binomial, and Poisson distributions, which are dis-
cussed in the following sections. Some examples of continu-
ous distributions are the normal, exponential, and chi-square
distributions.

7
.
1

.
2 Randomness and Distributions

Describing Randomness

Some events arc very predictable or should be predictable. If
you add mass to a spring or a force to a beam, you can expect
it to deflect a predictable amount. If you depress the gas
pedal a certain amount and you are on level terrain, you
expect to be able to predict the speed of the vehicle.
However

, some events may be totally random. The emission
of the next particle from a radioactive sample is said to be
completely random.

Some events may have very complex mechanisms and
appear to be random for all practical purposes. In some cases,

the underlying mechanism cannot be perceived,
 whereas in

others we cannot afford the time or money necessary for the
investigation.

Consider the question of who turns north and who
'urns south after crossing a bridge.

 Most of the time, we

s'nipiy say there is a probability p that a vehicle will turn
"orth

,
 and we treat the outcome as a random event.

However
, if we studied who was driving each car and where

each driver worked
, we might expect to make the estimate a

very predictable event, for each and every car. In fact,
 if we

kept a record of their license plates and their past decisions,

we could make very predictable estimates. The events-to a
large extent-are not random. Obviously, it is not worth that
trouble because the random assumption serves us well
enough. That, of course, is the crux of engineering: Model
the system as simply (or as precisely) as possible (or neces-
sary) for all practical purposes. Albert Einstein was once
quoted as saying, "Make things as simple as possible,

 but no

simpler.
"

In fact, a number of things are modeled as random/or
all practical purposes, given the investment we can afford.

Most of the time, these judgments are just fine and are very
reasonable but, as with every engineering judgment, they can
sometimes cause errors.

7
.
1

.3 Organizing Data

When data are collected for use in traffic studies
,
 the raw data

can be looked at as individual pieces of data or grouped into
classes of data for easier comprehension. Most data fit into
a common distribution. Some of the common distributions

found in traffic engineering are the normal distribution,

the exponential distribution, the chi-square distribution, the
Bernoulli distribution, the binomial distribution

,
 and the

Poisson distribution.

As part of the process for determining which distribu-
tion fits the data, one often summarizes the raw data into

classes and creates a frequency distribution table (often the
data is collected without even recording the individual data
points). This makes the data more easily readable and
understood. Consider Table 7.1, which lists the unorganized
data of the heights in inches of 100 students in the
Engineering |0I class. You could put the data into an array
format, which means listing the data points in order from
either lowest to highest or highest to lowest. This will give
you some feeling for the character of the data, but it is still
not very helpful, particularly when you have a large number
of data points.

It is more helpful to summarize the data into defined
categories and display it as a frequency distribution table,

 as

in Table 7.2.

Even though the details of the individual data points are
lost, the grouping of the data adds much clarity to the character
of the data. From this frequency distribution table, plots can be
made of the frequency histogram, the frequency distribution,

the relative frequency distribution, and the cumulative
frequency distributions.
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Table 7.1: Heights of Students in Engineering 101

62.3

72

66

67.5

73.9

64.5

67

66

69.3

71

67.5

67

61

68

66

67.4

73.5

64

69.4

67

73

64

67

67.5

66.2

72.5

67.4

63

68

70

73

67.5

70.5

64.6

69.2

61.8

67.4

71

64.5

67

63

66.1

67

69.8

66.5

63.7

69.3

66

69

70.5

69.5

64.6

70.1

63

67.8

69

70

63.9

66.5

71

70

67.5

60.5

66

71

67

66.8

70

67.2

64.2

63.2

74

67.9

64.9

69.1

68

62

69

66.5

70.5

74

66

70

68

69.4

67.9

64

68

63.9

67

70.2

68

61.4

67.5

70.5

64.5

68

67

69

67.5

[

1

(

i
l

t

(

[

1

Table 72: Frequency Distribution Table: Heights
of Students in Engineering 101

Height Group
(inches)

Number of

Observations

60-62

63-65

66-68

69-71

72-74

5

18

42

27

8

7
.
1.

4 Common Statistical Estimators

In dealing with a distribution, two key characteristics are
of interest. These are discussed in the following
subsections.

Measures of Central Tendency

Measures of central tendency are measures that describe the
center of data in one of several different ways. The arithmetic
mean is the average of all observed data. The true underlying
mean of the population, n, is an exact number that we do not
know, but can estimate as:

1 N
(7-1)

where: x = arithmetic average or mean of observed values
x,- = ith individual value of statistic

N = sample size

Consider the following example: Estimate the mean
from the following sample speeds in mi/h: (53,41

,63, 52,41,
39,55,34). Using Equation 7-1:

jc =  (53 + 41 + 63 + 52 + 41 + 39 + 55 + 34)
o

= 47
.
25

Because the original data had only two significant digits,
 the

more correct answer is 47 mi/h.

For grouped data, the average value of all observations
in a given group is considered to be the midpoint value of the
group. The overall average of the entire sample may then be
found as:

1

x

N
(7-2)

where: fj = number of observations in group j
wiy = middle value of variable in group j
N = total sample size or number of observations

For the height data of Table 7.2:

61(5) + 64(18) + 67(42) + 70(27) + 73(8)
x

100

67.45 = 67

The median is the middle value of all data when arranged
in an array (ascending or descending order). The median
divides a distribution in half: Half of all observed values aie

higher than the median, and half are lower. For nongroupe''
data, it is the middle value; for example, for the set of numbed
(3, 4, 5, 5, 6, 7, 7, 7, 8), the median is 6. It is the fifth value
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(in ascending or descending order) in an array of 9 numbers.

For grouped data, the easiest way to get the median is to read

the 50% percentile point off a cumulative frequency distribu-
tion curve (see Chapter 9).

The mode is the value that occurs most frequently-that

is, the most common single value. For example, in non-
srouped data, for the set of numbers (3, 4, 5,5,6, 7, 7, 7, 8),

Jhe mode is 7. For the set of numbers (3, 3, 4,5,5,5,6, 7, 8,
8

,
 8, 9), both 5 and 8 are modes, and the data are said to be

bimodal. For grouped data, the mode is estimated as the peak
of the frequency distribution curve (see Chapter 9). For a

perfectly symmetrical distribution, the mean, median, and

mode are the same.

Measures of Dispersion

Measures of dispersion are measures that describe how
far the data spread from the center. The variance and stan-
dard deviation are statistical values that describe the
magnitude of variation around the mean, with the variance
defined as:

s
2

N- 1

2

(7-3)

where: s2 = variance of the data

N - sample size, number of observations

All other variables as previously defined.
The standard deviation is the square root of the vari-

ance. It can be seen from the equation that what you are meas-
uring is the distance of each data point from the mean. This
equation can also be rewritten (for ease of use) as:

1

is*2-

from:
For grouped data, the standard deviation is found

s

\ 2>2 - m1
V -i (7-5)

where all variables are as previously defined.
 The standard

deviation (STD) may also be estimated as:

?

5est
85 P 15

2
(7-6)

where: Pgs

?15

85th percentile value of the distribution
(i.e., 85% of all data is at this value or less).

15th percentile value of the distribution (i.e.,

15% of all data is at this value or less).

The Jth percentile is defined as that value below which
x% of the outcomes fall. Pg5 is the 85th percentile,

 often used

in traffic speed studies; it is the speed that encompasses 85%
of vehicles.     is the 50th percentile speed, or the median.

The coefficient of variation is the ratio of the standard
deviation to the mean and is an indicator of the spread of
outcomes relative to the mean.

The distribution or the underlying shape of the data is of
great interest. Is it normal? Exponential? But the engineer is
also interested in anomalies in the shape of the distribution
(e.g., skewness or bimodality). Skewness is defined as the
(mean - mode)/std If a distribution is negatively skewed, it
means that the data are concentrated to the left of the most

frequent value (i.e., the mode)\When a distribution is posi-
tively skewed, the data are conctentrated to the right of the
mode. The engineer should look fb  the underlying reasons
for skewness in a distribution. For instance, a negatively
skewed speed distribution may indicate a problem such as
sight distance or pavement condition that is inhibiting drivers
from selecting higher travel speeds.

7
.2 The Normal Distribution

and Its Applications

One of the most common statistical distributions is the

normal distribution, known by its characteristic bell-shaped
curve (Fig. 7.1). The normal distribution is a continuous dis-
tribution. Probability is indicated by the area under the proba-
bility density function j) between specified values, such as
P{40 < x< 50).

The equation for the normal distribution function is:

fix)
\
 

7=
-

 U-/i)2 '
.

   2a2 
_

(7-7)

where: x

ft

a

normally distributed statistic
true mean of the distribution

true standard deviation of the distribution

The probability of any occurrence between values x\
and xj is given by the area under the distribution function
between the two values. The area may be found by integra-
tion between the two limits. Likewise, the mean,    and the
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Approximate
shape of curve
illustrated.

n-2a ti-r ft-' fi + ' (1 + 2"  + 3"

Figure 7.1: The Normal Distribution
I

variance, cr2
, can be found through integration. The normal dis-

tribution is the most commgndistribution because any process
that is the sum of many parts tendsto be normally distribuied.
Speed, travel time, and delay are all commonly described using
the normal distribution. The function is completely defined by
two parameters: the mean and the variance. All other values in
Equation 7-6, including ir, are constants. The notation for a nor-
mal distribution is jc: N]ji, a ], which means that the variable x
is normally distributed with a mean of ju. and a variance of a2.

7
.
2

.
1 The Standard Normal Distribution

For the normal distribution, the integration cannot be done in
closed form due to the complexity of the equation for/(x); thus
tables for a "standard normal" distribution, with zero mean

(ju. = 0) and unit variance {& = 1), are constructed. Table 73
presents tabulated values of the standard normal distribution.
The standard normal is denoted z: A/[0,1 ]. Any value of x on any
normal distribution, denoted x: Afyi, a2]

,
 can be converted to an

equivalent value of z on the standard normal distribution. This
can also be done in reverse when needed. The translation of an

arbitrary normal distribution of values of jc to equivalent values
of z on the standard normal distribution is accomplished as:

z

x-p

a
(7-8)

where: z = equivalent statistic on the standard normal distri-
bution, z:AfI0,l]

x = statistic on any arbitrary normal distribution, x:
Nlfi, a2] other variables as previously defined

Figure 7.2 shows the translation for a distribution of
spot speeds that has a mean of 55 mi/h and standard deviation
of 7 mi/h to equivalent values of z.

X

     55 65

(a) The problem and normal distribution as specified

'A7.

(x-p)
0 10

(b) The axis translated to a zero mean

z
{x - ft)

a

1
.
43

(c) The axis scaled so that the yv(0,1) is used

Figure 7.2: Shifting the Normal Distribution to the i
Standard Normal Distribution

Consider the following example: For the spot speed dis-
tribution of Figure 72, x: #[55,49], what is the probabilil)
that the next observed speed will be 65 mi/h or less? Translate
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Table 7.3: The Standard Normal Distribution

J

1

i

S-

t;
te

z

.
0

.
1

.
2

.
3

.
4

.
5

.
6

.
7

.
8

.
9

1
.
0
'

1
.

1

1
.
2

1
.
3

1
.
4

1
.
5

1
.
6

1
.
7

1
.
8

1
.
9

2
.
0

2
.

1

2
.
2

2
.
3

2
.
4

2
.
5

2
.
6

2
.
7

2
.
8

2
.
9

3
.
0

3
.

1

3
.
2

3
.
3

3
.
4

1
o z

.
00 .01 .02 .03 .

04
.
05

.06
.07

.08
.09

.
5000

.
5398

.
5793

.
6179

.
6554

.
6913

.
7257

.
7580

.
7881

.
8159

.
8413

.
8643

,
8849

.
9032

.
9192

.
9332

.
9432

.
9554

.9641

.
9713

.
9772

.
9812

.
9861

.
9893

.
9918

.
9938

.
9953

.
9965

.
9974

.
9981

.
9987

.
9990

.
9993

.
9995

.
9997

.
5040

.
5438

.
5832

.
6217

.
6591

.
6950

.
7291

.
7611

.
7910

;8186

.
8438

.
8665

.
8869

.
9049

.
9207

.
9345

.
9463

.
9564

.
9649

.
9719

.
9778

.
9826

.
9864

.
9896

.
9920

.
9940

.
9955

.
9966

.
9975

.
9982

.
9987

.
9991

.
9993

.
9995

.
9997

.
5080

.
5478

.
5871

.
6255

.
6628

.
6985

.
7324

.
7642

.
7939

.
8212

;8461

.
8686

.
8888

.
9066

.
9222

.
9357

.
9474

.
9573

.
9658

.
9726

.
9783

.
9830

.
9868

.
9898

.
9922

.
9941

.
9956

.
9967

.
9976

.
9982

.
9987

.
9991

.
9994

.
9995

.
9997

.
5120

.
5517

.
5910

.
6293

.
6661

.
7019

.
7357

.
7673

.
7967

.
8238

.
8485

.
8708

.
8907

.
9082

.
9236

.
9370

.
9484

.
9582

.
9664

.
9732

.
9788

.
9834

.
9871

.
9901

.
9925

.
9943

.
9937

.
9968

.
9977

.
9983

.
9988

.
9991

.
9994

.
9996

.
9997

.
5160

.
5557

.
5948

.
6331

.
6700

.
7054

.
7389

.
7704

.
7995

.
8264

.
8508

.
8729

.
8925

.
9099

.
9251

.
9382

.
9495

.
9591

.
9671

.9738

.
9793

.
9838

.
9875

.
9904

.
9927

.
9945

.
9959

.
9969

.
9977

.
9984

.
9988

.
9992

.
9994

.
99%

.
9997

.
5199

.
5596

.
5987

.
6368

.
6736

.
7083

.
7422

.
7734

.
8023

.
8289

.
8531

.
8749

.
8944

.
9115

.
9265

.
9394

.
9505

.
9599

.
9678

.
9744

.
9798

.
9842

.
9878

.
9906

.
9929

.
9946

.
9960

.
9970

.
9978

.
9984

.
9989

.
9992

.
9994

.
9996

.
9997

.
5239

.
5636

.
6026

.
6406

.
6772

.
7123

.
7454

.
7764

.
8051

.
8315

.
8554

.
8770

.
8962

.
9131

.
9279

.9406

.
9515

.
9608

.
9686

.
9750

.
9803

.
9846

.
9881

.
9909

.
9931

.
9948

.
9961

.
9971

.
9979

.
9985

.
9989

.
9992

.
9994

.
9996

.
9997

.
5279

.
5675

.
6064

.
6443

.
6808

.
7157

.
7486

.
7794

.
8078

.
8340

.
8577

.
8790

.
8980

.
9147

.
9292

.
9418

.
9525

.
9616

.
9693

.
9756

.
9808

.
9854

.
9884

.
9911

.
9932

.9949

.
9962

.
9972

.
9979 

.

.
9985

.
9989

.
9992

.
9995

.
99%

.
9997

.
5319

.
5714

.
6103

.
6480

.
6844

.
7190

.
7517

.
7823

.
8106

.
8365

.
8599

.
8810

.
8997

.
9162

.
9306

.
9429

.
9535

.
9625

.
%99

.
9716

.
9812

.
9854

.
9887

.
9913

.
9934

.
9951

.9%3

.
9973

.
9980

.
9986

.
9990

.
9993

.
9995

.
99%

.
9997

.
5359

.5753

.
6141

.
6517

.
6879

.
7224

.
7549

.
7852

.
8133

.
8389

.
8621

.
8830

.
9015

.
9177

.
9319

.
9441

.
9545

.
9633

.
9706

.
9767

.
9817

.
9857

.
9890

.
9916

.
9936

.
9952

.
9964

.
9974

.
9981

.
9986

.
9990

.
9993

.
9995

.
9997

.
9998

:

(Used with permission of Dover Publications, from E. L. Crow, F. A. Davis, and M. W. Maxfield, Statistics Manual. @ 1960,
Dover Publications.)

I



.
/
.

I

I

128 CHAPTER 7  STATISTICAL APPLICATIONS IN TRAFFIC ENGINEERING 

and scale the jc-axis as shown in Figure 7.2. The equivalent
question for the standard normal distribution, z: A/[0,1], is
found using Equation 7-8: Determine the probability that the
next value of z will be less than:

Z

65 - 55

7
1

.
43

Entering Table 7.3 on the vertical scale at 1.4 and on the
horizontal scale at 0.03, the probability of having a value of z
less than 1.43 is 0.9236, or 92.36%.'

Another type of application frequently occurs: For the
case just stated, what is the probability that the speed of the
next vehicle is between 55 and 65 mi/h?

The probability that the speed is less than 65 mi/h has
already been computed. We can now find the probability that
the speed is less than 55 mi/h, which is equivalent to
z = (55 - 55)/7 = 0.00, so that the probability is 0.50, or
50%, exactly. The probability of being between 55 and 65
mi/h is just the difference of the two probabilities:
(0.9236 - 0.5000) = 0.4236, or 42.36%.

In similar fashion, using common sense and the fact of
symmetry, one can find probabilities less than 0.5000, even
though they are not tabulated directly in Table 7.3.

For the case just stated, find the probability that the next
vehicle's speed is less than 50 mi/h. Translating to the z-axis,
we wish to find the probability of a value being less than
z = (50 - 55)/7 = -0.71. Negative values of z are not given
in Table 7.3, but by symmetry it can be seen that the desired
shaded area is the same size as the area greater than + 0.71"

.

Still, we can only find the shaded area less than + 0.71 (it is:
0

.7611). However, knowing that the total probability under
the

.

curve is 1.00, the remaining area (i.e., the desired quan-
tity) is therefore (1.0000 - 0.7611) = 0.2389, or 23.89%.

From these illustrations, three important procedures
have been presente± (1) the conversion of values from any
arbitrary normal distribution to the standard normal distribu-
tion, (2) the use of the standard normal distribution to deter-
mine the probability of occurrences, and (3) the use of Table
7

.3 to find probabilities less than both positive and negative
values of z, and between specified values of z.

7.
2

.2 Important Characteristics of the
Normal Distribution Function

The preceding exercises allow us to compute relevant areas
under the normal curve. Some numbers occur frequently in

'Probabilities are numbers between zero and one, inclusive, and not

percentages. However, many people talk about them as percentages.

practice, and it is useful to have thSTe in mind. For instance
,

what is the probability that the next observation will be within
one standard deviation of the mean

, given that the distribution
is normal? That is, what is the probability that x is in the range

(ji ± 1.00a-)? By a similar process to those just illustrated
,

we can find that this probability is 68.
3%.

The following ranges have frequent use in statistical
analysis involving normal distributions:

. 68
.3% of the observations are within ju. ± 1 .OOo-

. 95.0% of the observations are within /i ± 1.
96a

. 95
.5% of the observations are within ju, ± 2.

00o-

. 99
.7% of the observations are within jut ± 3.

00o-

The total probability under the normal curve is 1
.00,

and the normal curve is symmetric around the mean. It is also

useful to note that the normal distribution is asymptotic to the
x-axis and extends to values of ± oo

. These critical charac-

teristics will prove to be useful throughout the text.

7
.3 Confidence Bounds

What would happen if we asked everyone in class (70 people)
to collect 50 samples of speed data and to compute their own
estimate of the mean? How many estimates would there be?
What distribution would they have? There would be 70 esti-
mates and the histogram of these 70 means would look nor-
mally distributed. Thus the "estimate of the mean" is itself a

random variable that is normally distributed.

..

.

.

 Usually we compute only one estimate of the mean (or
any other quantity), but in this class exercise we are confronted
with the reality that there is a range of outcomes. We may.
therefore, ask how good our estimate of the mean is.

 How con-

fident are we that our estimate is correct? Consider that:

. The estimate of the mean quickly tends to be nor-
mally distributed.

. The expected value (the true mean) of this distribution
is the unknown fixed mean of the original distribution.

. The standard deviation of this new distribution of

means is the standard deviation of the original distri-
bution divided by the square root of the number of
samples, N. (This assumes independent samples and
infinite population.)

The standard deviation of this distribution of the means is

called the standard error of the mean (£)

E = a/VN (7-9)
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where the sample standard deviation, s, is used to esti-

mate (T. and al' variables are as previously defined. The same

characteristics of any normal distribution apply to this distri-

bution of means as well. In other words, the single value of

the estimate of the mean, xn, approximates the true mean pop-

ulation, fi, as follows:

x ± E. with 68.3% confidence

x ± 1.96 E, with 95% confidence

x ± 3.00 E. with
'

99.7% confidence

The ± term (E, 1.96E, or 3.00E, depending on the confidence
level) in the preceding equation is also called the tolerance
and is given the symbol e.

Consider the following: 54 speeds are observed, and the
mean is computed as 47.8 mi/h, with a standard deviation of

7
.
80 mi/h. What are the 95% confidence bounds?

P[41.% - 1.96 * (?.80/\ 4)] < ii
'

 < [47.8 + 1.96 * (7.80/V54)] = 0.95

P(45.7 < /i < 49.9) = 0.95

or

Thus it is said there is a 95% probability that the true
mean lies between 45.7 and 49.9 mi/h. Further, although not
proven here, any random variable consisting of sample
means tends to be normally distributed for reasonably large,
regardless of the original distribution of individual values.

7
.4 Sample Size Computations

We can rewrite the equation for confidence bounds to solve
lor /V

, given that we want to achieve a specified tolerance and
confidence. Resolving the 95% confidence bound equation

for/V gives:

N>
[
.
96 V

e
2

(7-10)

where 1.962 is used only for 95% confidence. If 99.7%
confidence is desired

, then the 1.96 would be replaced by 3 .
Consider another example: With 99.7% and 95% confi-

dence
, estimate the true mean of the speed on a highway, plus or

minus 1 mi/h
. We know from previous work that the standard

deviation is 7
.2 mi/h. How many samples do we need to collect?

N
32 * 7.22

1 2 467 samples for 99.7% confidence,

and

N
1
.
962 * 7

.
22

1 2
~ 200 samples for J£% confidence

Consider further that a spot speed study is needed at a
location with unknown speed characteristics. A tolerance of
± 0.2 mph and a confidence of 95% is desired. What sample

size is required? Because the speed characteristics are
unknown, a standard deviation of 5 mi/h (a most common
result in speed studies) is assumed. Then for 95% confidence

,

N = (1.962 * 52)/0.22 = 2,401 samples. This number is
unreasonably high. It would be too expensive to collect such a
large amount of data. Thus the choices are to either reduce the
confidence or increase the tolerance. A 95% confidence level is

considered the minimum that is acceptable; thus,
 in this case

,

the tolerance would be increased. With a tolerance of 0
.
5 mi/h:

N
1

.
962 * 52

0
.
52

384 vehicles

Thus the increase of just 0.3 mi/h in tolerance resulted in a
decrease of 2,017 samples required. Note that the sample size
required depends on s, which was assumed at the beginning.
After the study is completed and the mean and standard devi-
ation are computed, should be rechecked. If TV is greater
(i.e., the actual s is greater than the assumed s), then more
samples may need to be taken.

Another example: An arterial is to be studied,
 and it is

desired to estimate the mean travel time to a tolerance of

±5 seconds with 95% confidence. Based on prior knowledge
and experience, it is estimated that the standard deviation of
the travel times is about 15 seconds. How many samples are
required?

Based on an application of Equation 7-10,

N = 1.962(I52)/(52) = 34.6, which is rounded to 35 samples,

As the data is collected, the s computed is 22 seconds,
 not

15 seconds. If the sample size is kept at /V = 35, the confidence
bounds will be ± 1.96(22)/V35 or about ±7.3 seconds. If the
confidence bounds must be kept at ±5 seconds, then the sample
size must be increased so that TV > 1.962(22':)/(5'i) = 74.4 or
75 samples. Additional data will have to be collected to meet the
desired tolerance and confidence level.

7
.
5 Addition of Random Variables

One of the most common occurrences in probability and sta-
tistics is the summation of random variables, often in the form

Y = aiXi + 02X2 or in the more general form:

y= (7-11)
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:

1

where the summation is over /, usually from 1 to n and a, is a
weighting factor.

It is relatively straightforward to prove that the expected
value (or mean) /uy of the random variable Y is given by :

My 2 (7-12)

and that if the random variables jc, are independent of each
other, the variance    of the random variable Y is given by:

(7-13)

The fact that the coefficients, a,-, are multiplied has great prac-
tical significance for us in all our statistical work.

A Sample Problem: Adding Travel Times

A trip is composed of three parts, each with its own mean and
standard deviation as shown here. What are the mean, vari-
ance, and standard deviation of the total trip time?

Trip Components

1
.
 Auto

2
.
 Commuter Rail

3
.
 Bus

Mean

7 nun

45 mm

15 mm

Standard Deviation

2 min

6 min

3 min

Solution: The variance may be computed by squaring the
standard deviation. The total trip time is the sum of the three
components. Equations 7-12 and 7-13 may be applied to
yield a mean of 67 minutes, a variance of (I2 X 22) +
(I2 X 62) + (I2 X 32) = 49 min2, and, therefore, a standard
deviation of 7 minutes.

A Sample Problem: Proportion of Female Riders

In a central business district (CBD), there are 10,000 trips per

day by subway, 6000 trips by bus, 5,000 trips by light rail,
2

,000 walking trips, and 1,000 bicycle trips. The percentile
trips that are made by women by mode are as follows:

X Subway  Bus LigitRail  Walking Bicyde

P(x) 0.4       0.6 0.6 0
.
55 0

.
4

What is the expected number of female riders on public
transportation?

Solution: (0.4X10,000) + (0.6)(6,000) + (O.6)(5,000) +
(0.55)(2,000) + (0.4X1,000) = 12,100

A Sample Problem: Parking Spaces

Based on observations of condos with 100 units
, it is believed

that the mean number of parking spaces desired is 70, with a ,
standard deviation of 4.6. If we are to build a larger complex
with 1,000 units, what can be said about the parking?

Solution: If X = the number of parking spaces for a condo
with 100 units, then the mean {fix) of this distribution of
values has been estimated to be 70 spaces, and the standard
deviation {ax) has been estimated to be 4.6 spaces. The

assumption must be made that the number of parking spaces
needed is proportional to the size of the condo developmem
(i.e., that a condo with 1,000 units will need 10 times as many
parking spaces as one with 100 units). In Equations 7-12 and
7-13

,10 becomes the value of a. Then, if K = the number ol

parking spaces needed for a condo with 1,000 units:

and:

 = 10(70) = 700 spaces

oJ OO2) 2)  2116

(T
j, = 46 spaces

Note that this estimates the average number of spaces
needed by a condo of size 1,000 units, but it does noi
address the specific need for parking at any specific devel-
opment of this size. The estimate is also based on the
assumption that parking needs will be proportional to the
size of the development, which may not be true. If available,
a better approach would have been to collect information on
parking at condo developments of varying size to develop a
relationship between parking and size of development. Th£
latter would involve regression analysis, a more complex
type of statistical analysis.

7
.
5

.
1 The Central Limit Theorem

One of the most impressive and useful theorems in probability
is that the sum of n similarly distributed random variables
tends to the normal distribution, no matter what the initial

underlying distribution is. That is, the random variable
K=S Xj, where the X-, have the same distribution, tends to the

normal distribution.

The words lends to" can be read as "tends to look like'
the normal distribution. In mathematical terms, the actual

distribution of the random variable Y approaches the normal
distribution asymptotically.
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Sum of Travel Times

Consider a trip made up of 15 components, all with the same

underlying distribution, each with a mean of 10 minutes and
standard deviation of 3.5 minutes. The underlying distribution

is unknown. What can you say about the total travel time?

Although there might be an odd situation to contradict
this, w = 15 should be quite sufficient to say that the distribu-

tion of total travel times tends to look normal. From Equation

7-12,
 the mean of the distribution of total travel times is found

by adding 15 terms (a, 
'

 ju,,) where a, = 1 and ju, = 10

minutes, or

[ij = 15*(I * 10) = 150 minutes

The variance of the distribution of total travel times is

found from Equation 7-13 by adding 15 terms (of of) where
\    cij is again 1, and 07 is 3.5 minutes. Then:

.

     = 15 * (I * 3.52) = 183
.
75 minutes

The standard deviation, ay is, therefore, 13.6 minutes.
If the total travel times are taken to be normally distrib-

uted, 95% of all observations of total travel time will lie
between the mean (150 minutes) ±1.96 standard deviations
(13.6 minutes), or:

150 ± 1.96(13.6)

Thus 95% of all total travel times would be expected
to fall within the range of 123 to 177 minutes (values rounded
to the nearest minute).

Hourly Volumes

Five-minute counts are taken, and they tend to look rather
smoothly distributed but with some skewness (asymmetry).
Based on many observations,

 the mean tends to be 45 vehicles

in the five-minute count
,
 with a standard deviation of 7 vehi-

cles. What can be said of the hourly volume?
The hourly volume is the sum of 12 five-minute distribu-

tions
, which should logically be basically the same if traffic

levels are stable
. Thus the hourly volume will tend to look normal

and will have a mean computed using Equation 7-12,
 with

fi = 1, ft, = 45 vehicles, and n = 12, or 12 *(1 *45) =
540 veh/h

. The variance is computed using Equation 7-13, with
«

, = 1
, a,- = 7, and « = 12, or 12*(12*72) = 588 (veh/h)2.

The standard deviation is 24
.2 veh/h. Based on the assumption of

normality, 95% of hourly volumes would be between 540 ±
1 % (24.2) = 540 ± 47 veh/h (rounded to the nearest whole
chicle).

,
2

Note that the summation has had an interesting effect.

The oV/i ratio for the five-minute count distribution was
7/45 = 0.156

, but for the hourly volumes it was
47/540 - 0.087. This is due to the summation

,
 which tends

to remove extremes by canceling "highs" with "lows" and
thereby introduces stability. The mean of the sum grows in
proportion to n, but the standard deviation grows in
proportion to the square root of n.

Sum of Normal Distributions

Although not proven here, it is also true that the sum of any
two normal distributions is itself normally distributed. By
extension, if one normal is formed by n) summations of one
underlying distribution and another normal is formed by ni
summations of another underlying distribution,

 the sum of the

total also tends to the normal. Thus
, in the foregoing travel-

time example, not all of the elements had to have exactly
the same distribution as long as subgroupings each tended to
the normal.

7
.6 The Binomial Distribution

Related to the Bernoulli

and Normal Distributions

7
.
6

.1 Bernoulli and the Binomial

Distribution

The Bernoulli distribution is the simplest discrete distribu-
tion, consisting of only two possible outcomes: yes or no,

heads or tails, one or zero
,
 and so on. The first occurs with

probability p, and therefore the second occurs with probabil-
ity (l - p = q). This is modeled as:

P(X = 1) = p

P(X - Q) = I - p = q

In traffic, it represents any basic choice-to park or not to
park; to take this route or that; to take auto or transit (for one
individual). It is obviously more useful to look at more than
one individual, however

,
 which leads us to the binomial distri-

bution. The binomial distribution can be thought of in two
common ways:

1
. Observe N outcomes of the Bernoulli distribution,

make a record of the number of events that have the

outcome "1
,

"

 and report that number as the
outcome X.
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2
. The binomial distribution is characterized by the

following properties:

. There are N events
, each with the same proba-

bility p of a positive outcome and (1 - p) of a
negative outcome.

. The outcomes are independent of each other.

. The quantity of interest is the total number X of
positive outcomes, which may logically vary
between 0 and N.

. TV is a finite number
.

The two ways are equivalent, for most purposes.
Consider a situation in which people may choose "tran-

sit" or "auto" where each person has the same probability
p = 0.25 of choosing transit, and each person

's decision is

independent of that of all other persons. Defining "transit" as
the positive choice for the purpose of this example and choos-
ing   = 8, note that:

I
. Each person is characterized by the Bernoulli distri-

bution, with p = 0.25.
2

. There are 28 = 256 possible combinations of
choices, and some of the combinations not only
yield the same value of X but also have the same
probability of occurring. For instance, the value of
X = 2 occurs for both.

and

TTAAAAAA

TATAAAAA

and several other combinations, each with probability
of p2{ 1 - pf, fttf a total of 28 such combinations.

Stated without proof is the result that the probability
P(X = x) is given by:

PiX - x)
{N - x)\x\

p
*{l - pf-* (7-14)

with a mean of Np and a variance of Npq where q - I - p.
The derivation may be found in any standard probability text

Figure 7.3 shows the plot of the binomial distribution
for p = 0.25 and /V = 8. Table 7.4 tabulates the probabilities
of each outcome. The mean may be computed as
ju, = Vp = 8 X 0.25 = 2.00 and the standard deviation as
a = Npq = iX 0.25 X 0.75 - 1.5.

There is an important concept that you should master to
use statistics effectively throughout this text. Even though on
average two out of eight people will choose transit, there is

0350

0
.
300

 0.250

I 0.200-
I 0.150-
a 0

.
100-

0
.
050-

0
.
000

111.
I      I      I      I      I f

0 1    2    3    4    5    6    7 8

Figure 7.3: Plot of Binomial Results for
p = 0.25

8 and

absolutely no guarantee what the next eight randomly -
selected people will choose, even if they follow the rules
(same p, independent decisions, etc.). In fact, the number -
could range anywhere from X = 0 to X = 8.

 And we cat

expect that the result X = 1 will occur 10.0% of the time.

X = 4 will occur 8.7% of the time, and X = 2 will occur onlj
31.1% of the time. (

This is the crux of the variability in survey results.
 !l c

there were 200 people in the senior class and each studeni F
surveyed 8 people from the subject population, we would get '
different results. In general, our results, if plotted and tabu- {
lated, would conform to Figure 7.3 and Table 7.

4 but woulil 1

not mimic them perfectly. Likewise, if we average our resute
the result would probably be close to 2.00 but would almost 4
surely not be identical to it

Table 7.4: Tabulated Probabilities for a Binomial

Distribution withN=Sandp= 0.25

Outcome X People
Using TVansit Probability of X

0

1

2

3

4

5

6

7

8

0
.
100

0
.
267

0
.
311

0
.
208

0
.
087

0
.
023

0
.
004

0
.
000

0
.
000

(
(

<

1

1

I
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Figure 7.4: Binomial Distribution for N = 200 and p - 0.25

i.

7.
6.2 Asking People Questions:

Survey Results

Consider that the commuting population has two
choices - X = 0 for auto and X = 1 for public transit. The
probability p is generally unknown, and it is usually of great
interest. Assuming the probability is the same for all people
(to our ability to discern, at least), then each person is charac-
terized by the Bernoulli distribution.

If we ask « = 50 people for their value of X, the resulting
distribution of the random variable K is binomial and may tend
lo look like the normal. Figure 7.3 shows this exact distribution
lor p - 0.25. Without question, this distribution looks normal.
Applying some "quick facts" and noting that the expected value
(that is, the mean) is 12.5(50 x 0.25), the variance is
9

.375 (50 X 0.25 X 0.75), and the standard deviation is 3.06,
we can expect 95% of the results to fall in the range 12.5 ± 6.0
or between 6

.
5 and 18.5.

If n = 200 had been selected, then the mean of Y would

have been 50 when p = 0.
25 and the standard deviation would

have been 6
.
1

,
 so that 95% of the results would have fallen in the

range of 38 to 62. Figure 7.4 illustrates the resulting distribution.

7
.6.3 The Binomial and the Normal

Distributions

file central limit theorem informs us that the sum of Bernoulli

distributions (i.
e

., the binomial distribution) tends to the noimal
distribution

. The only question is How fast? A number of

practitioners in different fields use a rule of thumb that says, "For
large n and small p the normal approximation can be used with-
out restriction." This is incorrect and can lead to serious errors

.

the most notable case in which the error occurs is when
rare events are being described, such as auto accidents per mil-
lion miles traveled or aircraft accidents. Consider Figure 7.

5
,

which is an exact rendering of the actual binomial distribution
for p = 0.7(10)

-6 and two values of n-namely n = 106 and

n = 2(10)6, respectively. Certainly p is small and n is large in
these cases, and, just as clearly, they do not have the characteris-
tic symmetric shape of the normal distribution.

It can be shown that in order for there to be some chance

of symmetry-that is, in order for the normal distribution to
approximate the binomial distribution-the condition that
np/{l - p) > 9 is necessary. Clearly, neither of the cases in

Figure 7.5 satisfies such a condition.

7
.7 The Poisson Distribution

The Poisson distribution is known in traffic engineering as the
"

counting
"

 distribution. It has the clear physical meaning of a
number of events X occurring in a specified counting interval
of duration 7 and is a one-parameter distribution with:

P{X
m

X

jc) = <rm
-

i!
(7-15)

with mean /x = m and variance a2 = m
.

The fact that one parameter m specifies both the mean
and the variance is a limitation, in that if we encounter field



I

134
f

CHAPTER 7   STATISTICAL APPLICATIONS IN TRAFFIC ENGINEERING 7 8

0
.

6

0
.

5

0
.
4

S 0
.
3

0

0
.
2

0
.

1

1

0 2 3 4 5 6 7 8 9 10

0
.
4

035

0
.
3

S 0.25 -

0
.

1 -

0
.
05-

0-

1
iPs.

.

I
1 1 1 1 1 1  1 1  1  1 1

123456789 100
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7

.
1

Table 7.5: A Poisson Distribution with m = 5

. 1

Number of

Accidents (x)

0

1

2

3

4

5

6

Probability

.
007

.
034

.
084

.
140

:177

.
175

.

146

Cumulative

ProbabaityP(Jir<x)

.
007

.
041

.
125

.
265

.
442

.
617

.
763

data where the variance and mean are clearly different, the
Poisson does not apply.

The Poisson distribution often applies to observations
per unit of time, such as the arrivals per five-minute period
at a toll booth. When headway times are exponentially
distributed with mean /x = 1/A, the number of arrivals in an
interval of duration T is Poisson distributed with mean

li = m  XT.
Applying the Poisson distribution is done the same

way we applied the binomial distribution earlier. For exam-
ple, say there is an average of five accidents per day on the
Florida freeways. Table 7.5 shows the probability of there
being 0, 1, 2, and so on, accidents on a given day on
the freeways in Florida. The last column shows the cumula-
tive probabilities or the probability P{X  x).

7
.8 Hypothesis Testing

Very often traffic engineers must make a decision based on
sample information. For example, is a traffic control

effective or not? To test this, we formulate a hypothesis, //&
called the null hypothesis and then try to disprove it.

 The

null hypothesis is formulated so there is no difference or no
change, and then the opposite hypothesis is called the
alternative hypothesis, H\.

When testing a hypothesis, it is possible to make twoj
types of errors: (1) We could reject a hypothesis that should
be accepted (e.g., say an effective control is not effective).

This is called a Type I error. The probability of making a Type!
error is given the variable name, a. (2) We could accept a
false hypothesis (e.g., say an ineffective control is effective).
This is called a Type 11 error. A Type II error is given the
variable name j3.

Consider this example: An auto inspection program is
going to be applied to 100,000 vehicles, of which 10,000 are
"unsafe" and the rest are "safe." Of course

,
 we do not know

which cars are safe and which are unsafe
.

We have a test procedure but it is not perfect,
 due to

the mechanic and test equipment used. We know that 15$
of the unsafe vehicles are determined to be safe

,
 and 5% of

the safe vehicles are determined to be unsafe
,
 as seen in

Figure 7.6.
We would define //0: The vehicle being tested

is "safe," and H\. the vehicle being tested is "unsafe.'
The Type I error, rejecting a true null hypothesis (false
negative), is labeling a safe vehicle as "unsafe." The proba
bility of this is called the level of significance, a, and in this
case a - 0.05. The Type II error, failing to reject a false
null hypothesis (false positive), is labeling an unsafe
vehicle as "safe." The probability of this, j3, is 0.15-
In general, for a given test procedure, one can reduce Type'
error only by living with a higher Type II error, of
vice versa.
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Figure 7.6: Alpha and Beta for a Vehicle Testing Program

7
.
8.

1 Before-and-After Tests with Two
Distinct Choices

In a number of situations, there are two clear and distinct
choices, and the hypotheses seem almost self-defining:

. Auto inspection (acceptable, not acceptable)

. Disease (have the disease, don't)

. Speed reduction of 5 mi/h (it happened, it didn't)

. Accident reduction of 10% (it happened, it didn't)

. Mode shift by 5 percentage points (it happened,

it didn't)

Of course, there is the distinction between the real

truth (reality, unknown to us) and the decision we make, as
| already discussed and related to Type I and Type II errors.
1 That is

,
 we can decide that some cars in good working order

need repairing and we .

can decide that some unsafe cars do

not need repairing.
There is also the distinction that people may not want

lo reduce the issue to a binary choice or might not be able
j to do so. For instance, if an engineer expects a 10%
j decrease in the accident rate, should we test "H0: no
: change"' against u//|: 10% decrease" and not allow the

possibility of a 5% change? Such cases are addressed in the
I next section. For the present section, we concentrate on
j binary choices.

Application: Travel Time Decrease

Consider a situation in which the existing travel time on a
given route is known to average 60 minutes, and experience
ius shown the standard deviation to be about 8 minutes.

 An
"

irnprovement" is recommended that is expected to reduce the
.rue mean travel time to 55 minutes

.

1

This is a rather standard problem, with what is now a

fairly standard solution. The logical development of the solution
follows.

The first question we might ask ourselves is whether we
can consider the mean and standard deviation of the initial

distribution to be truly known or whether they must be
estimated. Actually, we will avoid this question simply by
focusing on whether the after situation has a true mean of
60 minutes or 55 minutes. Note that we do not know the shape
of the travel time distribution, but the central limit theorem

tells us: a new random variable Y, formed by averaging
several travel time observations, will tend to the normal

distribution if enough observations are taken. Figure 7.7
shows the shape of K for two different hypotheses,

 which we

now form:

Hi:

The true mean of Y is 60 minutes

The true mean of Y is 55 minutes

Figure 7.7 also shows a logical decision rule: If the
actual observation Y falls to the right of a certain point, Y*,
then accept //0; if the observation falls to the left of that
point, then accept Hi. Finally, Figure 7.7 shows shaded
areas that are the probabilities of Type I and Type II errors.

Note that:

L The n travel time observations are all used to produce
the one estimate of Y.

2
. If the point Y* is fixed, then the only way the Type I

and Type II errors can be changed is to increase
n

, so that the shapes of the two distributions
become narrower because the standard deviation

of Y involves the square root of n in its
denominator.

3
. If the point Y

*

 is moved, the probabilities of Type I
and Type 11 errors vary, with one increasing while
the other decreases.
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I

I

:

4

TYPE I

ERROR, a

SHAPE IF

//0TRUE

57.5 60

(a) Hypothesis W0:True mean is 60 minutes

SHAPE IF

H, TRUE

TYPE II

y
ERROR,P

Y=X

55 57.5

(b) Hypothesis H Tnie mean is 55 minutes

ACCEPT//,       I       ACCEPT//0

Y* = 57.5

(c) Decision rule based upon Y*

Figure 7.7: The Shape of Y for Each of Two Hypotheses

To complete the definition of the test procedure, the
point y

* must be selected and the Type I and Type II errors
determined. It is common to require that the Type I error (also
known as the level of significance, a) be set at 0.05, so that
there is only a 5% chance of rejecting a true null hypothesis.
In the case of two alternative hypotheses, it is common to set
both the Type I and Type II errors to 0.05, unless there is very
good reason to imbalance them (both represent risks, and the
two risks-repairing some cars needlessly versus having
unsafe cars on the road, for instance-may not be equal).

Inspecting Figure 7.7, Y
* will be set at 57.5 minutes to

equalize the two probabilities. The only way these errors can
be equal is if the value of K

*

 is set at exactly half the distance
between 55 and 60 minutes. The symmetry of the assumed
normal distribution requires that the decision point be equally
distant from both 55 and 60 minutes, assuming that the
standard deviation of both distributions (before and after)

remains 8 minutes.

To ensure that both errors are not only equal but have an
equal value of 0.05, K

*

 must be 1.645 standard deviations away

from 60 minutes, based on the standard normal table
Therefore, n > (1.6452) (82)/2.52 or 28 observations

, where
8 = the standard deviation, 2.5 = the tolerance (57.5 mi/h r
2

.5 mi/h away from both 55 and 60 mi/h), and 1.645 corre-

sponds to the z statistic on the standard normal distribution fora
beta value of 0.05 (which corresponds to a probability ol
z < 95%).

The test has now been established with a decision poim
of 57.5 minutes. If the "after" study results in an average travel
time of under 57.5 minutes, we will accept the hypothesis thai
the true average travel time has been reduced to 55 minutes
If the result of the "after" study is an average travel time o(
more than 57.5 minutes, the null hypothesis-that the true aver
age travel time has stayed at 60 minutes-is accepted.

Was all this analysis necessary to make the common
sense judgment to set the decision time at 57.5 minutes-
halfway between the existing average travel time of 60 minutes
and the desired average travel time of 55 minutes? The answer
is in two forms: The analysis provides the logical basis for
making such a decision. This is useful. The analysis also pro-
vided the minimum sample size required for the "after" studj
to restrict both alpha and beta errors to 0.05. This is the raosi
critical result of the analysis.

Application: Focus on the Travel Time Difference

The preceding illustration assumed that we would focus on
whether the underiying true mean of the "after" situation was _

either 60 minutes or 55 minutes. What are some of the practical
objections that people could raise? ihz

Certainly one objection is that we implicitly acceptedai the
face value that the "before" condition truly had an underlying If
true mean of 60 minutes. Suppose, to overcome that, we fix* the

on the difference between before and after observations.

The «] "before" observations can be averaged to yield > /;|
random variable Y] with-a certain mean  and a variance of lot
o

-j/n]. Likewise, the  
"after" observations can be averaged m le\

yield a random variable Y2 with a (different?) certain mean fi: pn
and a variance of al - Another random variable can If "1
formed as Y = {Y2 - Yi), which is itself normally distributed an
and that has an underlying mean of (/  _ Mi) and variant foi

a2 = arf  + <j\ln\. This is often referred to as the normal en

approximation. Figure 7.8 shows the distribution of Y, assumin- (61

two hypotheses.
What is the difference between this example and the 7.

vious illustration? The focus is directly on the difference 
does not implicitly assume that we know the initial mean. As'
result, "before" samples are required. Also, there is morf 
uncertainty, as reflected in the larger variance. A number?!
practical observations stem from using this result: It is comnK*

1

!

:
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TYPE 1

ERROR, a

SHAPE IF

j
-H0TR\JE

(a) Hypothesis W0:True difference in means is "0
"

SHAPE IF

TYPE II

ERROR,/?

(b) Hypothesis W|:True difference in means is -5 mph

y*

ACCEPT W, ACCEPT H0

(c) Decision rule based upon Y*

Figure 7.8: The Shape of Y When Focusing on the
Differences

.

i ihat the "before" and "after" variances are equal, in which case
j ihe total number of observations can be minimized if/i| =
! it the variances are not known, the estimators sj are used in
i their place.

If the "before" data was already taken in the past and
//i is therefore fixed, it may not be possible to reduce the
lotal variance enough (by just using n?) to achieve a desired

I level of significance, such as a = 0.05. Comparing with the
i previous problem, note that if both variances are 82 and

»! = n2 is specified,
 then n, > 2*(L6452) (82)/(2.52) or 55

and ;?2 > 55. The total required is 110 observations. The
j fourfold increase is a direct result of focusing on the differ-
jence of -5 mi/h rather than the two binary choices
'iftOor 55 minutes).

7
.8.2 Before-and-After Tests with

Generalized Alternative Hypothesis

'i is also common to encounter situations in which the engi-
neer states the situation as "there was a decrease" or "there was

a change
"

 versus "there was not," but does not state or claim
the magnitude of the change. In these cases, it is standard prac-
tice to set up a null hypothesis of "there was no change"
(/ij = 112) and an alternative hypothesis of "there was a
change

"

 (jxi  /X2). In such cases, a level of significance of
0

.05 is generally used.
Figure 7.9 shows the null hypotheses for two possible

cases, both having a null hypothesis of "no change.

" The first

case implicitly considers that if there were a change,
 it would

be negative-that is, either there was no change or there was a
decrease in the mean. The second case does not have any
sense (or suspicion) about the direction of the change,

 if it

exists. Note that:

. The first is used when physical reasoning leads one to
suspect that if there were a change,

 it would be a
decrease.2 In such cases

, the Type I error probability
is concentrated where the error is most likely to
occur, in one tail.

. The second is used when physical reasoning leads
one to simply assert "there was a change" without
any sense of its direction. In such cases,

 the

Type I error probability is spread equally in the two
tails.

In using the second case, often we might hope that there
was no change and really not want to reject the null hypothe-
sis. That is, not rejecting the null hypothesis in this case is a
measure of success. There are, however

,
 other cases in which

we wish to prove that there is a difference. The same logic can
be used, but in such cases rejecting the null hypothesis is
"

success.
"

An Application: Travel lime Differences

Let's assume we have made some improvements and suspect
that there is a decrease in the true underlying mean travel time.

Figure 7.9 (a) applies. Using information from the previous
illustration, let us specify that we wish a level of significance
a = 0.05. The decision point depends on the variances and the
n,. If the variances are as stated in the prior illustration and
«! = n2 = 55, then the decision point Y

* = -2
.5 mph, as

before.

Let us now go one step further. The data is collected,

and Y = -3.11 results. The decision is clear: Reject the null
hypothesis of "there is no decrease." But what risk did we
take?

2-

The same logic - and illustration - can be used for cases of suspected
increases, jasi by a sign change.
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a

E

(a) Null hypothesis: There was no decrease

a/2a2
r

(b) Null hypothesis: There was no change .

Figure 7.9: Hypothesis Testing for a Generalized
Alternative Hypothesis

and z = 3.11/1.53 = 2.033 standardjdeviations. Entering the
standard normal distribution table with z - 2.033 yields a -
probability of 0.9790. This means that if we had been willing
to take only a 2% chance of rejecting a valid f/o, we still
would have rejected the null hypothesis; we are 989(
confident that our rejection of the null hypothesis is correci

.

This test is called the Normal Approximation and is only valid
when/i] > 30and«2 s 30.

Because this reasoning is a little tricky, let us state ii -
again: If the null hypothesis had been valid, you were initiallj
willing to take a 5% chance of rejecting it. The data indicated
a rejection. Had you been willing to take only a 2% chance

.

 '

you still would have rejected it. 
-

One-Sided Versus Two-Sided Tests

The material just discussed appears in the statistics litera
ture as "one-sided" tests, for the obvious reason that

the probability is concentrated in one tail (we were consid-
ering only a decrease in the mean). If there is no rationale
for this, a "two-sided" rest should be executed

,
 with

the probability split between the tails. As a practical matter.
this means that one does not use the probability tables
with a significance level of 0.05 but rather with
0

.
05/2 = 0.025.

i

Consider the following:

.
. Under the stated terms, had the null hypothesis been

valid, we were taking a 5% chance of rejecting the
truth. The odds favor (by 19 to 1, in case you are
inclined to wager with us) not rejecting the truth in
this case:

. At the same time, there is no stated risk of accepting a
false hypothesis H\, for the simple reason that no
such hypothesis was stated.

. The null hypothesis was rejected because the value
of y was higher than the decision value of 2.5 mi/h.
Because the actual value of -3.11 is considerably
higher than the decision value, one could ask
about the confidence level associated with the

rejection. The point K = -3.11 is 2.033 standard
deviations away from the zero point, as can be seen
from:

82 82
- + - - 1

.
53

55 55

7
.
8

.3 Other Useful Statistical Tests

The Mest

For small sample sizes (#..< 30), the normal approximatioJ
is no longer valid. It can be shown that if x\ and are from
the same population, the statistic t is distributed according to
the tabulated t distribution, where: .

t
xx -X2

S
p

S/lIni + l/#i2
and s

p is a pooled standard deviation, which equals:

(7-16)

-      + (n2 - \)s22
0 (7-l7)

The / distribution depends on the degrees of freedom
/, which refers to the number of independent pieces of data
that form the distribution. For the t distribution

,
 the noninde

pendent pieces of data are the two means, X] and X2. Thus:

f=N1+N2-2 (7-18)

Once the t statistic is determined, the tabulated value(

of Table 7.6 yield the probability of a t value being greatei

*.

ii
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Table 7.6: Upper Percentage Points of the (-Distribution*

Deg
of

Freedom/

1

2

3

4

5

6

7

.
 8

9

10

1
.

1

12 .

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

40

60

120

Infinity

o

P(0= / (/" 1/2)'

(/-2/2)!VW/
(1 +/2//)+v+I)/2A

r

Probability of a Value Equal to or Greater Than f

0
.
40     0.30     0.25     0.20     0.15      0.10 0.05 0

.
025 0

.
01 0

.005 0.0003

0
.
325

0
.
289

0
.
277

0
.
271

0
.
267

0
.
265

0
.
263

0
.
262

0
.
261

0
.
260

0
.
260

0
.
259

0
.
259

0
.
258

0
.
258

0
.
258

0
.
257

0
.
257

0
.
257

0
.
257

0
.
257

0
.
256

0
.
256

0
.
256

0
.
256

0
.
256

0
.
256

0
.
256

0
.
256

0
.
256

0
.
255

0
.
254

0
.
254

0
.
253

0
.
727 1.000

0
.
617 0.816

0
.
584 0.765

0
.
569 0.741

0
.
559 0.727

0
.
553 0.718

0
.
549 0.711

0
.
546 0.706

0
.
544 0.703

0
.
542 0.700

0
.
540 0.697

0
.
539 0.695

0
.
538 0.694

0
.
537 0.692

0
.
536 0.691

0
.
535 0.690

0
.
534 0.689

0
.
534 0.688

0
.
533 0.688

0
.
533 0.687

0
.
532 0.686

0
.
532 0.686

0
.
532. 0.685

0
.
531 0.685

0
.
531

0
.
531

0
.
531

0
.
684

0
.
684

0
.
684

0
.
530 0.683

0
.
530 0.683

0
.
530 0.683

0
.
529 0.681

0
.
527 0.679

0
.
526 0.677

0
.
524 0.674

1
.
376

1
.
061

0
.
978

0
.
941

0
.
920

0
.
906

0
.
896

0
.
889

0
.
883

0
.
879

0
.
876

0
.
873

0
.
870

0
.
866

0
.
866

0
.
865

0
.
865

0
.
862

0
.
861

0
.
860

0
.
859

0
.
858

0
.
858

0
.
857

0
.
856

0
.
856

0
.
855

0
.
855

0
.
854

0
.
854

0
.
851

0
.
848

0
.
845

0
.
842

1
.
936

1
.
386

1
.
250

1
.
190

1
.
156

1
.
134

1
.
119

1
.
108

1
.
100

1
.
093

1
.
088

1
.
083

1
.
079

1
.
076

1
.
074

1
.
071

1
.
069

1
.
067

1
.
066

1,064

1
.
063

1
.
061

1
.
060

1
.
059

1
.
058

1
.
058

1
.
057

1
.
056

1
.
055

1
.
055

1
.
050

1
.
046

1
.
041

1
.
036

3
.
078

1
.
886

1
.
638

1
.
533

1
.
476

1
.
440

1
.
415

1
.
397

1
.
383

.

1
.
372

1
.
363

1
.
356

1
.
350

1
.
345

1
.
341

1
.
337

1
.
333

1
.
330

1
.
328

1
.
325

1
.
323

1
.
321

1
.
319

1
.
318

1
.
316

1
.
315

1
.
314

1
.
313

1
.
311

1
.
310

1
.
303

1
.
296

1
.
289

1
.
282

6
.
314

2
.
290

2
.
353

2
.
132

2
.015

1
.
943

1
.
895

1
.
860

1
.
833

1
.
812

1
.
796

1
.
782

1
.
771

1
.
761

.

1
.
753

1
.
746

1
.
740

1
.
734

1
.
729

1
.
725

1
.
721

1
.
717

1
.
714

1
.
711

1
.
708

1
.
706

1
.
703

1
.
701

1
.
699

1
.
697

1
.
684

1
.
671

1
.
658

1
.
645

12.706

4
.
303

3
.
182

2
.
776

2
.
571

2
.
447

2
.
365

2
.
306

2
.
262

2
.
228

2
.
201

2
.
179

2
.
160

2
.
143

2
.
131

2
.
120

2
.
110

2
.
101

2
.
093

2
.
086

2
.
080

2
.
074

2
.
069

2
.
064

2
.
060

2
.
056

2
.
052

2
.
048

2
.
045

2
.
042

2
.
021

2
.
000

1
.
980

1
.
960

31.821

6
.
965

4
.
541

3
.
747

3
.
365

3
.
143

2
.
998

2
.
896

2
.
821

2
.
764

2
.
718

2
.
681

2
.
650

2
.
624

2
.
602

2
.
583

2
.
567

2
.
552

2
.
539

2
.
528

2
.
518

2
.
508

2
.
500

2
.
492

2
.
485

2
.
479

2
.
473

2
.
467

2
.
462

2
.
457

2
.
423

2
.
390

2
.
358

2
.
326

63.657

9
.
925

5
.
841

4
.
604

4
.
032

3
.
707

3
.
499

3
.
355

3
.
250

3
.
169

3
.106

3
.
055

3
.
012

2
.
977

2
.
947

2
.
921

2
.
898

2
.
878

2
.
861

2
.
845

2
.
831

2
.
819

2
.
807

2
.
797

2
.
787

2
.
779

2
.
771

2
.
763

2
.
756

2
.
750

2
.
704

2
.
660

2
.
617

2
.
576

636.619
31.598

12.924

8
.
610

6
.
869

5
.
959

5
.
608

5
.
401

4
.
781

4
.
587

4
.
437

4
.
318

4
.
221

4
.
140

4
.
073

4
.015

3
.
965

3
.
922

3
.
883

3
.
850

3
.
819

3
.
792

3
.
767

3
.
745

3
.
735

3
.
707

3
.
690

3
.
674

3
.
659

3
.
646

3
.
551

3
.
460

.

 3.373

3
.
291

:

:

t Values of "f are in the body of the table.

(Source: Used with permission of U.S. Naval Ordinance Test Station, Crow, Davis, and Maxfield, Statistics Manual, Dover NJ, 1960, Table 3.)
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than the computed value. To limit the probability of a Type I
error to 0.05, the difference in the means will be considered

significant only if the probability is less than or equal to
0

.
05-that is, if the calculated / value falls in the 5% area of

the tail, or in other words, if there is less than a 5% proba-
bility that such a difference would be found in the same
population. If the probability is greater than 5% that such a
difference in means would be found in the same population,
then the difference is considered insignificant.

Consider the following example: Ten samples of speed
data are taken both before and after a change in the speed limit is
implemented. The mean and standard deviations found were:

AfterBefore

35 32x

5
.
04

.
0 s

10 10N

Then:

5P 
=

 ?f
(10 - 1)42 + (10 - 1)5:2

10+10-2

35 - 32

4
.
53, .

/

4
.

53\/l/10 + 1/10
10 + 10 - 2 = 18

1
.
48, and

The probability that t s 1.48, with 18 degrees of freedom, falls
between 0.05 and 0.10. Thus it is greater than 0.05, and we
conclude that there is not a significant difference in the means.

TheF-Test

In using the Mest, and in other areas as well, there is an
implicit assumptiorr made that the trj = aj- This may be
tested with the F distribution, where:

F= -j .

  (7-19)

(by definition the larger s is always on top)

It can be proven that this F value is distributed according
to the F distribution, which is tabulated in Table 7.7. The F

distribution is tabulated according to the degrees of freedom in
each sample; thus fi = «[-! and/2 = «2_1- Because the/
distribution in Table 7.7 gives the shaded area in the tail, like the
t distribution, the decision rules are as follows:

. If [Prob F > F] < 0.
05, then the difference is

significant.

. If [Prob F> F]> 0.05, then the difference is not

significant.
0

Consider the following problem: Based on the following
data, can we say that the standard deviations come from the
same population?

Before After

30

5
.
0

11

x

s

N

35

4
.
0

21

Thus:

52
F= -2

2

A1

21-1

1
.56; /, = 11-1 = 10;

20

The / distribution is tabulated for various probabilities,
 as

follows, based on the given degrees of freedom; thus:

whenp = 0.10, F = 1.94

p = 0.05, F = 2.35

p = 0.025, F = 2.77
j

The F values are increasing, and the probability [F > 1.56]:
must be greater than 0.10 given this trend; thus the differ-
ence in the standard deviations is not significant.
The assumption that the standard deviations are equal, there-'

fore, is valid.

Paired Differences

In some applications, notably simulation, where the environ j
ment is controlled, data from the "before" and "after" situa-

tions can be paired, and only the differences are important. In
this way, the entire statistical analysis is done directly on the
differences; and the overall variation can be much lower

because of the identity tags.
An example application of paired differences is pre-

sented in Table 7.8, which shows the results of two methods

for measuring speed. Both methods were applied to the same
vehicles, and Table 7.8 considers the data first with no attemp'

at pairing and then with the data paired.
It is relatively easy to see what appears to be a signifi-

cant difference in the data. The question is, could it have been
statistically detected without the pairing?. Using the approacli
of a one-sided test on the null hypothesis of "no increase,

" the

following computations result:

s, = 7.74

$2 = 7.26

Nx = JV, = 15

r
,

-
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Table 7.7: Upper Percentage Points of the F Distribution*

PF)

F0

P{F) = /
'

F

(/i+/2-2)/2!

(/1-2)/2!(/2-2)/2!
//1/2 J/2f(/,-2)/2(/2 + fiFyU,+f2)adF

{a)A\\P(F) = 0.lO

Degrees of
Freedom

Denominator

1

5

10

20

30

40

60

120

Infinity

Degrees of
Freedom

A
Denominator

-.

.
.I

.
: <

1

5

10

20

30

40

60

120

Infinity

Degrees of Freedom fa (Numerator)

1 5 10 20 30

39.86

4
.
06

3
.
28

2
.
97

2
.
89

2
.
84

2
.
79

2
.
75.

2
.
71

57.24

3
.
45

2
.
52

2
.
16

2
.
05

2
.
00

1
.
95

1
.
90

1
.
85

60.20

3
.
30

2
.
32

1
.
94

1
.
82

1
.
76

1
.
71

1
.
65

1
.
00

_

40 60 120 Infinity
61.24

3
.
21

2
.
20

1
.
79-

1
.
64

1
.
61

1
.
54

1
.
48

1
.
42

62.26

3
.
17

2
.
16

1
.
74

1
.
61

1
.
57

1
.
51

1
.
45

1
.
39

62.53

3
.
16

2
.
13

1
.
71

1
.
57

1
.
51

1
.
44

1
.
37

1
.
30

62.79

3
.

14

2
.
11

1
.
68

1
.
54

1
.
47

1
.
40

1
.
32

1
.
24

63.06

3
.
12

2
.
08

1
.
64

1
.
50

1
.
42

1
.
35

1
.
26

1
.
17

63.33
3
.

10

2
.
06

1
.
61

1
.
46

1
.
38

1
.
29

1
.
19

1
.
00

(b) All P(F) = 0.05

Degrees of Freedom/i (Numerator)

1 5 10 20 30 40 60 120 Infinity

161.45

6
.
61

4
.
96

4
.
35

4
.
17

4
.
08

4
.
00

3
.
92

3
.
84

230.16

5
.
05

3
.
33

2
.
71

2
.
53

2
.
45

2
.
37

2
.
29

2
.
21

241.88

4
.
74

2
.
98

2
.
35

2
.
16

2
.
08

1
.
99

1
.
91

1
.
83

248.01

4
.
56

2
.
77

2
.
12

1
.
93

1
.
84

1
.
75

1
.
66

1
.
57

250.09

4
.
50

2
.
70

2
.
04

1
.
84

1
.
79

1
.
65

1
.
55

1
.
46

251.14

4
.
46

2
.
66

1
.
99

1
.
79

1
.
69

1
.
59

1
.
50

1
.
39

252.20

4
.
43

2
.
62

1
.
95

1
.
74

1
.
64

1
.
53

1
.
43

1
.
32

253.25
4

.
40

2
.
58

1
.
90

1
.
68

1
.
58

1
.
47

1
.
35

1
.
22

254.32

.

4
.
36

2
.
54

1
.
84

1
.
62

1
.
51

1
.
39

1
.
23

1
.
00

{Continued}

i
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Table 7.7: Upper Percentage Points of the F Distribution* [Continued)

(c) All P(F) = 0.025

Degrees of
Freedom

fi
Denominator

Degrees of Freedom/! (Numerator)

1 5 10 20 30 40 60 120

;1

i

5

10

20

30

40

60

120

Infinity

647.79

10.01

6
.
94

5
.
87

5
.
57

5
.
42

5
.
29

5
.
15

5
.
02

921.85

7
.
15

4
.
24

3
.
29

3
.
03

2
.
90

2
.
79

2
.
67

2
.
57

968.63

6
.
62

3
.
72

2
.
77

2
.
51

2
.
39

2
.
27

2
.
16

2
.
05

993.10

6
.
33

3
.
42

2
.
46

2
.
20

2
.
07

1
.
94

1
.
82

1
.
71

1001.40

6
.
23

3
.
31

2
.
35

2
.
07

1
.
94

1
.
82

1
.69

1
.
57

1005.60

6
.
18

3
.
26 -

2
.
29

2
.
01

1
.
88

1
.
74

1
.
61

1
.
48

1009.80

6
.
12

3
.
20

2
.
22

1
.
94

1
.
80

1
.
67

1
.
53

139

1014.00

6
.
07

3
.

14

2
.

16

1
.
87

1
.
72

1
.
58

1
.
43

1
.
27

Infinity

1018.30
6

.
02

3
.
08

.

2
.
09

1
.
79

1
.
64

1
.
48

1
.
31

1
.
00

Values of F in the body of table.
(Source: Condensed from Crow, Davis, and Maxfield, Statistics Manual, 7960.)

Table 7.8: Example Showing the Benefits of Paired Testing

Vehicle

Method 1

Speed
(mi/h)

Method 2

Speed
(mi/h)

Difference

by
Vehicle D

(mi/h) D
2

I

2
'

3

4

5

6

7

8

9

10

11

12

13

14

15

55

47

70

62

49 ,

67

52

57

58

45

68

52

51

58

62

60

55

74

67

53

71

57

60

61

48

70

57

56

64

65

-5

-8

-4

.
 -5

-4

-4

-5

-3
-3
-3
-2

-5

-5

-6

-3
-65.00

25

64

16

25

16

16

25

9

9

9

4

25

25

36

9

313:00 =Sum

MEAN =

STD =

56.87

7
.
74

61.20

7
.
26

-4
.
33

1
.
496
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Then;

143

si> = v

( V, - 1)  + {N2 - l)
Ni+ N2-2

2

1

(15 - 1)7.742 + (15 - 1)7.262

15+15-2

X, - X2     56.87 - 61.20

7
.
51

s
p

7
.
51

- 1.5807

For a significance level of 0.05 (or 95% confidence), in a one-
tailed test, P{T < t) is 0.063. Given that this probability is
oreater than 0.05, the null hypothesis of "no increase" cannot

be rejected, and the test indicates that the two measurement
techniques yield statistically equal speeds.

However, with the inspection of paired differences,
jl Is seen that every measurement resulted in an increase
when method 2 is applied. Application of the same statisti-

cal approach, but using the N = 15 paired differences

yields:

t

V      N*{N- I)N*(N- I)

313 - (-65)2
15*14

1
.
496

D -4
.
33

sjVN l.496/yi5

t = - 11.218

For a 0.05 level of significance, the critical / for a one-
laiied test is 1.76! and the P(T<t) is 1.1E-08, and thus the

mill hypothesis of '"no increase
"

 is clearly rejected. The two
measurement methodologies do yield different results, with
method 2 resulting in higher speeds than method 1.

Chi-Square Test: Hypotheses on an Underlying
Distribution /(*)

One of the early problems stated was a desire to "determine"
the underlying distribution, such as in a speed study. The most
«>mmon test to accomplish this is the chi-square ( 2) good-
ness-of-fit test

.

In actual fact
, the underlying distribution will not be

determined
. Rather, a hypothesis such as "Hq. The underlying

i

Table 7.9: Sample Height Data for Chi-Square Test

Height Category Number of People

5
.
0 ft-5.2 ft

5
.
2 ft-5.4 ft

5
.
4ft-5.6ft

5
.
6 ft-5.8 ft

5
.
8 ft-6.0 ft

6
.
0 ft-6.2 ft

6
.
2ft-6.4ft

6
.
4ft-6.6ft

6
.
6 ft-6.8 ft

6
.
8ft-7.0ft

Total

4

6

11

14

21

18

16

5

4

1

100

distribution is normal" will be made
, and we test that it is

not rejected, so we may then act as if the distribution were in
fact normal.

The procedure is best illustrated by an example.

Consider data on the height of 100 people showed in Table 7.
9

.

To simplify the example, we test the hypothesis that these data
are uniformly distributed (i.e., there are equal numbers of
observations in each group).

To test this hypothesis, the goodness-of-fit test is done
by following these steps:

1
. Compute the theoretical frequencies, fh for each

group. Because a uniform distribution is assumed and
there are 10 categories with 100 total observations

,

100/10= 10 for all groups.
2

. Compute the quantity;

(7-20)

where the summation is done over N data cate-

gories or groups. These computations are shown in
Table 7.10.

3
. As shown in any standard statistical text, the quan-

tity  is chi-squared distributed, and we expect low
values if our hypothesis is correct. (If the observed
samples exactly equal the expected, then the quan-
tity is zero.) Therefore, refer to a table of the chi-
square distribution (Table 7.11) and look up the
number that we would not exceed more than 5% of

the time (i.e., a = 0.05). To do this,
 we must also

have the number of degrees of freedom, designated
<//, and defined as df = N-l-g,

 where N is the

number of categories and g is the number of things
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Table 7.10: Computation of X2 for the Sample Problem

Height Category (ft)

Observed

Frequency
n

Theoretical

Frequency
F X2

5
.
0-5

.
2

5
.
2-5

.
4

5
.
4-5

.
6

5
.
6-5

.
8

5
.
8-6

.
0

6
.
0-6

.
2

6
.
2-6

.
4

6
.
4-6

.
6

6
.
6-6

.
8

6
.
8-7

.
0

Total

4

6

11

14

21

18

16

5

4

1

100

10

10

10

10

10

10

10

10

10

10

100

(4-10)2/lO=3.60
(6-10)2/10=1.60

(11-10)2/10 = 0.10
(14-10)2/10=1.60

(21-10)2/10= 12.10
:6

.
40

3
.
60

2
.
50

1
.
60

(17-10)2/10
(16-10)2/10:
(5-10)2/10:
(4-10)2/10:

'2(i-ior/io = 8.io

41.20

we estimated from the data in defining the hypothe-
sized distribution. For the uniform distribution, only
the sample size was needed to estimate the theoreti-
cal frequencies, thus "0" parameters were used in
computing (g = 0). Therefore, for this case,
df= 10 - 1 -0 = 9.

4
,
 Table 7.11 is now entered with a = 0.05 and

df = 9. A decision value of 2 = 16.92 is found.
As the value obtained is 43.20 > 16.92, the hypoth-
esis that the underlying distribution is uniform must
be rejected.

In this case, a rough perusal of the data would have led
one to believe that the data were certainly not uniform, and
the analysis has confirmed this. The distribution actually
appears to be closer to normal, and this hypothesis can be
tested. Determining the theoretical frequencies for a normal
distribution is much more complicated, however. An example
applying the 2 test to a normal hypothesis is discussed in
detail in Chapter 9, using spot speed data.

Note that in conducting goodness-of-fit tests, it is
possible to show that several different distributions could
represent the data. How could this happen? Remember that
the test does not prove what the underlying distribution is in
fact. At best, it does not oppose the desire to assume a certain
distribution. Thus it is possible that different hypothesized
distributions for the same set of data may be found to be
statistically acceptable.

A final point on this hypothesis testing: The test is not
directly on the hypothesized distribution but rather on

the expected versus the observed number of samples.

Table 7.10 shows this in very plain fashion: The computa
tions involve the expected and observed number of sam
pies; the actual distribution is important only to the extern
that it influences the probability of category.

 That is, tht

actual test is between two histograms. It is therefore impor-
tant that the categories be defined in such a way that tht
"

theoretic histogram" truly reflects the essential feature
and detail of the hypothesized distribution.

 That is one rea

son why categories of different size are sometimes used:
The categories should each match the fast-changing details
of the underlying distribution.

7
.9 Summary and Closing

Comments

2

2

Z

Z

I

I

i.

4.

Traffic studies cannot be done without using some basii
statistics. In using statistics, the engineer is often faced will1
the need to act despite the lack of certainty,

 which is wh!

statistical analysis is employed. This chapter reviewed basi'
statistics to help you understand and perform everyday traffr
studies.

A number of very important statistical technique 11

were not presented in this chapter that are useful for trafft _
engineers. They include contingency tables,

 correlation (>'

analysis, analysis of variance (ANOVA), regression anal)
sis, and cluster analysis. See Reference 4 or other basi'
statistical texts 5].

\
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Table 7.11: Upper Percentage Points on the Chi-Square Distribution

PCr2)

o

P( ) = / 1:2(f-212)12

df .
995 .990 .975 .

950
.
900 .750     .500      .250     .100     .050    .025     

.010 .005

1 3927 X 10
0

.
01003

.
07172

.

2070

.
4117

.
6757

.

9893

1
.
344

1
.
735

2
.
150

2
.

603

3
.
074

3
.
565

4
.
075

4
.
601

5
.

142

5
.
697

6.
265

6
.
844

7
.
434

8
.
034

8
.
643

9
.
260

9
.
886

.

-2

2

3

4

5

6

7

8

9

10

II

12

13

14

15

16

17

18

19

20

21

22

23

24

25 10.52

26 11.16

27 11.81

28 12.46

29 13.12

30 13.79

40 20
.
71

50 27.99

60 35.53

70 43
.
28

80 51.17

90 59
.
20

100 67
.
33

-2
.
576

1571 X 10

0
.
02010

.
1148

.
2971

.
5543

.
8721

1
.

 259

1
.
646

2
.
088

2
.
558

3
.
053

3
.
571

4
.
107

4
.
660 ..

5
.
229

5
.
812

5
.
408

7
.
015

7
.
644

8
.
260

8
.
897

9
.
542

10.20

10.86

11. 52

12.20

12.88

13.56

14.26

14.95

22.16

29.71

37.48

45.44 

53.54

61.75

70.00
-2

.
326

-7 9821 X 10"7
0

.
05064

.
2158

.
4844

.
8312

1
.
237

1
.
690

2
.
180

2
.
700

3
.
247

3
.
816

4
.
404

5
.
009

5
.
629

6
.
262

6
.
908

7
.
564

8
.
231

8
.
907

9
.
591

10.28

10.98

11.69

12.40

13.12

13.84

14.57

15.31

16.05

16.79

24.43

32.36

40.48

48.76

57.15

65.65

74.22

1
.
960

3932 X 10"8 0.01579 0.1015 0.4549
0
.
1026      .2107     15754 1.386

.
5844    1.213 2.366

1
.
064     1.923 3.357

1
.
610 2.675 4.351

2
.
204 3.455 5.348

2
.
833 4.255 6.346

3
.
199 5.071 7.344

4
.
168 5.899 8.343

4
.
865 6.737 9.342

5
.
578 7.584 10.34

6
.
304 8.458 11.34

7
.
042 9.299 12.34

7
.
790 10.17 13.34

8
.
547 11.04 14.34

9.
312 11.91 15.34

10.09 12.79 16.34

10.86 13.68 17.34

11.65 14.56 18.34

12.44 15.45 19.34

13.24 16.34 20.34

14.04 17.24 21.34

14.85 18.14 22.34

15.66 19.04 23.24

16.47 19.94 24.34

17.29 20.84 25.34

18.11 21.75 26.34

18.94 22.66 27.34

19.77 23.57 28.34

20.60 24.48 29.34

29.05 33.66 39.34

.
3518

.
7107

1
.

145

1
.
635

2
.

167

2
.733

3
.
325

3
.
940

4
.
575

5
.
226

5
.
892

6
.
571

7
.
261

7
.
962

8
.
672

9
.
390

10.12

10.85

11.59

12.34

13.09
'

13.85

14.61

15.38

16.15

16.93 
'

17.71

18.49

26.51

34.76

43.19

51.74

60.39

69.13

77.93
-1

.
645

37.69

46.46

55.33

64.28

73.29

82.36

-1
.
28

42.94 49.33

52.29 59.33

61.70 69.33

71.14 79.33

80.62 89.33

90.13 99.33

-0
.
6745 0.0000

1
.323    2.706 3.841   5.024   6.635 7

.
879

2
.773    4.605 5.991   7.378   9

.210 10.60
4
.108    6.251 7.815   9.348  11.34 12

.
34

5
.585    7.779 9.488 11.14 13.28 14

.
86

6
.626    9.236 11.07 12.83

7
.
841 10.64 12.59 14.45

9
.
037 12.02 14.07 16.01

10.22 13.36 15.51 17.53

11.39 14.68 16.92 19.02

12.55 15.99 18.31 20.48

13.70 17.28 19.68 21.92

14.85 18.55 21:03 23.34

15.98 19.81 22.36 24.74

17.12 21.06 23.68 26.12

18.25 2131 25.00 27.49

19.37 23.54 26.30 28.85

20.49 24.77 27.59 30.19 33.41 35
.
72

21.60 25.99 28.87 31.53

22.72 27.20 30.14 32.85

23.83 28.41 31.41 34.17

24.93 29.62 32.67 35;48

26.04 30.81

27.14 32.01

28.24 33.20 36.42 39.36 42.98 45
.
58

29.34 34.38 37.65 40.65

30.43 35.56 38.89 41.92 45.64 48
.
29

31.53 36.74 40.11 43.19 46.96 49.64

32.62 37.92 41.34 44.46 48.28 50.99

33.71 39.09 42.58 45.72 49.59 52.34

34.80 43.26 43.77 46.98 50.89 53.67

45.62 51.80 55.76 59.34 63.69 66
.
77

56.33 63.17 67.50 71.42 76.15 79.49

66.98 79.08 79.08 83.30 88.38 91.95

77.58 85.53 90.53 95.02 100.42 104.22

88.13 96.58 101.88 106.63 112.33 116.32

98.65 107.56 113.14 118.14 124.12 128.30

109.14 118.50 124.34 129.56 135
.
81 140.17

+0.6745 +1.282 +1.645 +1.960 + 2.326 576

15.09 16.75

16.81 18.55

18.48 20.28

20.09 21.98

21.67 23.59

23.21 25.19

24.72 26.76

26.22 28.30

27.69 29.82

29.14 31.32

30.58 32.80

32.00 34.27

33.41 35.72

34.81 37.16

36.19 38.58

37.57 40.00

38.93 41.40

33.92   36.78    40.29 42.60

35.17   38.08    41.64 44
.
18

42.98 45.58

44.31 46.93

iSource: E
.
 L. Crow, F. A. Davis, and M. W. Maxwell, Statistics Manual, Dover Publications, Mineola, NY, 1960.)

0
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Problems

7-1
. Experience suggests that spot speed data at a given

location is normally distributed with a mean of 57 mi/h
and a standard deviation of 7.6 mi/h. What is the speed
below which 85% of the vehicles are traveling?

7-2
.
 Travel time data is collected on an arterial, and with 30

runs, an average travel time of 152 seconds is com-
puted over the 2.00-mile length, with a computed stan-
dard deviation of 17.3 seconds. Compute the 95%
confidence bounds on your estimate of the mean. Was
it necessary to make any assumption about the shape of
the travel-time distribution?

7-3
. Vehicle occupancy data is taken in a high-occupancy vehi-

cle (HOV) lane on a freeway, with the following results:
i

Vehicle Occopancy

Number of Vehicles

Observed

2

3

4

5

120

40

30

10

(a) Compute the estimated mean and standard deviation
of the vehicle occupancy in the HOV Lane.
Compute the 95% confidence bounds on the esti-
mate of the mean.

(b) When the HOV lane in question has an hourly vol-
ume of 900 veh/h, what is your estimate of how
many people on average are being carried in the
lane? Give a 95% confidence range.

(c) If we observe the lane tomorrow and observe;
volume of 900 veh/h

, whaTTs the range of person
moved we can expect in that hour? Use a rang
encompassing 95% of the likely outcomes. Lis 7.

any assumptions or justifications not made in pan
(b) but necessary in part (c) if any.

7-4
. Commuter vans get an average of 18 mi/gal. Astlit

manufacturer of commuter vans, you want to manufac
ture a more gas-efficient van and be able to say thaij
gets better mileage than 90% of all other vam
Assuming that gas mileage is normally distributed,

 wha

average mile per gallon usage must your new van gel!
7-5

. What is the probability of a value falling between 4:
and 55 on the normal distribution: N[42,16]? On thf
same distribution, what are the 88% confidence bouni

on the mean if you had a sample of 55 to determine tht
mean and standard deviation?

7-6
. Two different procedures are used to measure "delay" on

the same intersection approach at the same time. Both art
expressed in terms of delay per vehicle. The objective is 10
see which procedure can be best used in the field. Assume
thait the following data are available from the field:

(a) A statistician, asked whether the data "are tht
same,

" conducts tests on the mean and the variance

to determine whether they are the same at a level
of significance of 0.05: Use the appropriate test
on the hypothesis that the difference in the mean!
is zero and the variances are equal. Do the compi);
tations. Present the conclusions.

Delay (s/veh)
Procedure 1 Procedure 2

8
.
4

9
.
2

10.9
13.2
12.7
10.8
15.3
12.3
19.7
8

.
0

7
.
4

26.7
12.1
10.7
10.1
12.0
11.9
10.0
22.0
41.3

7
.
2

8
.

1
10.3
10.3
11.2
7

.
5

10.7
10.5
11.9
8

.
7

5
.
9

18.6
8

.
2

8
.
5

7
.
5

9
.
5

8
.

1
8

.
8

19.8
036.4
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(b) Would it have been more appropriate to use the
"paired-/

" test in part (a) rather than a simple /-test?
Why?

7.7,
 Based on long-standing observation and consensus, the

speeds on a curve are observed to average 57 mi/h with
a 6 mi/h standard deviation. This is taken as "given.

"

Some active controls are put in place (signing, flashing
lights, etc.), and the engineer is sure that the average
will fall to at least 50 mi/h, with the standard deviation

probably about the same.

(a) Formulate a null and alternative hypothesis based
on taking 

"after" data only, and determine the
required sample size n so tha the Type I and Type
II errors are each 0.05.

(b) Assume the data have been taken for the required
N observations and that the average is 52.

2 mi/h

and the standard deviation is 6
.0 mi/h. What is

your decision? What error may have occurred, and
what is its probability?

(c) Resolve part (b) with a mean of 52.2 mi/h and a
standard deviation of 5.4 mi/h.
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CHAPTER

8

Traffic Data Collection
and Reduction

Methodologies

The starting point for most traffic engineering is a comprehensive
description of the current state of the streets and highways that
comprise the system, current traffic demands on these facilities,
and a projection of future demands.

This requires that information and data that can quanti-
tatively describe the systerii and its demands be assembled.
As the highway system is massive, and demands are both
time- and location-sensitive, assembling this information is a
massfve task. Nevertheless, data must be collected and

reduced to some easily interpreted form for analysis.
Collection and reduction of traffic data covers a wide

range of techniques and technologies from simple manual
techniques (often aided by a variety of handheld or other
devices for recording the data) to complex use of the ever-
expanding technology of sensors, detectors, transmission, and
computer equipment.

This chapter provides a basic overview of data collection
and reduction in traffic engineering. The technology applied,
as noted, changes rapidly, and traffic engineers need to
maintain current knowledge of this field.

8
.1  Applications of Traffic Data

The fundamental difficulty in traffic data collection and
reduction is the need to observe and quantify the behavior of
road users in real time over a large system. Consider the
"

simple
" problem of observing traffic volumes in the mid-

town Manhattan street network-approximately from Mil
Street to 59th Street, and from Isl Avenue to 12th Avenue

Such a network includes over 500 links that ideally would 
observed simultaneously for perhaps a full day,

 or even

several. No traffic agency would have access to sufficiem
equipment and/or personnel to do this successfully. Yet, fa
any traffic engineering to be done within this network,

 suck

information is absolutely necessary.
Traffic engineers collect and reduce data for many rea-

sons and applications:

. Managing the physical system. The physical traffr
system includes a number of elements that must ft
monitored, including the roadway itself,

 traffic
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control devices, detectors and sensors, and light fix-
tures. Physical inventories must be maintained simply
to know what is "out there." Bulbs in traffic signals
and lighting fixtures must not be bumed out, traffic
markings must be clearly legible, signs must be clean
and visible, and so forth. Replacement and mainte-
nance programs must be in place to ensure that all
elements are in place, properly deployed, and safe.

. Establishing time trends. Traffic engineers need trend
data to help identify future transportation needs.
Traffic volume trends can identify areas and specific
locations that can be expected to congest in the
future. Accident data and statistics over time can

identify core safety problems and site-specific situa-
tions that must be addressed and mitigated. Trend
data allows the traffic engineer to anticipate problems
and solve them before they actually occur.

. Understanding travel behavior. A good traffic engi-
neer must understand how and why people (and goods)
travel in order to provide an effective transportation
system. Studies of how travelers make modal choices,
trip time decisions, and destination choices are critical
to understanding the nature of traffic demand. Studies
of parking and goods delivery characteristics provide
information that allows efficient facilities to be

provided for these activities.

. Calibrating basic relationships or parameters.

Fundamental characteristics such as perception-
reaetion time, discharge headways at signalized
intersections, headway and spacing relationships on
freeways and other uninterrupted flow facilities, gap
acceptance characteristics, and others must be prop-
erly quantified and calibrated to existing conditions.
Such measures are incorporated into a variety of
predictive and assessment models on which a great
deal of traffic engineering is based.

. Assessing the effectiveness of improvements.
 When

traffic improvements of any kind are implemented,
follow-up studies are needed to confirm their effective-
ness and to allow for adjustments if all objectives are
not met

. Assessing potential impacts. An essential part of traffic
engineering is the ability to predict and analyze the
traffic impacts of new developments and to provide
traffic input into air pollution models.

. Evaluating facility or system performance. All traffic
facilities and systems must be periodically studied to
determine whether they are delivering the intended

quantity and quality of access and/or mobility service
to the public.

Data and information from traffic frtdies provide the
underpinning for all traffic planning, design, and analysis. If
the data are not correct and valid

, then any traffic engineering
based on the data must be flawed. Some of the tasks involved
in data collection and reduction are mundane. Data and infor-

mation, however, are the foundation of traffic engineering.

Without a good foundation, the structure will surely fall.

8
.2 Types of Studies

It would be literally impossible to list all of the studies in which
traffic engineers get involved. Eleven of the most common
types of studies include:

1
. Volume studies. Traffic counts are the most basic of

studies and the primary measure of demand; virtually
all aspects of traffic engineering require demand
volume as an input, including planning, design, traffic
control, traffic operations, detailed signal timing,
and others.

2
. Speed studies. Speed characteristics are strongly

related to safety concerns and are needed to assess
the viability of existing speed regulations and/or to
set new ones on a rational basis.

3
. Travel time studies. Travel times along sections of

roadways constitute a major measure of quality
of service to motorists and passengers,

 and also of

relative congestion along the section. Many demand-
forecasting models also require good and accurate
travel time measures.

4
. Delay studies. Delay is a term that has many mean-

ings, as we discuss in later chapters. In essence,
 it is

the part or parts of travel time that users find partic-
ularly annoying, such as stopping at a traffic signal
or because of a midblock obstruction.

5
. Density studies. Density is rarely directly observed.

Some modem detectors can measure "occupancy,

"

which is directly related to density. Density is a
major parameter describing quality of operations on
uninterrupted flow facilities.

6
. Accident studies. Because traffic safety is the primary

responsibility of the traffic engineer, the focused study
of accident characteristics, in terms of systemwide
rates, relationships to causal factors, and at specific
locations, is a critically important function.
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7
. Parking studies. These involve inventories of parking

supply and a variety of counting methodologies to
determine accumulations and total parking demand.
Interview studies also involve attitudinal factors to

determine how and when parking facilities are used.

8
.
 Goods movement and transit studies. Inventories of

existing truck-loading facilities and transit systems
are important descriptors of the transportation
system. Because these elements can be significant
causes of congestion, proper planning and opera-
tional policies are a significant need.

9
. Pedestrian studies. Pedestrians are an important

part of the demand on transportation systems.
Their characteristics in using crosswalks at signal-
ized and unsignalized intersections and midblock
locations constitute a required input to many
analyses. Interview techniques can be used to
assess behavioral patterns and to obtain more
detailed information.

10. Calibration studies. Traffic engineering uses a variety
of basic and not-so-basic models and relationships to
describe and analyze traffic. Studies are needed
to calibrate key values in models to ensure that they
are reasonably representative of the conditions they
claim to replicate.

11. Observation studies. Studies on the effectiveness of

various traffic control devices are needed to assess

how well controls have been designed and imple-
mented. Observance rates are critical inputs to the
evaluation of control measures.

This text includes a detailed treatment of volume

studies, speed studies, travel time studies, delay studies,
accident studies, and parking studies. Others are noted in
passing, but the engineer is encouraged to consult other
sources for detailed descriptions of study procedures and
methodologies [7,2].

8
.3 Data Collection Methodologies

In general, data collection takes place at one of three levels:

. Manual studies

. Semiautomated studies

. Fully automated studies

Despite all of the modem technology available to the
traffic engineer, some studies are best conducted manually.
These studies tend to be for short duration and/or at highly

focused locations. The use of automated equipment require io
set-up and take-down effort that mayrrot be practical for a one si

hour study, for example. Certain types of information ait
difficult to obtain without manual observation. Turning movt -

ments at an intersection are difficult to track without direci
manual observation. Vehicle occupancy, frequently of interest 11
cannot be determined automatically with existing technolog\ c(
Although the size of vehicles can be used to automate tht re
determination of vehicle class (truck, bus, car), it cannot dis w
cem the difference between a private automobile and a taxi re
Manual observations can be supported by a variety of hand ai
held devices that assist in the recording of data or can be fulh in
manual using paper forms to record data. d;

Semiautomated methods rely primarily on the use oi
pneumatic road tubes and a wide variety of recording device u;
that can be connected to such tubes. The primary characterislk F
of a semiautomated study is that the devices used are generalh
portable-that is, they can be moved from location to location {t
Other portable devices can also be used. uj

Fully automated studies rely on a wide variety of perma v
nently installed detectors or sensors, usually in conjunctiw
with connections to a stationary or portable computer station 0
The growth of sensor technology is ever-accelerating,

 and thf 'r

state of the art in this area is a moving target. The same pern*
nent detectors and sensors that can be used to collect trafiit 

data of various sorts are also used to operate actuated and/« V:
adaptive signals. The number of locations that have permanew w
detectors or sensors is rapidly increasing. P

As is the case with satellite data, detection is no longei u
the restricting element in obtaining traffic data. The principal Ir
problem is that the electronic storage and filing capability oi s.

'

traffic agencies is significantly behind the sensor technolog r(
Modem freeways are frequently monitored by large nunite 0
of permanent detectors placed in the pavement or above ii
The data at most detector locations, however, are only avail
able in real time or in limited hourly summaries. Capturins
and using detailed data often requires that a portable coi
puter system be physically connected to the sensors to down
load data for storage in real time.

8
.
3

.1 Manual Data Collection Techniques

As we have noted, short time frames
,
 short lead times, and W

need for certain types of data lead to manual data collectioc
approaches. The types of studies most often conduct
manually are (1) traffic counts at a specific location or smal:

number of such locations, usually when the time frame is l '

than 24 hours, (2) speed or travel time data at a focuse1
location for short duration, (3) observance studies at specif

C
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locations for short durations, and (4) intersection delay

mudies of short duration.

Traffic Counting Applications

The most likely situation leading to a manual study is the traffic

count. A traffic engineer is often faced with a problem

requiring some detailed knowledge of existing traffic volumes,

which are generally needed quickly. A signal timing problem
requires peak hour flow rates for the intersection, perhaps in the

AM peak, the PM peak, and midday. Sending a few people out
immediately to conduct such a study can produce the required
data within a day.

Manual counts can be greatly facilitated through the
use of push-button counters,

 such as those illustrated in

Figure 8.1.
Hand counters have between four and six individual

registers. On a single counter, an observer can keep track of
up to four separate items. This allows an observer to classify
volumes by vehicle type, turning movement, and/or vehicle

type. When four are placed on a board, a professional traffic
observer can keep track of these things for four legs of an
intersection or different lanes on a freeway.

The primary difficulty with hand counters is that the
data must be manually recorded in the field at periodic inter-
vals. This dismpts the count. Obviously, while the observer
writes down the register counts and resets them for the next
period, vehicles are passing by uncounted. To obtain contin-
uous count information on a common basis, short breaks are

introduced into the counting procedure. Such breaks must be
systematic and uniform for all observers. The system
revolves around the counting period for the study-the unit
of time for which volumes are to be observed and recorded.

Common counting periods are 5 minutes, 15 minutes, and

i

i

V

Figure 8.
1: Hand Counters Illustrated

[Source: Used with permission of the Denominator Company.)

60 minutes
, although other times can be, and occasionally

must be, used.

The short breaks are generally arranged in one of two
ways:

. A portion of each counting period is set aside for a
short break.

. Every other counting period is used as a short break.

In the first option,
 "x

"

 out of every "y" minutes is
counted. Thus, for 5-minute counting periods,

 an observer

might count 4 of every 5 minutes; for a 15-minute counting
period, 12 or 13 minutes of 15 minutes might be counted. To .
provide for a continuous count profile, the volume that is
expected to occur during the short breaks must be estimated
and added. This is simply done by assuming that the rate of

flow during the missing minutes is the same as that during the
actual count. Then:

(8-1)

where: V
y
 = volume for continuous counting period of "y"

minutes (vehs)

Vx - volume for discontinuous counts of "x" minutes
(veh)

y-x = short break time (minutes)

y = counting period (minutes)

x = counting period minus short break (minutes)

Consider a case where a manual counting survey is conducted
by counting vehicles in 4 oiF every 5-minute period.

 If a count

of 100 vehicles is obtained, what is the estimated count for the

full 5-niinute counting period? Using Equation 8-1:

..

.   V5 = 100(5/4) = 125vehs. .;

Although not necessary in this case, volumes are always
reported as full vehicles. No fractions are permitted.

When alternating periods are used as breaks, full period
counts are available in alternate counting periods. Missing
counts are estimated using straight-line interpolation:

Vi
Vi-i + V;i+1

2
(8-2)

where: V
,
- = volume in missing counting period "i" (vehs)

Vi-i = volume in counting period "i-1" (vehs)

Vi+, - volume in counting period "i+1" (vehs)

Again, any estimated counts are rounded to the nearest
whole vehicle.

1
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Table 8.1: Data from an Illustrative Volume Study

Period Time (pm)

Actual Counts

(4 minutes) vehs
Expanded Counts

(x 5/4) vehs

Estimated

Counts1 vehs
Estimated Flow

Rates veh/h

Lane 1 Lane 2 Lane 1 Lane 2 Lane 1 Lane 2 Lane 1

1

2

3

4

5

6

7

8

9

10

11

12

5:00

5:05

5:10

5:15

5:20

5:25

5:30

5:35

5:40

5:45

5:50

5:55

24

28

30

36

34

40

36

39

47

50

48

46

30.0

35.0

37.5

45.0

42.5

50.0

45.0

48.8

58.8

62.5

60.0

57.5

30

33

35

36

38

41

45

44

43

46

50

55

. 43

35

37

49

54

59

61

63

61

60

59

58

360

396

420

432

456

492

540

528

516

552

600

660

Lane 2

516

540

564

588

648

708

732

756

732

720

708

696

Total

% in Lane

192

41.9%

266

58.1%

240.0

41.9%

332.6

58.1%

496

42.9%

659

57.1%
1

Italics indicate an interpolated or extrapolated value.

In practice, it is often necessary to combine the two
approaches. Consider the example shown in Table SA. In
this case, a single observer is used to count two lanes of traf-
fic on an urban arterial. Using hand counters, the observer
alternates between lanes in each counting period. Thus, for
each lane, alternating counts are obtained. Because the
observer must also take short breaks to record data, only 4
minutes of every 5 minutes are actually counted. Table 8.1
illustrates the three computations that would be involved in
this study.

Actual counts are shown, and represent 4-niinute obser-
vations. These are expanded by a factor of 5/4 (Equation 8-1)
to estimate volume in continuous 5-minute counting periods.
At this point, each lane has counts for alternating counting
periods. Missing counts are then interpolated (Equation 8-2)
to estimate the count in each missing period. The first period
for lane 2 and the last period for lane I cannot be interpolated
because Ihey constitute the first and last periods. The counts
in these periods must be extrapolated, which is at best an
approximate process. All results are rounded to whole vehi-
cles but only in the final step. Thus the "expanded counts

"

carry a decimal; the rounding is done with the "estimated

counts,
" which include the expansion, interpolation, and

extrapolation needed to complete the table. The "estimated

counts
"

 constitute 5-minute periods. The flow rate in eacli
5-minute period is computed by multiplying each count b)
12 (twelve 5-minute periods in an hour).

Speed Study Applications

In Chapter 10, the analysis of speed data is fully discussed
Because of the statistical analysis of such data, sample siz
for most speed studies are generally in the range of IGOW
200. Unless there is permanent detection equipment at the
desired study location, many speed studies are conducted
manually by one of two methods:

. Measurement of elapsed time over a short measureit
highway segment using a simple stopwatch.

. Direct measurement of speeds using either handhel''
or fixed-mounted radar meters.

When using a stopwatch to time vehicles as they traverse
a short section of highway (often referred to as the "trap

"

'

there are two significant sources of error;

. Parallax (viewing angle)

. Manual operation of the stopwatch

I

i

l

<

I

i

i
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Lines of
Sight

d

d
'IT

d

Figure 8.2: Parallax Error Illustrated

Parallax error is systematic, and adjustments can remove its
impact, as long as the viewing angle is known. Manual opera-
tion of the stopwatch produces random errors that can either
overstate or understate the measured travel time. If the trap is
long enough, and the sample size is in the usual range, this
error should average out.

Figure 8.2 illustrates the parallax error. Normally, an
observer would choose a location at which one boundary
can be viewed exactly. Because of the angle of vision of the
other boundary, the observer actually "sees

" the vehicle

cross the boundary before it actually does. The observer
thinks that travel times over distance d are being measured,

whereas the travel times actually represent distance deff.
If angle 5 is known, the correct speed can be computed.

Based on trigonometry, the distance d can be computed as:

Then:

deff = dJaniS)

deff dtTm{8)
s.= = (8-3)

: where: 5,  = speed of vehicle "i" (fl/s)

deff = effective distance over which the travel time of
vehicle "i" is measured (ft)

= travel time for vehicle "i" to traverse the

effective distance (s)

dj  = perpendicular distance of observer from line
of travel (ft)

6   = angle between lines of sight (degrees).

The random error due to manually starting and stopping
'he stopwatch is more difficult. Assume that an average
observer may have an error of ± 0.20 s each time the stop-

watch is started or stopped. Thus, for a given observation,
 and

error as large as ± 0.40 seconds is possible. If the combination
of observed speed and length of trap produced travel times in
the range of 1.0 seconds, the error could be as large as 40%.

If a longer trap is used, and the average travel time increases
to, for example, 4.0 seconds, the potential error is reduced to
10%. The trick is to find an appropriate trap length that
minimizes the random stopwatch error but that can still be
effectively observed. If the average speed on a particular high-
way were thought to be in the 50 mi/h range, and average
travel times around 4.0 seconds were desired

, the trap length
would have to be 1.47*50*4.0 = 294 ft

, which is certainly
easily 

"observable."

Use of radar meters for speed measurement is the most
common method to obtain speed data. Unfortunately,

 this

method of measuring speeds is also associated with enforce-
ment of speed laws. Thus, once the observation station is

identified by drivers, everyone slows down,
 and the results do

not reflect ambient driver behavior. Therefore
,
 concealment of

the device and the personnel involved in the study is important.

Because such meters require a clear line of sight of oncoming
vehicles, such concealment is often difficult to accomplish for
a significant length of time. Figure 8.3 illustrates common
types of radar meters used to collect speed data. .

Radar meters use the Doppler principle to measure
speeds. A radar wave is reflected from a moving object (vehi-
cle) and returns at a different frequency. The difference in
emitted and reflected frequency is proportional to speed.

Exact measurements require that the wave be in line with the
approaching vehicle. Any angle creates a systematic error,

much in the same way as parallax affects manual observa-
tions. Because most radar measurements must be made from a

roadside or overhead location
, there is virttially always an

angle involved. Most meters, however, have an adjustment
that can be entered based on the angle of deflection of the
wave; results are automatically implemented and the correct
speed is read directly.

As illustrated in Figure 8.3 (c), using radar meters on
multilane highways creates some interesting problems.

 Given a

shallow angle (desirable for accuracy), the emitted wave may
reflect off a vehicle in lane 1

,
2

, or 3. As shown in Figure 8.3 (c),
the longitudinal location of the vehicle when the wave is
reflected can vary greatly depending on what lane the vehicle is
in. This sometimes makes it difficult to identify which vehicle
has been observed.

Because radar meters emit waves within the federally
regulated range of frequencies, each radar meter must have a
license from the Federal Communications Commission

(FCQ. Most radar meters are accurate to ± 2 mi/h and should

not be used where great precision and accuracy is needed.

0

f.
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FALCON 7.

(a) Vehicle-Mounted Radar Unit
(Photo courtesy of Tribar Industries)

(b) Hand-Heid Radar Unit

(Photo courtesy of Tribar Industries)

o

(c) Resolving Multilane Traffic Streams with Radar

Figure 8 J: Measuring Speeds with Radar Meters

Manual speed studies are particularly interesting
because it is necessary to obtain a strictly random sample.
Even the most experienced observer cannot measure the
speed of all vehicles passing a point. Therefore, some com-
mon problems must be avoided: (1) avoid trying to measure
the "fastest" and/or "slowest" vehicles, (2) where platooning
of vehicles exist, remember that only the first driver in the
platoon is actually choosing his or her speed, (3) truck or
other heavy vehicles speeds should not be specifically tar-
geted unless the study is focused on truck speeds. Although it :
may seem contradictory, assuring a random sample generally
requires a very rigid sampling process, such as 

"

every third
vehicle in each lane."

Other Manual Study Applications

Although vehicle counts and simple speed studies are the most
often conducted using manual observations and recording of
data, there are others, some of which are discussed in Chapter 9
and 10 in greater detail:

. Intersection delay studies: These arc most often done
by hand, given that they tend to focus on short-term
peaks in demand.

. Travel time studies: These most often involve test

vehicles moving within the traffic stream,
 with data

observers/recorders marking appropriate times that
various landmarks or other known locations are passed.

Observance studies: These usually involve short
term observations of how well drivers are obeying a
given regulation or control device; very common ai
STOP-controlled intersections.

Parking and parking inventory studies: These often
involve manual observation of parking supply and
accumulation.

Personnel Considerations

Manual studies must be adequately staffed. From a simpk
intersection count, which might involve four to six people,

 to

complex network studies involving hundreds of people
staffing and training are always important components of
manual studies.

For larger studies, it is virtually impossible to assemble
a working group consisting of only experienced traffic
personnel. The most common approaches are to hire students
from nearby college campuses and/or use of temporal
agencies, fn either case, it is critical that all personnel be cart-
fully trained to understand the importance of their tasks affi
exactly what is expected of them. Predesigned field sheeK
should be available to avoid mistakes and should be careful')

presented to all personnel. Such issues as communications
among field personnel, use of any equipment,

 and how and
where to provide results at the end of data collection must als0
be carefully planhed.
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For multiple counts, a real-time communication system

is needed that connects all observers to a supervisor. Counts

in such situations must all start and stop at exactly the same

lime; a single supervisor times the study and issues "start"
and "stop

" orders as appropriate.
For studies longer than 1 or 2 hours, sufficient personnel

must be trained to allow for periodic relief of observers. There
will always be "no shows" for any large study, so "extra"

personnel is also needed to cover these eventualities. Practical

limitations must also be recognized: A typical worker not
experienced in traffic studies, for example, could be relied on
to count and classify one heavy or two light movements, or to

measure speeds in one lane.

8.
3.

2 Portable Traffic Data

Equipment/Semiautomated Studies

A large number of traffic studies are conducted using a variety
of portable traffic data collection/recording devices. The most
common portable device used in traffic studies is the pneu-
matic road tube. A pneumatic road tube is a closed-end tube in

which an air pressure is maintained. When stretched across a
roadway, a vehicle (actually an axle) rolling over it creates an
air pulse that travels through the tube, which is connected to
some form of data capture device. Such tubes are most often
used for traffic counting, but they can also be used to measure
speed. Figure 8.4 shows a typical field setup using pneumatic
road tubes.

Note that Figure 8.4 shows two road tubes attached to
the counter. This is to provjde backup in case one of the tubes
breaks. Pairs of tubes can also be used to measure speed; the

1

 -e- 
,

Figure 8.
4: Road Tubes with Portable Counter Illustrated

recording device measures the elapsed time between the
actuation of the first and second tubes. This practice is rarely
applied today because radar meters have become the domi-
nant technology to measure speeds. It is, however, the origin
of the colloquial term speed trap. Police (in the 1940s and
1950s) often used the dual tubes to measure speed; because
the distance between them was always referred to as "the
trap," the term is now in use for any location at which police
enforce speed limits.

Although a variety of traffic counters are available to
use with road tubes, the most common types record a total
count at preset intervals, so that 5-, 10-, 15-, and 60-minute
counts can be automatically recorded.

The primary difficulty with road tubes is that they do
not count vehicles-they count axles. A passenger car with
two axles crosses the road tube registering a pulse twice. A
tractor-trailer combination with multiple axles may cause as
many as five or six actuations that will be recorded. To obtain
an estimate of vehicle counts, manual observations must be

made to determine the average number of axles per vehicle.
Obviously, if this has to be observed for the entire period of
the study, there is no point in using road tubes. Representative
samples do, however, haye to be collected. If a road-tube
count is being taken over a week, for example, manual classi-
fication counts might be taken for 5 to 10 hours at representa-
tive times during the week (am peak, pm peak, off-peak).

Table 8.2 illustrates a sample classification count.
Vehicles are observed and classified by the number of axles
on each. As shown, these data can be used to estimate the

average number of axles on a vehicle at the study location.
The average number of axles per vehicle at this study

location is 1205/515 = 2.34 axles/vehicle. If the recording
device shows a count of 7,000 axles for a given day, the
estimated vehicle count would be 7,000/2.34 = 2,991

vehicles.

Table 82: Sample Classification Count for a Road-Tube
Volume Study

Number of

Axles

Number of

Vehicles Observed

Total Axles for

Observed Vehicles

2

3

4

5

6

400

75

25

10

5

x 2 = 800

X 3 =225

x 4 - 100

X 5 = 50

X 6 = 30

Total 515 1
,
205
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There are also a number of practical issues with road
tubes:

. If not tautly fastened to the pavement (usually accom-
plished with clamps and epoxy), the road tube can
start a "whipping

" action when vehicles continually
traverse it, causing an eventual breakage. Once bro-
ken, the tube cannot relay data. Road tubes are also
subject to vandalism. In either event, the tube should
be inspected at regular intervals to ensure that it is
still functioning.

'. If the road tube is stretched across more than one

lane, simultaneous actuations are possible, and the
recorded counts may low because of this. Obviously,
this problem gets worse as the number of lanes and
the volume of traffic increases.

. Traffic counters (recording devices) are also subject
to vandalism and/or theft and must also be periodi-
cally checked to see that they arc functioning.

(a) Road Tube for Counting Total Two-Way Axle Counts

(b) Road Tubes for Counting Directional Axle Counts

(c) Road Tubes for Lane Axle Counts

Figure 8.5: Alternative Field Setups for Road Tubes

figure 8.5 illustrates common setups for road tubes as

used in traffic-counting studies. Fij n-e 8.5 (a) shows a single
tube across all lanes of a facility. In this configuration

, a total
two-way count of axles is obtained. Figure 8.5 (b) shows the
most common technique-two road tubes set up to record
axles in each direction separately. Figure 8.5 (c) shows a less
typical setup in which lane counts can be deduced. The tubes
must be close enough together that the number of lane
changes within the detection range is minimal.

Other types of portable detectors can be used. Portable

plate detectors can be fastened to a specific lane. Usinf
wave emissions, such detectors can measure volume

, speed.
and occupancy and send the data wirelessly to a roadside
computer. They can also classify vehicle types by length.

They tend to be expensive and can only monitor one laneai
a time. Most studies would require several such detectors

.

An observer generally must be present to monitor the
portable computer used to store the data and to ensure thai
the detectors are not stolen.

There are also devices that operate using electronic
tape switches fastened to the pavement. These operate by
interpreting current disruptions caused by vehicles crossinf
over the tape switch. A double wire is generally fastened to
the pavement under a tough form of tape and is attached to a
low-grade power source. When a vehicle crosses the tape
switch, a surge of current occurs that can be monitored by a
variety of portable recording devices.

8
.
3

.
3 Permanent Detectors

Rapid advances in traffic detector technology are rapidh
changing the landscape for traffic studies. Detectors are used
for all types of things; from data collection and transmission
to the real-time operation of traffic signal systems. As intelli
gent transportation technology marches forward, there is
great interest in real-time monitoring of traffic systems on a
massive scale: This requires that the traffic system be instru
mented with large numbers of permanent detectors and thf
capability to observe the data they provide in real time.

In the 1960s, very few permanent detectors were in
place, and most were used to operate early versions of actuated
signals. Today, thousands of permanent detectors are installed
on freeways, at intersections, and other locations. These detec
tors provide the opportunity to gather large amounts of data on
the traffic system. The difficulty is that much of the data is
only available in real time-that is, it is not permanently storfl)

in a retrievable form, and the variety of technologies in utf
makes it difficult to coordinate everything into a seamier
system of critical information on the system.
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,

The Traffic Detector Handbook [3] provides an excellent

overview of current detector and sensor technology. It classifies

detectors and sensors into a number of broad categories based
on the type of technology used:

. Sound (acoustic)

. Opacity (optical, infrared, video image processing)

. Geomagnetism (magnetic sensors, magnetometers)

. Reflection of transmitted energy (infrared laser radar,
ultrasonic, microwave radar)

. Electromagnetic induction (inductive loop detectors)

. Vibration (triboelectric, seismic, inertia switch sensors)

These technologies have advanced dramatically from
the earliest detectors. The first widely used detectors were

pressure plates. Two steel plates were separated by a rubber

spring. The plates were connected to a low-voltage power
source. When a vehicle (axle) crossed the pressure plate,
the two plates came together, completing the circuit and
creating an electrical pulse. Although technologically sim-
ple. there were many practical problems with pressure
plates. Snow plows and other equipment could dislodge
them; they invariably led to deterioration of the pavement
around them; or water could get between the plates and
freeze, providing a permanent current and rendering the
device inoperable. There are still isolated locations where
pressure plates are still in use, but none are being installed
at this point.

The most prevalent detector in use today is the inductive
loop. When a metal object (vehicle) enters the field of the loop
detector, inductance properties of the loop are reduced and
sensed, thus recording the presence of the vehicle. The loop
essentially creates an electromagnetic field that is disturbed
when a metal object enters it. Induction loops require that a cut
be made in the pavement surface, with one or more wire loops
placed in the cut. A pull wire connects the detector to a power
source

, which is then connected to a controller unit Figure 8.6
shows a typical installation of an inductive loop.

The standard induction loop detector measures 6 ft X 6 ft
and covers one lane

. Multiple detectors are needed to monitor
multiple lanes. Longer loops are available in sizes ranging from
6 ft X 40 ft to 6 ft X 80 ft

. These are often used in conjunction
with actuated signals requiring a significant detection area.

In some cases
, a long detection area is provided by installing a

series of 6 ft X 6 ft detectors in each lane
.

Inductive loop detectors directly measure the presence
and passage of vehicles. Other important measures, such as
speed and density, can be deduced using calibrated algorithms,
but the accuracy of these is often insufficient for research use.

Electronic units

(card file format)

12 ft

3ft 6ft

->-

3ft
>l< >

N / ?

Loop sawcut plan .S

Controller cabinet

  Pi

Roadway section

3 turns

Lead-in conduit

Pullbox

Condult-to-curb nin

Shielded lead-in cable

c

u

c

u

-a
C3
o

OS

Splice in pullbox

Twisted wire to suppress
electrical interference

(1 ft =0.305 m)

Figure 8.6: Typical Installation of an Induction Loop
Detector

{Source: Traffic Detector Handbook, 3rd Edition, Federal
Highway Administration, Publication No. FHWA-HRT-06-108

,

Washington DC, 2006, Figure 1-4, pp. 1-12.)

Loop wire plan

Magnetic detectors come in two forms: the magnetome-
ter and magnetic sensors. Because of the details of their design,

the magnetometer can detect both passage and presence,

whereas magnetic siensors detect only passage. Both operate on
the principle that a moving metal object (vehicle) disturbs the
earth'

s ambient magnetic field and that the disturbance can be
monitored and counted. The magnetometer also has a second
wire loop that operates on a basis similar to the inductive loop
to detect presence. Both types of detectors are placed under the
roadway on a structure or in the subbase. As a passage-only
detector, magnetic sensors have limited application?.

A variety of permanent detectors use the same Doppler
principle as handheld radar meters. They all rely on reflected
energy from vehicles that can be detected and used to obtain a
variety of traffic parameters. These include microwave radar
meters, infrared sensors

,
 laser radar meters, and ultrasonic

detectors. The difference lies in the wavelength and frequency
of energy that is emitted and sensed.

Figure 8.7 illustrates an overhead installation of a
microwave radar detector. In this configuration,

 the detector

monitors a single lane or two lanes. Figure 8.8 illustrates an
alternative application in which the detector is located at the
roadside and covers all lanes of an approach.

 The illustration

:
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Radar
Antenna

Power and

data cables 1

P:
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is

Sign bridge,
overpass, pole,
or mast arm mounting

Reflected signal from vehicle can be used jf'
to determine presence, passage, volume, lane 
occupancy, speed, and vehicle length depending
on the waveform transmitted by the radar sensor

Vehic eController

cabinet

Figure 8.7: Overhead Installation of a Permanent Microwave Radar Detector
(Source: Traffic Detector Handbook, 3rd Edition, Federal Highway Administration, Publication No. FHWA-HRT-06-108, Washington
DC, 2006, Figure 1-7, p. 1-16.)

:

Figure 8.8: Roadside Installation of Permanent Microwave Radar Detectors
(Source: Traffic Detector Handbook, 3rd Edition, Federal Highway Administration, Publication No. FHWA-HRT-06-108, Washington
DC, 2006, Figure lr8, p. 1-17.)
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of Figure 8.8 is at a signalized intersection, and the detectors
are being used to operate an actuated signal.

Figure 8.9 shows an overhead installation of a laser
infrared radar detector. Using two beams, it can actually cre-
ate an image of vehicles within its range, allowing for auto-
mated vehicle classifications.

Perhaps the most exciting recent development in real-time
traffic detection is the rapid advancement of video image

ai

e>

processing (VIP) technologies. Cameras are installed (digit3'
video) typically on a mast arm, often at a signalized intersection
location. The camera can be focused on a single lane but can alsf P1
be used to monitor multiple lanes. The system consists of ll
camera, a microprocessor to store and interpret images,

 and soli
ware that converts the images to traffic data. In essence,

 vehicle

appear on a video image as a compressed package of pix
moving across the image. The system is calibrated to recogni

al

ir

oi

01
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Scanning beams

0

0

159

Figure 8.9: An Overhead Laser Infrared Radar
Installation

(Source: Traffic Detector Handbook, 3rd Edition, Federal
Highway Administration, Publication No. FHWA-HRT-06-108,
Washington DC, 2006, Figure 1-9, p. 1-18.)

the background image and account for changes due to ambient
and .artificial-light and weather. Available software can discern
and classify vehicles by length, count by lane, and provide
speeds. VIPs are now being used to operate actuated signals in
some locations, and it is almost certain that this technology will
advance rapidly, over the near and moderate term future.

8
.
4 Data Reduction

The process of data reduction is critical to the accuracy of any
study. The process varies widely depending on the manner in
which data is collected

, but essentially it involves taking data
in whatever raw form it is observed and "reducing" it to some
understandable form

.

In manual studies, this most often involves taking hand-
written forms from various observers at one or more locations

and organizing it into a recognizable form. It may involve
expansions

, interpolations, and extrapolations as discussed
previously. It always involves presenting data in a format that
"Hows for efficient and effective analysis.

In the simple case, for example, of a manual count at an
intersection

,
 the data would be assembled from the four to six

observers involved and entered into tables such that volumes
.t flow rates of all movements can be discerned for common

time intervals. Table 8.3 shows a common format used to
depict intersection volumes and/or flow rates

.

The tabulated data allows the analyst to see the pattern
of volume over time on a movement-by movement basis

.

When the data are collected using portable or permanent auto-
mated equipment, the data can be placed directly into a
spreadsheet for subsequent analysis. Spreadsheet data can
also be used to create useful graphs and other visual depic-
tions to further clarify the meaning of the data.

Where data is collected by permanent detectors,
 it can

be sent directly (either through wired or wireless technologies)
to centralized computers into a predesigned databank,

 where

standard tabular and graphic displays can be created. As previ-
ously discussed, however, data collection technology has
advanced far faster than the technology for creating organized
databases into which alt data is entered

,
 and from which all

data can be conveniently retrieved. Most data that are observed

exist only in real time. Portable devices can be connected to a
variety of detector inputs, from road tubes to induction loops,

to extract data over some period of time for permanent storage.

8
.5 Cell Phones

Technology exists that can track the location of cell phones (as
long as they are turned on) to reasonably small areas. It is pos-
sible, therefore, to use this technology to track vehicles in time
and space, yielding data that would be hard to obtain by other
means, such as origin destination and routing information.

Such use, however, raises a
.number of issues concerning the

rights of privacy and the extent to which people are willing to
accept a 

"

big brother" watching our activities. Technology now
provides a plethora of ways in which people can be observed
without being aware of it. Such technologies are already in use
for law enforcement purposes, but they have also been subject
to legal challenges. This technology will continue to develop
rapidly; its usefulness as a means of collecting useful trans-
portation data will be subject to legal restrictions as determined
by the courts and legislatures over time.

8
.6 Aerial Photography

and Digitizing Technology

As the state of the art moves more toward the need to observe
,

interpret, and manage system behavior, the approaches to data
collection and reduction must change as well. Historically,

traffic data collection focused on isolated locations or a lim-

ited number of isolated locations. Today, the ability to provide
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Table 8.3: Sample Intersection Count Table

Time Period

Eastbound Westbound Northbound
r

Southbound

L TH R Tot L TH R Tot L TH R Tot L TH

1

2

3

4

5

6

7

8

9

10

N

R Tot

individual drivers with real-time traffic and routing informa-
tion is rapidly advancing. Navigation systems, available on
only a few very expensive vehicles a decade ago, can now be
purchased for any vehicle at an increasingly reasonable cost.
The problems of urban congestion make it increasingly
important to understand the state of the overall transportation
system and the way in which individuals use it.

The rapid development of detector technology now allows
engineers to place large numbers of devices throughout the
highway system. The ability to synthesize all of this information
into a usable real-time resource is also rapidly developing.

Existing technologies, however, do allow researchers to
look at larger parts of the highway system through the use of
aerial photography. Some of this technology has been around
for a long time. In the late 1960s and early 1970s, time-lapse
photography from fixed wing aircraft or hehcopters was used
to trace vehicles through long segments of highways. The
state of the art of film technology at that time limited the
photography to one or two frames per second, and it allowed
only a few hours of data to be observed during one flight.
Modern digital technology allows for continuous photogra-
phy over longer periods of time. Some current systems can
now resolve vehicle locations as many as 16 times each
second. Eventually, the use of satellites will become common.
Even today, sections of highway can be examined using

of

satellite images available through the Internet. This greatlj pi
simplifies the process of examining the geometric characteris ai
tics of sites and the selection of individual sites for study.

 Thf bi

technology does not, however, provide sufficient time fo
sequenced images to be used directly for data collection.

 th

Aerial photography is now being used to observe is
moderately sized highway segments as opposed to individual pi
locations. This technology is useful for studying weavins ai
sections, interchanges, arterial sections,

 a series of intersec- fr

tions, and similar locations. Because aerial photography can th
capture an entire segment in the photographic field,

 it allow* fi

individual vehicles to be traced as they traverse the segmeni
Thus such information as lane changes, queue formation and cl
dissipation, local origin and destination,

 and similar data can .!
be retrieved, in addition to the more standard counts

,
 vehicle w

classifications, and speeds. S(
"Aerial" photography uses three basic platforms: (D11 a'

stationary elevated vantage point, where available (such as i Ti

tall building), (2) helicopters, and (3) fixed-wing aircraft 0
Where available

, elevated vantage points are highly desirablf 
because the camera frame remains fixed throughout the stud) 
They are difficult to find, however,

 and must be within 3 v
reasonably short distance from the site to provide a favorabl£ v

view of the study segment Helicopters have the ability W e

hover over a single location but cannot do so for long period v
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Figure 8.10: Aerial Photograph of a Freeway Interchange

of time; even when "hovering," the aircraft rotates so that the

photographic image does not remain fixed. Fixed-wing
aircraft can stay over a given site for longer periods of time,
but they do not remain in a fixed location; they fly back and
forth in a pattern that keeps a designated highway segment in
the image range. The orientation of the photography, however,
is constantly changing. Figure 8.10 illustrates an aerial
photograph of a freeway interchange taken from a fixed-wing
aircraft. The same type of image could have been obtained
from a helicopter or a fixed elevated vantage point-although
the latter would not be right overhead but at an angle from the
fixed vantage point

A process called "digitizing" captures individual vehi-
cle traces through the photographed segment. This requires
that two or more fixed objects with known coordinates be
within every frame to be captured. As noted previously,

some systems capture a frame up to 16 times per second,

although as few a 2 to 4 times per second can also produce
reasonable data

. Each frame is shown on a large screen. An
observer fixes cross hairs over each of the fixed objects with
known coordinates; this establishes a grid coordinate system
tor the frame

. The cross hairs are then placed over each
vehicle (a fixed position,

 such as the front left corner of the

vehicle is chosen), and the coordinates are automatically
entered into a computer. This process is completed for each
vehicle in each frame

. Even though the process is "auto-

mated," it still is labor intensive. When all coordinates for all

vehicles in all frames are entered
, software analyzes the data

and links vehicles in successive frames by assigning proba-
bilities of a match based on logical paths. Where the soft-
ware does not provide a match from frame to frame,

 the

operator must go back to the frames and manually make the
link by identifying the vehicle match from frame to frame.
Current technologies can usually match about 50% of all
vehicles automatically.

When the linkages are complete, the software produces
detailed vehicle traces

, showing position of the vehicle in
each frame with the appropriate time stamp. Study-specific
software is then written to extract the type of data needed for
analysis. Position data from frame to frame can provide speed
between frames, lane changes between frames, and other
microscopic data that allows for very detailed analysis of the
operation of the study segment.

Because this type of data collection and reduction is
expensive, it is normally reserved for research applications. In
a recent study of weaving segment operations [4], two hours
of such data cost approximately $15,000, using a capture rate
of two frames per second. A large quantity of such data is now
being collected for the Next Generation Simulation Study
(NGSIM) [5], using a capture rate of 16 frames per second. It
seeks to provide a very detailed database for the development
of a new generation of traffic simulation programs.



 . :

;!

10/ CHAPTER 8  TRAFFIC DATA COLLECTION AND REDUCTION METHODOLOGIEsf P

8
.
7 Interview Studies

Many types of information cannot be obtained except through
direct interviews with travelers. This is particularly true
where information on trip purpose and background informa-
tion on travel choices is required.

8
.
7

.1 Comprehensive Home
Interview Studies

The largest scale interview studies involve comprehensive
area-wide origin-destination studies, where the typical travel
patterns of people within a broad study area are desired.
Comprehensive home interviews are conducted in which
information on all trips made by all household members the
previous day is sought. Sampling is critical to such studies
because the sampling rate is often quite low, depending on
the size of the area. Setting up the study is complex and
involves establishing origin and destination zones that are
small enough to provide trip patterns but large enough to
allow a reasonable number of interviews to be conducted

within each. Appointments must be made for all interviews,
and interviewers need formal identification to reassure the

interviewees. Law enforcement must be notified of the activ-

ity, and any required permits must be acquired. Interviewers
need

.
to be well trained and articujate, and a dress code is nor-

mally recommended. Interviews are often done in the
evening when the maximum number of household members
are present. The interviewer extracts

'

 detailed information on

all trips made the previous day, including time of start and
finish, location of start and finish, trip purpose, mode or
modes used, transfer locations, and route. Basic demographic
information on each household member is also collected,

including gender, age, occupation, driver's license status, and
so forth. General household income and car ownership is also
recorded, as is information on the type of housing.

Comprehensive home interview studies take place over a
period of months, perhaps even years, and are very cosdy. When
all data are collected, typical daily origin and destination patterns
are created. The origin end is often treated as the 

"

producer
" of

the trip and is (for about 85% of all trips) a residential location.
The destination end is often treated as the "attractor  of the trip
and generally involves a location related to the trip purpose (i.e.,
a place of employment, shopping, recreation, etc.). Models are
then calibrated to predict the number of trip productions and
attractions in each zone based on known census characteristics of

the zone. These are referred to as "trip generation models." Other
models are then calibrated to link trip origins to destinations and

are referred to as "trip distribution models.

" "Modal split" mod k
els are then developed to predict howtravelers will make choicei tl
on the transportation mode(s) to be used for each trip. Finallj i s
"

traffic assignment" models attempt to predict specific routes1 f.

that will be used on a typical day. Such studies are normally coiv a
ducted as part of periodic area-wide transportation planning proj. t
ects, often in conjunction with a census. '

c

l

8
.
7

.2 Roadside interview Studies

Some studies require that motorists be approached during a
trip they are making. This is a tricky business because it cause
disruption to individual drivers and can cause localized con
gestion, which annoys motorists. Such interviews need to be
short and efficient, and they normally do not consist of more
than five simple questions, usually involving such information
as trip purpose, trip origin, trip destination,

 and route.

At locations where drivers will be stopped and
interviewed, police security is virtually always required.

 A:

typical location might be. a roadside location along a nonftee j
way highway. Signing and traffic zones must be set up to
adequately warn drivers that they may be pulled aside for 2;
brief interview. Generally it is impossible to interview all
vehicles passing a location, so police are used to "flag down1,
those that will be selected for interview. The interview in sucl)

cases should take no more than a minute to complete,
 to avoid

undue disruption to individual drivers and to prevent ion?
queues from forming at the interview site.

Drivers might also be stopped on entrance ramps to a
freeway. At these locations, an attempt to interview all drivers is
made, but each interview should be in the order of 15 seconds

Most often, because the entry point to the freeway is known
information on the destination exit

, trip purpose, and trip
frequency would be asked.

At signalized intersections, interviewers (multiple) can
approach drivers stopped for a RED signal,

 and ask a series ol

short questions-which must be completed before the ligli1
turns GREEN.

A great deal of useful information can be amassed usin"
roadside interview techniques. The studies must be conductd
carefully, however, to avoid causing traffic jams, annoyin'
drivers more than minimally, and to assure security for boll1
motorists and interviewers.

8
.
7

.3 Destination-Based Interview Studies

Another common interview technique is to focus on 3
known destination. In such cases

, the trip destination i-
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known, and interviewees need not be stopped while making

their trip. Common locations include shopping centers,
sports complexes, airports, beaches and other recreational
facilities. Interview stations are established at key locations,
and interviewees are asked to participate, as opposed to

being obligated to participate by police. Questions on trip

origin, route, mode choice (where such choice is available),

trip purpose and frequency, and trip times are asked. Again,
each interview should take no more than one or two minutes.

8.
7.

4 Statistical Issues

Chapter 7 addresses a number of statistical issues involved in
interview studies, such as determination of sample size and
expansion of interview data to reflect a full population.

8
.8 Concluding Comments

This chapter attempts to provide a broad overview of the
complex subject of data collection and reduction for traffic
engineering studies. Subsequent chapters discuss specific
types of studies in greater detail and present a more compre-
hensive picture of how specific types of data are ianalyzed and
appropriate conclusions are drawn. The technology for
collecting, storing and retrieval, and reduction of data contin-
ues to advance at a rapid pace, and you are encouraged to
check the most current literature to get a more up-to-date view
of the state of the art.
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Problems

1
. Traffic volumes on a four-lane fregjyay (two lanes in

each direction) were counted manually from an
overhead location

, resulting in the data shown here.
The desire was to obtain continuous 15-minute counts
for each lane of the freeway for a two-hour period
surrounding the morning peak hour.

Data for Problem 1

Time of Count (pm)

Eastbound Westbound

Lane I Lane 2 Lane I

4:00-4:12

4:15 :27

4:30-4:42

4:45 :57

5:00-5:12

5:15-5:27

5:30-5:42

5:45-5:57

350

370

345

320

360

380

370

340

Lane 2

285

300

280

260

310

330

340

310

2
.

From the data shown
, determine the following:

(a) Continuous 15-minute volumes for each period
and each lane.

(b) The peak hour, peak hour volume, and peak hour
factor (PHF) for each direction of flow and for the
freeway as a whole.

(c) Directional flow rates during each 15-minute
count period.

A 24-hour count using a road tube at a rural highway
location produces a count of 11,250 actuations. A repre-
sentative sample count to classify vehicles resulted in
the data shown here:

Data for Problem 2

Number of Axles Per Vehicle     Number Observed

2

3

4

5

6

157

55

50

33

8
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Based on this sample classification count, how 60° angle from a perpendicular line from the observei
many vehicles were observed during the 24-hour location to the entry boundaiy If one of the observe
study? travel times to traverse the trap is 8.

3 seconds
, at whaj

3
.   A speed study was conducted using manual observa- SP6 is  vehicle traveling?

tion with stopwatches. The trap length was marked for 4.   Briefly describe the types of permanent detectors avail-
400 feet. The observer lined up with the entry boundary able for use in traffic studies. Note the benefits and
line, 60 feet away from the vehicles being observed. drawbacks of each.
When viewing the exit boundary, the sight line was at a
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CHAPTER

J

Volume Studies
and Characteristics

The most fundamental measure in traffic engineering is
volume: how many vehicles are passing defined locations in
the roadway system over time, particularly during the peak
hour(s) of a typical day. Virtually no decision concerning
facility design or traffic control options can be made without
knowledge of existing and projected traffic volumes for the
locations) under study.

9
.
1 Critical Parameters

In Chapter 5, we introduced the concepts of volume and flow
rale. Four variables are related to volume;

. Volume

. Rate of flow

. Demand

. Capacity

Sometimes these are used in conjunction with other measures
or conditions

. The four parameters listed are closely related,
and all are expressed in terms of the same or similar units.

fhcy are not,
 however, the same.

I
. Volume is the number of vehicles (or persons) pass-

ing a point during a specified time period, which is
usually one hour but need not be.

2
. Rate of flow is the rate at which vehicles (or per-

sons) pass a point during a specified time period
less than one hour

, expressed as an equivalent
hourly rate.

3
. Demand \s the number of vehicles (or persons) that

desire to travel past a point during a specified period
(also usually one hour). Demand is frequently
higher than actual volumes where congestion exists.
Some trips divert to alternative routes, and other
trips are simply not made.

4
. Capacity' is the maximum rate at which vehicles can

traverse a point or short segment during a specified
time period. It is a characteristic of the roadway.
Actual volume can never be observed at levels higher
than the true capacity of the section. However, such
results may appear because capacity is most often
estimated using standard analysis procedures of the
Highway Capacity Manual (/]. These estimates may
indeed be loo low for some locations.

Techniques for collection, reduction, and presentation of
volume (and other) traffic data were discussed in Chapter 8.
This chapter presents techniques for statistical analysis of
volume data and the interpretation and presentation of study
results. It also provides an overview of typical volume
characteristics found on most highway systems.

:

i



:

100 CHAPTER 9  VOLUME STUDIES AND CHARACTERISTICS
9

.2 Volume, Demand, and Capacity

We have noted that volume, demand, and capacity are three dif-
ferent measures, even though all are expressed in the same units
and may relate to the same location. In practical terms, volume is
what is, demand is what motorists would like to be, and capacity
is the physical limit of what is possible. In very simple terms, if
vehicles were counted at any defined location for one hour.

. Volume would be the number of vehicles counted

passing the study location in the hour.

. Demand would be the volume plus the vehicles of
motorists wishing to pass the site during the study
hour who were prevented from doing so by conges-
tion. The latter would include motorists in queue
waiting to reach the study location, motorists using
alternative routes to avoid the congestion around the
study location, and motorists deciding not to travel at
all due-to the existing congestion, or choosing to
travel to an alternative destination.

. Capacity would be the maximum volume that could be
accommodated by the highway at the study location.

Consider the illustration of Figure 9.1. It shows a classic
bottleneck location on a freeway, in this case consisting of a
major merge area. For each approaching leg, and for the down-
stream freeway section, the actual volume (v), the demand {d),
and the capacity (c) of the segment are given. Capacity is
the primary constraint on the facility. As shown in Figure 9.1,
the capacity is 2,000 veh/h/ln, so that the capacity of the two-
lane approach legs are 4,000 veh/h each, and the capacity-of the
downstream freeway, which has three lanes, is 6,000 veh/h.

Assuming that the stated capacities are correct, no vol

ume in excess of these capacities cifir ever be counted. Simph
put, you can

'

t carry 6 gallons of water in a 5-gallon buckei
Therefore, it is informative to consider what would be observed
for the situation as described. On Approach 1, the true demano
is 3,800 veh/h and the capacity is 4,000 veh/h. On Approach 2

,

the true demand is 3,600 veh/h and the capacity is also 4
,
00(!

veh/h. There is no capacity deficiency on either approacli
Downstream of the merge, however, the capacity is 6

,
00(1

veh/h, but the sum of the approaching demands is 3,
800 4

3
,600 = 7,400 veh/h. This exceeds the capacity of the segmem

Given this scenario, what can we expect to observe?

. Any volume count downstream of the merge cannot

exceed 6,000 veh/h for as long as the illustrated con
ditions exist. A count of 6

,000 veh/h is expected.

. Because of the capacity deficiency downstream of the
merge, a queue of vehicles will begin to form and
propagate upstream on both approaches.

. If a count of entering vehicles on both approaches is
taken upstream of the forming queues,

 the true

demand would be counted on each approach,
 assiim-i

ing there has been no diversion of vehicles to alteram
five routes.

. If a count of approaching vehicles is taken within the
forming queues, they would be unstable in both time
and space, but their total should not exceed 6,

00(1

veh/h, the capacity of the downstream freeway section

A final question is also interesting: Given that queue
are observed on both approaches, is it reasonable to assume

4
,000 vph

d 3
,800 vph

3
,800 vphv

Approach 1

Approach 2

4
,000 vphc

d 3
,600 vph

3
,600 vphv

c = capacity
d = demand

v = volume

= queueing area

6
,000 vphc

d 7
,400 vph

6
,000 vphv

Figure 9.1: Volume, Demand, and Capacity at a Bottleneck Location
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that the downstream count of 6,000 veh/h is atffrec/ measure-

ment of the capacity of the section? This issue involves a'

number of subtleties.

The existence of queues on both approaches certainly

SUggests that the downstream section has experienced capac-

ity flow. Capacity, however, is defined as the maximum flow
rate that can be achieved under stable operating conditions

(i e., without breakdown). Thus capacity would most pre-
cisely be the flow rate for the period immediately preceding
the formation of queues. After the queues have formed, flow
is in the 

"queue discharge
" mode, and the flow rates and vol-

umes measured may be equal to, less than, or even more than

capacity. In practical terms, however, the queue discharge

capacity may be more important than the stable-flow value,
which is, in many cases, a transient that cannot be maintained
for long periods of time.

As you can see from this illustration, volume (or rate of
flow) can be counted anywhere and a result achieved.

 In a

situation where queuing exists, it is reasonable to assume that
downstream flows represent either capacity or queue discharge
conditions. Demand, however, is much more difficult to

address. Although queued vehicles can be added to counts,
 this

is not necessarily a measure of true demand. True demand

contains elements that go well beyond queued vehicles at an
isolated location. Determining true demand requires an esti-
mation of how many motorists changed their routes to avoid
the subject location. It also requires knowledge of motorists
who either traveled to alternative destinations or who simply
decided to stay home (and not travel) as a result of congestion.

Figure 9.2 illustrates the impact of a capacity constraint
on traffic counts. Part (a) shows a plot of demand and capac-
ity. The demand shown would be observable if it were not

7000

£ 6000

4000

.
DEMAND

CAPACITY

I 5000

0 3
.
 1 2

lime (Hours)

- -Capacity  Demand

(a) Demand and capacity, as they would appear at the measurement point

7000

£ 6000
>

a

Bt

| 5000
c

4000

j-DEMAND

v

\

v

OUTPUT

0 1 2 3

Time (Hours)
 Output Rate - Demand

(b) Volume pattern distorted by capacity limit

Hgure 9.2: A Simplified Analysis of Demand Exceeding Capacity
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i

clear that a capacity constraint is present. Part (b) shows what
will actually occur. Volume can never rise to a level higher
than capacity. Thus actual counts peak at capacity. Because
not all vehicles arriving can be accommodated, the peak
period of flow is essentially lengthened until all vehicles can
be served. The result is that observed counts will indicate that

the peak flow rate is approximately the same as capacity and
that it occurs over an extended period of time. The volume
distribution looks as if someone took the demand distribution

and flattened it out with their hand.

The difference between observed volume counts and

true demand can have some interesting consequences when
the difference is not recognized and included in planning and
design. Figure 9.3 illustrates an interesting case of a freeway
section consisting of four ramps.

From Figure 9.3, the arriving demand volume on
Segment 3 of 3,700 veh/h exceeds its capacity of 3,400 veh/h.
From the point of view of counts taken within each segment,
3

,400 veh/h will be observed in Segment 3. Because only
3

,400 veh/h are output from Segment 3, the downstream counts
in Segments 4 and 5 will be lower than their true demand. In
this case, the counts shown reflect a proportional distribution of
volume to the various ramps, using the same distribution as
reflected in the demand values. The capacities of Segments
4 and 5 are not exceeded by these counts. Upstream counts in
Segments 1 and 2 will be unstable and will reflect the transient
state of the queue during the count period.

© ©
2200 vph

® © ®

800 vph   700 vph 500 vph   400 vph

(a) True Demand

© © © © ©
3200

vph
3200 vph 3400 vph

3000

vph
3000 vph

(b) Segment Capacities

? ? 3400 vph      2941 vph 2573 vph

?

459 vph   368 vph

(c) Observed Volumes

Figure 9 J: Effect of a Bottleneck on Observed Volumes

Assume that as a result of this study, a decision is made
to add a lane to Segment 3, essentialfyHncreasing its capacity
to a value larger than the demand of 3,700 veh/h. Once thisjj
done, the volume now discharged into Segment 4 is 3

,200

veh/h, more than the capacity of 3,000 veh/h. This secondan
bottleneck, often referred to as a "hidden bottleneck

,

" was
not apparent in the volume data originally obtained. It was
not obvious because the existing demand was constrained
from reaching the segment due to an upstream bottleneck

.

Such a constraint is often referred to as "demand starvation
.

'

In designing corrective highway improvements,
 it is

critical that all downstream points be evaluated properly to
identify such hidden bottlenecks. In the case illustrated

,
 the

improvement project would have to address both the existing
and hidden bottlenecks to achieve a successful result

.

The case of a freeway bottleneck is relatively simple to
analyze because the number of entry and exit points are
limited and the number of available alternative routes is gener-
ally small. On arterials, however, the situation is far more com-

plex because every intersection represents a diversion opportu-
nity, and the number of alternative routes is generally quite j
large. Thus the demand response to an arterial bottleneck isi
much harder to discern. An arterial may also have a number of i
overlapping bottlenecks, further complicating the analysis.

 If

several consecutive signalized intersections, for example, ait
failing, it is difficult to trace the impacts. Is an upstream signal
apparently failing because it is inadequate, or because a queue
from the downstream signal has blocked the intersection?

On arterial systems, it is often impossible to measure
existing demand, except in cases where there are no capacity
constraints. Later in this chapter, a method for discerning
intersection approach demand from observed volumes in a
capacity-constrained case is discussed. It applies,

 however

only to an isolated breakdown and does not account fw
the effects of diversion. Congestion in a surface street
network severely distorts demand patterns, and observeil
volumes are more a reflection of capacity constraints than
true demand.

You should be aware that the terms volume and demad

are often used imprecisely, even in the technical literature. I1
is often necessary to discern the tone meaning of these term5
from the context in which they are used.

In the final analysis, volume counts always result in a"
observation of "volume." Depending on the circumstances
observed volumes may be equivalent to demand, to capacity, C
to neither. The traffic engineer must, however, gain sufficien1
insight through counting studies and programs to recognizf
which situation exists and to incoqwrate this properly into thf
interpretation of the study data and the development d
improvement plans.
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!

.1

9 3 Volume Characteristics

If traffic distributed itself uoifonnly among the 365 X 24 =

g 760 hours of the year, there is not a location in the nation that

would experience congestion or significant delay. The problem

for traffic engineers, of course, is that there are strong peaks

during a typical day, caused primarily by commuters going to

and from work. Depending on the specific region and location,

peak hour of the day typically contains from 9% to 15% of

the 24-hour volume. In remote or rural areas, the percentage

can go much higher, but the volumes are much lower in these

surroundings.
The traffic engineer, therefore, must deal with the travel

preferences of our society in planning, designing, and operat-

ing highway systems. In some dense urban areas, policies to
induce spreading of the peak have been attempted, including
the institution of flex-hours or days and/or variable pricing

policies for toll and parking facilities. Nevertheless, the traffic
engineer must still face the fundamental problem: Traffic
demand varies in time in ways that are quite inefficient.
Demand varies by time of day, by day of the week, by month
or season of the year, and in response to singular events (both

planned and unplanned) such as construction detours, acci-
dents or other incidents, and even severe weather. Modern

intelligent transportation system (ITS) technologies increas-
ingly try to manage demand on a real-time basis by providing
information on routes, current travel times, and related condi-

tions directly to drivers. This is a rapidly growing technology
sector, but its impacts have not yet been well documented.

One of the many reasons fordoing volume studies is to
document these complex variation patterns and to evaluate the
impact of ITS technologies and other measures on traffic
demand.

9
.
3
.1 Hourly Traffic Variation Patterns:

The Phenomenon of the Peak Hour

When hourly traffic patterns are contemplated,
 we have been

conditioned to think in terms of two "peak hours" of the day:
morning and evening. Dominated by commuters going to work
in the morning (usually between 7 am and 10 am) and returning
m the evening (usually between 4 pm and 7 pm), these patterns
'end to be repetitive and more predictable than other facets of
tralfic demand

. This so-called typical pattern holds only for
weekday travel, and modem evidence may suggest that this
PWern is not as typical as we have been inclined to accept.

Figure 9.4 shows a number of hourly variation patterns
t'ocumented in the Highway Capacity Manual [7], compiled

from References 2 and 3. In part (a) of Figure 9.
4

, hourly
distributions for rural highways are depicted. Only the weekday
pattern on a local rural route displays the expected am and PM
peak patterns. Intercity, recreational, and locaTweekend traffic
distributions have only a single, more dispersed peak occurring
across the mid- to late afternoon. In part (b), weekday data from
four urban sites are shown in a single direction. Sites 1 and 3 are
in the opposite direction from Sites 2 and 4, which are only two
blocks apart on the same facility. Whereas Sites 2 and 4 show
clear am peaks, traffic after the peak stays relatively high and
surprisingly -uniform for most of the day. Sites 1 and 3,

 in the

opposite direction, show evening peaks,
 with Site 3 also

displaying considerable off-peak hour traffic volume. Only
Site I shows a strong pm peak with significantly less traffic
during other portions of the day.

The absence of clear am and pm peaks in many major
urban areas is a spreading phenomenon. On one major facility,

the Long Island Expressway (1-495) in New York,
 a recent

study showed that on a typical weekday, only one peak was dis-
cernible in traffic volume data-and it lasted for 10 to 12 hours

per day. This characteristic is a direct result of system capacity
constraints. Everyone who would like to drive during the
normal peak hours cannot be accommodated. Because of this,

individuals begin to make travel choices that allow them to
increasingly travel during the "off-peak" hours. This process
continues until off-peak periods are virtually impossible to
separate from peak periods.

Figure 9.4 (b) displays another interesting characteristic
of note. The outer lines of each plot show the 95% confidence
intervals for hourly volumes over the course of one year. Traffic
engineers depend on the basic repeatability of peak-hour traffic
demands. The variation in these volumes in Figure 9.4 (b),

however, is not insignificant. During the course of any given
year, there are 365 peak hours at ainy location, one for each day
of the year. This is question for the traffic engineer: Which one
should be used for planning, design, and operations?

Figure 9.5 shows plots of peak-hour volumes (as a per-
centage of annual average daily travel [ADT]) in decreasing
order for a variety of facilities in Minnesota. In all cases, there
is clearly a "highest" peak hour of the year. The difference
between this highest peak and the bulk of the year's peak hours,
however, depends on the type of facility. The recreational route
has the greatest disparity.

This is not unexpected because traffic on such a route
will tend to have enormous peaks during the appropriate
season on weekends, with far less traffic on a "normal" day.
The main rural route has less of a disparity, as at least some
component of traffic consists of regular commuters. Urban
roadways show far less of a gap between the highest hour and
the bulk of peak hours.

;
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(b) Daily Variation in Volumes at Four Urban Locations.

Figure 9.4: Examples of Houriy Volume Variation Patterns
(Source: Used with permission of Transportation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, 2000,
Exhibits 8-6 and 8-7, pp. 8-6 and 8-7, repeated from References 2 and 3.)
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Figure 9.5: Peak Hours as a Percentage of AADT
(Source: Used with permission of Transportation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, 2000,
Exhibit 8-8, p. 8-8.)

L

It is interesting to examine the various peak hours for the
lypes of facilities illustrated in Figure 9.5, which represents
data from various facilities in Minnesota. Table 9.1 tabulates

(he percentage of AADT occurring within designated peak
hours for the facility types represented.

The choice of which peak hour to use as a basis for
planning, design, and operations is most critical for the recre-
ational access route. In this case, the highest hour of the year
carries twice as much traffic as the 200th peak hour of the
year and 1.36 times that of the 30th hour of the year. In
ihe two urban cases, the highest hour of the year is only 1.2
limes the 200th highest hour.

Historically, the 30th highest hour has been used in
rural planning, design, and operations. There are two primary

Table 9.1: Key Values from Figure 9.5

arguments for such a policy: (1) the target demand would be
exceeded only 29 times per year, and (2) the 30th peak hour
generally marks a point where subsequent peak hours have
similar volumes. The latter defines a point on many relation-
ships where the curve begins to "flatten out" a range of
demands where it is deemed economic to invest in additional

roadway capacity. ..
In urban settings, the choice of a design hour is far less

clear and has far less impact. Typical design hours selected
range from the 30th highest hour to the 100th highest hour.

For the facilities of Figure 9.5. this choice represents a range
from 10.5% to 10.0% of AADT. With an AADT of 80

,
000

veh/day, for example, this range is a difference of only 400
veh/h in demand.

Type of Facility

Percent of AADT Occurring in the
. 

Peak Hour

1st 30th 100th 200th

Recreational Access 30.0% 22.0% 18.0% 15.0%

Main Rural 15.0% 13.0% 10.0% 9
.
0%

Urban Circumferential Freeway 11.5% 10.5% 10.0% 9
.
5%

Urban Radial Freeway 11.5% 10.5% 10.0% 9
.
5%
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3

.2 Subhourly Variation Patterns:
Flow Rates Versus Volumes

In Chapter 5, we noted that peaking of traffic flows within the
peak hour often needed to be considered in design and opera-
tions. The peak hour factor (PHF) was defined as a means of
quantifying the difference between a maximum flow rate and
the hourly volume within the peak hour. Figure 9.6 shows the
difference among 5-minute, 15-minute, and peak hourly flow
rates from a freeway location in Minnesota.

Flow rates can be measured for almost any period of time.
For research purposes, periods from one to five minutes have

frequently been used Very small increments of time, however,
become impractical at some point. In a two-second interval, the
range of volumes in a given lane would be limited to 

"0" or "1,"

and flow rates would be statistically meaningless.
For most traffic engineering applications, 15 minutes is

the standard time period used, primarily based on the belief that
this is the shortest period of time over which flow rates are
"statistically stable.

" Statistically stable implies that reasonable
relationships can be calibrated among flow parameters, such as
flow rate, speed, and density. In recent years, there is some
thought that five-minute flow rates might qualify as statistically
stable, particularly on freeway facilities. Practice, however,
continues to use 15 minutes as the standard period for flow rates.

The choice, however, has major implications. In
Figure 9.6, the highest 5-minute rate of flow is 2,200 veh/h/ln;
the highest 15-minute rate of flow is 2,050 veh/h/ln; the peak
hour volume is 1,630 veh/h/ln. Selecting a 15-minute base
period for design and analysis means that, in this case, the
demand flow rate (assuming no capacity constraints) would
be 2,050 veh/h/ln. This value is 7% lower than the peak five-
minute flow rate and 20% higher than the peak-hour volume.
In real design terms, these differences could translate into a
design with one more or fewer lanes or differences in other
geometric and control features. The use of 15-minute flow
periods also implies that breakdowns of a shorter duration do
not cause the kinds of instabilities that accompany break-
downs extending for 15 minutes or more.

9
.
3

.3 Dally Variation Patterns

Traffic volumes also conform to daily variation patterns that
are caused by the type of land uses and trip purposes served by
the facility. Figure 9.7 illustrates some typical relationships.

The recreational access route displays strong peaks on
Fridays and Sundays. This is a typical pattern for such routes
because motorists leave the city for recreational areas on
Fridays, returning on Sundays. Mondays through Thursdays

have far less traffic demand, although Monday is somewhai
higher than other weekdays due to stfffie vacationers returning

 i

after the weekend rather than on Sunday.
The suburban freeway obviously caters to commuten

Commuter trips are virtually a mirror image of recreational
trips, with peaks occurring on weekdays and lower demand
on weekends. The main rural route in this exhibit has a pattem
similar to the recreational route but with less variation
between the weekdays and weekends. The route serves boili
recreational and commuter trips, and the mix tends to dampen
the amount of variation observed.

9.
3

.4 Monthly or Seasonal Variation
Patterns

Figure 9.8 illustrates typical monthly volume variation pattern.

Recreational routes will have strong peaks occurring during the
appropriate seasons (i.e., summer for beaches, winter foil

skiing). Commuter routes often show similar patterns with less
variability. In Figure 8.8, recreational routes display monthly
ADTs that range from 77% to 158% of the AADT.

 Comrautei

routes, although showing similar peaking periods,
 have

monthly ADTs ranging from 82% to 119% of AADT.

It might be expected that commuter routes would show a
trend opposite to recreational routes (i.e., if recreational route
are peaking in the summer, then commuter routes should haw
less traffic during those periods). The problem is that few facil-
ities are purely recreational or commuter; there is always sorat
mix present. Further, much recreational travel is done by inhat
itants of the region in question; the same motorists may be pan!
of both the recreational and commuter demand during the same
months. There are, however, some areas in which commuter

traffic does dearly decline during summer recreational months
The distributions shown here are illustrative; different distribu

tions are possible, and they do occur in other regions.

9
.
3

.5 Some Final Thoughts on Volume
Variation Patterns

One of the most difficult problems in traffic engineering
that we arc continually planning and designing for a demantl
that represents a peak flow rate within a peak hour on a pe
day during a peak season. When we are successful, the resuli

ing facilities are underused most of the time.
It is only through the carefiil documentation of these vari' (

ation patterns, however, that the traffic engineer can know 1

impact of this underutilization. Knowing the volume variatio' 1
patterns governing a particular area or location is critical 1° (

I
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Figure 9.6: Variations of Flow Within the Peak Hour

(Source: Used with permission of Transportation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, 2000,
Fig 8-10, p. 8-10.)

finding appropriate design and control measures to optimize
"perations. It is also important to document these patterns so
.hat estimates of an AADT can be discerned from data taken for
miich shorter time periods. It is simply impractical to count
every location for a full year to determine AADT and related

demand factors. Counts taken over a shorter period of time can,

however, be adjusted to reflect a yearly average or a peak
occurring during another part of the year,

 if the variation

patterns are known and well documented. These concepts are
illustrated and applied in the sections that follow.
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.
4 Intersection Volume Studies

No single location is more complex in a traffic system than an
at-grade intersection. At a typical four-leg intersection, there
are 12 separate movements-left, through, and right from each
leg. If a count of intersection volumes is desired, with
each movement classified by cars, taxis, trucks, and buses,
each count period requires the observation of 12 X 4 = 48 sep-
arate pieces of data.

When intersections are counted manually (and they often
are), observers must be positioned properly to see the move-
ments they are counting. It is doubtful that an inexperienced
counter could observe and classify more than one major or two
minor movements simultaneously. For heavily used multilane
approaches, it may be necessary to use separate observers for
different lanes. In manual intersection studies, short-break and

alternating-period approaches are almost always combined to
reduce the number of observers needed. Rarely, however, can

an intersection be counted with fewer than four observers, plii>
one crew chief to time count periods and breaks.

9
.
4

.1 Arrival Versus Departure Volumes:
A Key Issue for Intersection Studies

At most intersections, volumes are counted as they depart tl
intersection. This is done both for convenience and because

turning movements cannot be fully resolved until vehicle1
exit the intersection. Although this approach is fine wher
there is no capacity constraint (i.e., an unstable buildup"1
queues on the approach), it is not acceptable where demaw'

exceeds the capacity of the approach. In such cases,
 it is nec

essary to observe arrival volumes because these are a nioff

accurate reflection of demand.

At signalized intersections, "unstable queue buildup
detected when vehicles queued during a red interval are not full}

clea

lion

bec<

isd

and

teel

voh

val<

bei

the

ous

apF
per



9 4 INTERSECTION VOLUME STUDIES 175
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Figure 9.8: Typical Monthly Variation Patterns
{Source: Used with permission of Transportation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, 2000,
Exhibit 8-2, p. 8-3.) .
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cleared during the next green interval At unsignalized intersec-
lions

,
 "unstable queue buildup

"

 can be identified by queues that
become larger during each successive counting period.

Direct observation of arrival volumes at an intersection

is difficult because the queue is dynamic. As the queue grows
and declines

, the point of "arrival" changes. Therefore, the
technique used to count arrival volumes is to count departure
volumes and the number of queued vehicles at periodic inter-
vals

. For signalized approaches, the size of the queue would
be recorded at the beginning of each red phase.

 This identifies

the "residual queue" of vehicles that arrived during the previ-
ous signal cycle but were not serviced. For unsignalized
approaches, the queue is counted at the end of each count
period. When such an approach is followed, the arrival vol-
ume is estimated as follows:

V
,ai (9-1)

where: Vai = arrival volume during period /
'

,
 vehs

Vjj = departure volume during period /', vehs

Nqi = number of queued vehicles at the end of period
/, vehs

Nq(i-i) = number of queued vehicles at the end of period
M

,
 vehs

Estimates of arrival volume using this procedure iden-
tify only the localized arrival volume. This procedure does not
identify diverted vehicles or the number of trips that were not
made due to general congestion levels. Thus although arrival
volumes do represent localized demand, they do not measure
diverted or repressed demand. Table 9.2 shows sample study
data using this procedure to estimate arrival volumes.

Note that the study is set up so the first and last count
periods do not have residual queues. Also, the total depar-
ture and arrival counts are the same

,
 but the conversion from
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Table 9.2: Estimating Arrival Volumes from Departure Counts: An Example

Time Period

(PM)

Departure Count
(vehs)

Queue Length
(vehs)

Arrival Volume

(vehs)

4:0(M:15

4:15-4:30

4:30-4:45

4:45-5:00

5:00-5:15

5:15-5:30

5:30-5:45

5:45-6:00

50

55

62

65

60

60

62

55

0

0

5

10

12

5

0

0

50

55

62 + 5 = 67

65 + 10-5 = 70

60+12-10 = 62

60 + 5-12 = 53

62-5 = 57

55

Total 469 469

departures to arrivals causes a shift in the distribution of
volumes by time period. Based on departure counts, the
maximum 15-minute volume is 65 vehicles, or a flow rate of

65/0.25 = 260 veh/h. Using arrival counts, the maximum
15-minute volume is 70, or a flow rate of 70/0.25 = 280

veh/h. The difference is important because the higher arrival
flow rate (assuming that the study encompasses the peak
period) represents a value that would be valid for use in
planning, design, or operations.

9
.
4

.2 Special Considerations for
Signalized Intersections

At signalized intersections, count procedures are both simpli-
fied and more complicated at the same time. For manuaj
observers, the signalized intersection simplifies counting
because not all movements are flowing at the same time. An
observer who can normally count only one through movement
at a time could actually count two such movements in the
same count period by selecting, for example, the eastbound
and northbound through movements. These two operate
during different phases of the signal.

Count periods at signalized intersections, however, must
be equal multiples of the cycle length. Further, actual counting
times (exclusive of breaks) must also be equal multiples of the
cycle length. This is to guarantee that all movements get the
same number of green phases within a count period. Thus, for a
60-second signal cycle, a 4 of 5-minute counting procedure may
be employed. For a 90-second cycle, however, neither 4 nor 5
minutes are equal multiples of 90 seconds (1.5 minutes). For a
90-second cycle, a counting process of 12 of 15 minutes would
be appropriate, as would 4.5 of 6 minutes.

Actuated signals present special problems because bolii
cycle lengths and green splits vary from cycle to cycle.

 Com

periods are generally set to encompass a minimum of fivt;
signal cycles, using the maximum cycle length as a guide.

 The

actual counting sequence is arbitrarily chosen to reflect this
principle, but it is not possible to assure equal numbers of
phases for each movement in each count period. This is na

'

viewed as a major difficulty because the premise of actuatei
signalization is that green times should be allocated proper
tionally to vehicle demands present during each cycle.

9
.
4

.3 Presentation of Intersection
Volume Data

1

Intersection volume data may be summarized and presentel
in a variety of ways. Simple tabular arrays can summarizf
counts for each count period by movement. Breakdowns by
vehicle type are also most easily depicted in tables.

 Moif

elaborate graphic presentations are most often prepared tf
depict peak-hour and/or full-day volumes. Figures 9.9 an'
9
.10 illustrate common forms for display of peak-hour 01

daily data. The first is a graphic intersection summar 
diagram that allows simple entry of data on a predesigneC 
graphic form. The second is an intersection flow diagram i1
which the thickness of flow lines is based on relative volume 

9
.5 Limited Network Volume

Studies

Consider the following proposition: A volume study is to 
made covering the period from 6 am to 12 midnight on tfe

siir

suf

san

try
so

.

sar,
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GRAPHIC SUMMARY OF VEHICLE MOVEMENTS

Intersection: McShane Blvd and Prassas Ave

Date: 20 May 97 Time/Day: Monday, 4-5 PM
Observer: R. Roess

City: Melrolech City

525
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375 300
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50 670 30
585

750

Figure 9.9: Graphic Intersection Summary Diagram

:et network comprising midtown Manhattan (i.e., from
h Street to 59th Street, 1st Avenue to 12th Avenue).

hough this is a very big network, including over 500 street
\% and 500 intersections, it is not the entire city of
w York

,
 nor is it a statewide network.

Nevertheless, the size of the network is daunting for a
iple reason: It is virtually impossible to acquire and train

ficient personnel to count all of these locations at the
ie time

. Further, it would be impractically expensive to
and acquire sufficient portable counting equipment to do
To conduct this study, it will be necessary to employ

ipling techniques (i.e., not all locations within the study

area will be counted at the same time or even on the same

day). Statistical manipulation based on these samples will be
required to produce an hourly volume map of the network
for each hour of the intended survey period, or for an aver-
age peak period.

Such "limited" networks exist in both small towns and

large cities and around other major trip generators,
 such as

airports, sports facilities, shopping malls, and other activity
centers. Volume studies on such networks involve individual

planning and some knowledge of basic characteristics, such
as location of major generators and the nature of traffic on
various facilities (local versus through users, for example).
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Figure 9.10: An Intersection Flow Diagram

(Source: Used with permission of Institute for Transportation Engineers, Transportation tmd Traffic Engineering Handbook, 1 st Edition,
Washington DC, 1976, p. 410.)

4

The establishment of a reasonable sampling methodology will
require judgment based on such local familiarity.

Sampling procedures rely on the assumption that entire
networks, or identifiable subpoitions of networks, have similar
demand patterns in time. If these patterns can be measured at a
few locations, the pattern can be superimposed on sample
measurements from other locations in the network. To imple-
ment such a procedure, two types of counts are conducted:

. Control counts.
 Control counts are taken at selected

representative locations to measure and quantify
demand variation patterns in time. In general, control
counts must be maintained continuously throughout
the study period.

. Coverage counts. Coverage counts are taken at all
locations fw which data is needed. They are conducted
as samples, with each location being counted for only a

portion of the study period, in accordance with«
preestablished sampling plan.

These types of counts and their use in volume analysis
are discussed in the sections that follow

.

9
.
5

.1 Control Counts

Because control counts will be used to expand and adjust tlif
results of coverage counts throughout the network undf
study, it is critical that representative control-count location
be properly selected. The hourly and daily variation patted
observed at a control count must be representative of a larg3
portion of the network if the sampling procedure is to
accurate and meaningful. Remember that volume variatio8
patterns are generated by land-use characteristics and by 
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je of traffic, particularly the percentages of through versus

.ally generated traffic in the traffic stream. With these

nciples in mind, some general guidelines can be used in the
ection of appropriate control-count locations:

1
.
 There should be one control-count location for every

10 to 20 coverage-count locations to be sampled.

2
.

 Different control-count locations should be estab-

lished for each class of facility in the network-
local streets, collectors, arterials, and so on, because
different classes of facilities serve different mixes of

through and local traffic.

3
.

 Different control-count locations should be estab-

lished for portions of the network with markedly
different land-use characteristics.

These are only general guidelines. The engineer must
;rcise judgment and use his or her knowledge of the area
der study to identify appropriate control-count locations.

5.2 Coverage Counts

1 locations at which sample counts will be taken are called
verage counts. All coverage counts (and control counts as
:11) in a network study are taken at midblock locations to
oid the difficulty of separately recording turning move-
nts. Each link of the network is counted at least once dur-

; the study period. Intersection turning movements may be
proximately inferred from successive link volumes, and,

when necessary, supplementary intersection counts can be
taken. Counts at midblock locations allow for the use of

portable automated counters, although the duration of some
coverage counts may be too short to justify their use.

9
.
5

.3 An Illustrative Study

The types of computations involved in expanding and adjust-
ing sample network counts is best described by a simple
example. Figure 9.11 shows one segment of a larger network
that has been identified as having reasonably uniform traffic
patterns in time. The network segment has seven links, one of
which has been established as a control-count location

.
 Each

of the other six links are coverage-count locations at which
sample counts will be conducted. The various proposed study
procedures all assume there are only two field crews or auto-
mated counters that can be employed simultaneously in this
segment of the network. A study procedure is needed to find
the volume on each link of the network between 12 noon and

8:00 pm on a typical weekday. Three different approaches are
discussed. They are typical and not the only approaches that
could be used. However, ihcy illustrate all of the expansion
and adjustment computations involved in such studies.

A One-Day Study Plan

It is possible to complete the study in a single day. One of the
two available crews or setups would be used to count Control
Location A for the entire eight-hour period of the study.

2® ®6

A

(§)

3@ @5

4

Figure 9.11: A Sample Network Volume Study
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The second crew or set-up would be used to count each of
Coverage Locations 1 to 6 for one hour. Table 9.3 shows the
sample data and analysis resulting from this approach.

Note that full-hour data is shown. This data reflects

expansion of actual counts for break periods. If machine

counts were conducted, they would also reflect the conversior;

of axle counts to vehicle counts.

In Table 9.3 (b), the control-count data are used to.

quantify the hourly variation pattern observed. It is nov
assumed that this pattern applies to all of coverage location*

Table 9.3: Data and Computations for a One-Day Network Volume Study

Control-Count Data Location A Coverage-Count Data

Time (pm)

12-1

1- 2

2- 3

3 1

4- 5

5- 6

6- 7

7- 8

Location

1

2

3

4

5

6

Count (vehs) Location Time (pm) Count (vehs)

825

811

912

975

1
,
056

1
,
153

938

397

1

2

3

4

5

6

12-1

1- 2

2- 3

4- 5

5- 6

6- 7

840

625

600

390

1
,215

1
,
440

(a) Data from a One-Day Study

Time (pm)

12-1

1-2

2- 3

3 1

4- 5

5- 6

7-8

Total

Count (vehs)

825

811

912

975

1
,
056

1
,
153

938

397

7
,
067

Proportion of 8-Hour Total

825/7,067 = 0.117

811/7,067 = 0.115

912/7,067 = 0.129

975/7,067 = 0.138

1
,
056/7,067 = 0.149

1
.
153/7,067 = 0.163

938/7,067 = 0.133

397/7,067 = 0.056

:

r

1
.
000

(b) Computation of Hourly Volume Proportions From Control-Count Data

Time (pm)

Count

(vehs)

Estimated 8-Hr

Volume ( vehs)
Estimated Peak

Hour Volume (vehs)

12-1

1- 2

2- 3

4- 5

5- 6

6- 7

840

625

600

390

1
,
215

1
,
440

840/0.117 = 7,179

625/0.115=5,435

600/0.129 = 4,651

390/0.149 = 2,617

1
,
215/0.163 = 7,454

1
,
440/0.133 = 10,827

X 0.163= 1
,

170

X 0.163 = 886

X 0.163 = 758

X 0.163 = 427

X 0.163 = 1
,
215

X 0.163 = 1
,
765

(c) Expansion of Hourly Counts
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i

within the network. Thus a count of 840 vehicles at location

] would represent 0.117 (or 11.7%) of the eight-hour total at

is location. The eight-hour total can then be estimated as

840/0.117 = 7
,179 vehicles. Moreover, the peak-hour

volume can be estimated as 0.163 X 7,179 = 1,170 vehicles

because the hourly distribution shows that the highest

volume hour contains 0.163 (or 16.3%) of the eight-hour

volume. Note that this expansion of data results in estimates

}{eight-hour and peak-hour volumes at each of the seven

ount locations that represent the day on which the counts

.xere taken. Daily and seasonal variations have not

een eliminated by this study technique. Volumes for the

.niire network, however, have been estimated for common

ime periods.

\ Multiday Study

n the one-day study approach, each coverage location was
ounted for one hour. Based on hourly variation patterns
locumented at the control location, these counts were

xpanded into eight-hour volume estimates. Hourly variation
ialtems, however, are not as stable as variations over larger
eriods of time. For this reason, it could be argued that a
etter approach would be to count each coverage location for
full eight hours.

Given the limitation to two simultaneous counts due to

ersonnel and/or equipment, such a study would take place
ver six days. One crew would monitor the control location
)r the entire period of the study, and the second would count
.

'

one coverage location for eight hours on each of six days.
The data and computations associated with a 6-day

udy are illustrated in Table 9.4. In this case, hourly
litems do not have to be modeled because each coverage
.cation is counted for every hour of the study period.
nfortunately, the counts are spread over six days, over
hich volume may vary considerably at any given location.
this case

, the control data are used to quantify the under-
ing daily variation pattern. These data are used to adjust
e coverage data.

Daily volume variations are quantified in terms of
ljustment factors defined as follows: the volume for a given
y multiplied by the factor yields a volume for the average
y of the study period. Stated mathematically:

(9-2)

lere V
u
 = for the average day of the study period,

 vehs

V
,
 = for day t

f,./ = factor for day i

Using data from the control location, at which the aver-
age volume will be known, adjustment factors for each day of
the study may be computed as: s -

(9-3)

where all terms are as previously defined. Factors for the
sample study are calibrated in Table 9.4 (b). Coverage counts
are adjusted using Equation 9-2 in Table 9.4 (c).

The results represent the average eight-hour volumes
for all locations for the six-day period of the study. Seasonal
variations are not accounted for, nor are weekend days,

 which

were excluded from the study.

A Mixed Approach: A Three-Day Study

The first two approaches can be combined. If a one-day study
is not deemed appropriate due to the estimation of eight-hour
volumes based on one-hour observations, and the six-day
study is too expensive, a three-day study program can be
devised in which each coverage location is counted for four
hours on one of three days. The control location would have
to be counted for the entire three-day study period; results
would be used to calibrate the distribution of volume by four-
hour period and by day.

In this approach, four-hour coverage counts must be
(1) expanded to reflect the full eight-hour study period, and
(2) adjusted to reflect the average day of the three-day study
period. Table 9.5 illustrates the data and computations for the
three-day study approach.

Note that in expanding the four-hour coverage counts to
eight hours, the proportional split of volume varied from day
to day. The expansions used the proportion appropriate to the
day of the count. Because the variation was not great,

 how-

ever, it would have been equally justifiable to use the average
hourly split for all three days.

Again, the results obtained represent the particular
three-day period over which the counts were conducted.
Volume variations involving other days of the week or sea-
sonal factors are not considered.

The three approaches detailed in this section are illus-
trative. Expansion and adjustment of coverage counts based
on control observations can be organized in many different
ways, covering any network size and study period. The
selection of control locations involves much judgment, and
the success of any particular study depends on the quality
of the judgment exercised in designing the study. The traffic
engineer must design each study to achieve the particular
information goals at hand.
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Table 9.4: Data and Computations for a Six-Day Study Option

Control-Count Data Location A Coverage-Count Data

Day

Monday 1

Tuesday

Wednesday

Thursday

Friday

Monday 2

Station

i

2

3

4

5

6

8-Hour Count

(vehs) Coverage Location Day
8-Hour Count

(vehs)

7
,
000

7
,
700

7
,
700

8
,
400

7
,
000

6
,
300

1

2

3

4

5

6

Monday 1

Tuesday

Wednesday

Thursday

Friday

Monday 2

6
,
500

6
,
200

6
,
000

7
,

100

7
,
800

5
,
400

(a) Data for a Six-Day Study

Day

Monday 1

Tuesday

Wednesday

Thursday

Friday

Monday 2

8-Hour Count (vehs)

7
,
000

7
,
700

7
,
700

8
,
400

7
,
000

6
,
300

Adjustment Factor

7
,
350/7,000=1.05

7
,
350/7,700 = 0.95

"

7
,
350/7,700 = 0.95

7
,
350/8,400 = 0.88

7
,
350/7,000=1.05

7
,
350/6,300=1.17

Total

Average

44,100

44,100/6 = 7,350

(b) Computation of Daily Adjustment Factors

Day 8-Hour Count (vehs) Adjusted 8-Hour Count (vehs)

Monday 1

Tuesday

Wednesday

Thursday

Friday

Monday 2

6
,
500

6
,
200

6
,
000

7
,
100

7
,
800

5
,
400

X 1.05 = 6
,
825

X0.95 = 5
,
890

X0.95 = 5
,
700

X 0.88 = 6
,
248

X 1.05 = 8
,
190

X 1.17 = 6
,
318

(c) Adjustment of Coverage Counts

Estimating Vehicle Miles Traveled on a Network

One output of most limited-network volume studies is an esti-
mate of the total vehicle-miles traveled (VMT) on the netwcwk

during the period of intered. The estimate is done roughly by
assuming that a vehicle counted on a link travels the entire
length of the link. This is a reasonable assumption because
some vehicles traveling only a portion of a link will be counted

while others will not, depending on whether they cross 
count location. Using the sample network of the previous sec

-

tion, the eight-hour volume results of Table 9.5,
 and assun*

all links are 0.25 miles long. Table 9.6 illustrates the estimati*
of VMT. In this case, the estimate is the average eight-holl!

VMT for the three days of the study. It cannot be expanded in"
1

an estimate of annual VMT without knowing more about dail)

and seasonal variation patterns throughout the year.



j 5 LIMITED NETWORK VOLUME STUDIES

Table 9.5: Data and Computations for a Three-Day Study Option

Time

(PM)

12-4

4-8

Total

Station

I

2

3

4

5

6

Monday Tuesday Wednesday

Count

(vehs)

%of

8 Hours

Count

(vehs)

%of

8 Hours

Count

(vehs)

%of

8 Hours

3
,
000

4
,
000

42.9%

57.1%

3
,
200

4
,
300

42.7%

57.3%

2
,
800

3
,
600

43.8%

56.2%

7
,
000 100.0% 7

,
500 100.0% 6

,
400 100.0%

(a) Control Data and Calibration of Hourly Variation Pattern

Day

8-Hour Control-

Count Location A

(vehs)
Adjustment

Factor

Monday
Tuesday
Wednesday

7
,
000

7
,
500

6
,
400

6
,
967/7,000=1.00

6
,
967/7,500 = 0.93

6
,
967/6,400=1.09

Total

Average

20,900

20,900/3 = 6,967

(b) Calibration of Daily Variation Factors

Day

Time

(PM)

Count

(vehs)

8-Hour

Expanded Count
(vehs)

Monday
Monday
Tuesday
Tuesday
Wednesday
Wednesday

12

4-8

12 1

4-8

12-4

4-8

2
,
213

3
,
000

'

2
,
672

2
,
500

3
,
500

3
,
750

2
,
213/0.429 = 5

,
159

3
,
000/0.571 = 5,254 .

2
,
672/0.427 = 6,258

2
,
500/0,573 = 4,363

3
,
500/0.438=7,991

3
,
750/0:562 = 6,673

(c) Expansion and Adjustment of Coverage Counts

183

Avg %
of 8

Hours

43.1%

56.9%

100.0%

8-Hour

Adjusted Counts
(vehs)

X 1.00 = 5
,
159

X 1.00 = 5
,
254

X 0.93 = 5
,
820

X 0.93 = 4,
058

X 1.09 = 8
,
710

X 1.09 = 7
,
274

Table 9.6: Estimation of Vehicle-Miles Traveled on a Limited Network: An Example

Station

A

1

2

3

4

5

6

Network Total

8-Hour Count

(vehs)

6
,
967

5
,
159

5
,
254

5
,
820

4
,
058

8
,
710

7
,
274

Link Length
(mi)

0
.
25

0
.
25

0
.
25

0
.
25

0
.
25

0
.
25

0
.
25

Link VMT

(veh-miles)

1
,
741.75

1
,
289.75

1
,
313.50

1
,
455.00

1
,
014.50

2
,
177.50

1
,
818.50

10,810.50
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Figure 9.12: A Typical Network Flow Map
(Source: Used with permission of Wilbur Smith and Associates, Traffic, Parking, and Transit - Colonial Williamsburg, Columbia, South
Carolina, 1963.)

Display of Network Volume Results

As was the case with intersection volume studies, most

detailed results of a limited network study are presented in
tabular form, some of which have been illustrated here. For

peak hours or for daily total volumes, it is often convenienl to
provide a network flow map. This is similar to an intersection
flow diagram in that the thickness of flow lines is propor-
tional to the volume. An example of such a map is shown in
Figure 9.12.

9.6 Statewide Counting Programs

States generally have a special interest in observing trends in
AADT, shifts within the ADT pattern, and vehicle-miles trav-
eled. These trends are used in statewide planning and for the pro-
gramming of specific highway improvement projects. In recent
years, there has been growing interest in person-miles traveled
(PMT) and in statistics for other modes of transportation. Similar
programs at the local and/or regional level are desirable for non-
state highway systems, although the cost is often prohibitive.

Following some general guidelines, as in Reference 4
for example, the state road system is divided into functional
classifications. Within each classification, a pattern of control
count locations and coverage count locations is established so
that trends can be observed. Statewide programs are similar to
limited network studies, except that the network involved is

the entire state highway system and the time frame of thi
study is continuous (i.e., 365 days a year, every year).

These are some general principles for statewide programs

1
. The objective of most statewide programs is to con

. duct a coverage count every year on every 2-mili
segment of the state highway system,

 with flu

exception of low-volume roadways (AADT < KK
veh/day) Low-volume roadways usually comprisi
about 50% of state system mileage and are classifiei
as tertiary local roads.

2
. The objective of coverage counts is to produce ai

annual estimate of AADT for each coverage location
3

. One control-count location is generally establishe<
for every 20 to 50 coverage-count locations, depend
ing on the characteristics of the region served
Criteria for establishing control locations are simila
to those used for limited networks.

4
. Control-count locations can be either pemanft

counts or major or minor control counts,
 which us

representative samples. In both cases,
 control-couf

locations must monitor and calibrate daily variatio
patterns and monthly or seasonal variation pattefli
for the full 365-day year.

5
. All coverage counts are for a minimum period of 2

to 48 hours, eliminating the need to calibrate hoif'
variation patterns.
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Table 9.7: Calibration of Daily Variation Factors

Day

Yearly Average Volume
for Day (vehs/day)

Daily Adjustment
Factor (DF)

Monday
Tuesday
Wednesday
Thursday
Friday

Saturday
Sunday

1820

1588

1406

1300

1289

1275

1332

1430/1820 = 0.79

1430/1588 = 0.90

1430/1406=1.02

1430/1300=1.10

1430/1289=1.11

1430/1275 = 1.12

1430/1332=1.07

Total

Estimated AADT

10,010

1
,
430

At permanent count locations, fixed detection eqiiip-
;nt with data communications technology is used to provide
continuous flow of volume information. Major and minor

ntrol counts are generally made using portable counters and
ad tubes. Major control counts are generally made for one
;ek during each month of the year. Minor control counts are
nerally made for one five-day (weekdays only) period in
ch season.

6
.1 Calibrating Daily Variation Factors

ie illustrative data in Table 9:7 are obtained from a penna-
nt count location. Ata permanent count location, data exist
r all 52 weeks of the year (i.e., for 52 Sundays, 52 Mondays,
Tuesdays, etc.). (Note that in a 365-day year, one day will

cur 53 times).
Daily variation factors are calibrated based on the average

lumes observed during each day of the week. The base value
factor calibration is the average of the seven daily averages,

ilch is a rough estimate of the AADT (but not exact, due to the
rd piece of data for one day of the week). The factors can be
)tted

, as illustrated in Figure 9.13, and display a clear variation
ttem that can be applied to coverage count results.

Note that the sum of the seven daily adjustment factors
es not add up to 7.00 (the actual total is 7.11). This is because
the way in which the factors are defined and computed The
ily averages are in the denominator of the calibration factors.
effect

, the average factor is inverse to the average daily
lume

, so that the totals would not be expected to add to 7.00.
Daily adjustment factors can also be computed from the

ults of major and/or minor control counts. In a major con-
1 count

,
 there would be 12 weeks of data, one week from

each month of the year. The daily averages, rather than

representing 52 weeks of data, reflect 12 representative weeks
of data. The calibration computations, however, are exactly
the same.

9
.
6

.2 Calibrating Monthly Variation
Factors

Table 9.8 illustrates the calibration of monthly variation (MF)
factors from permanent count data. The monthly factors are
based on monthly ADTs that have been observed at the

permanent count location. Note that the sum of the 12 monthly
variation patterns is not 12.00 (the actual sum is 12.29)
because the monthly ADTs are in the denominator of the
calibration.

Table 9.8 is based on permanent count data,
 such that

the monthly ADTs are directly measured. One seven-day
count in each month of the year would produce similar values,

except that the ADT for each month would be estimated based
on a single week of data, not the entire month. This type of
procedure can yield a bias when the week in which the data
were collected varies from month to month

.
 In effect

,
 an ADT

for a given month is most likely to be observed in the middle
of the month (i.e., the 14th to the 16th of any month).

 This

statement is based on the assumption that the volume trend
within each month is unidirectional (i.e., volume grows
throughout the month or declines throughout the month).

Where a peak or low point exists within the month,
 this state-

ment is not true.

Figure 9.14 illustrates a plot of 12 calibrated monthly
variation factors

, but one week of data is taken from each

0
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Figure 9.13: Plot of Daily Variation Factors

month. The daily variation factors are plotted against the
midpoint of the week in which the data for the month were
taken.

This graph may now be entered at the middle of each
month (the 15th), and adjusted factors read from the vertical

axis. For example, in May the computed factor was 0.93,
 and

the plot indicates that a factor computed for the middle of thai
month would have resulted in a factor of 0.96. Adjusting the
factors in this manner results in a more representative compu
tation based on monthly midpoints.

I

Table 9.8: Calibration of Monthly Variation Factors

Month

January

February
March

April
May
June

July

August

September
October

November

December

Total

Total Traffic

(vehs)

19,840

16,660

21,235

24,300

25,885

26,280

27,652

30,008

28,620

26350

22,290

21,731

290,851

ADT for Month

(veh/day)

/31=640

728 = 595

731=685

730 = 810

731 =835

730 = 876

731 =892

731 =968

730 = 954

731 = 850

730 = 763

731 = 701

Monthly Factor
(AADT/ADT)

7977640= 1.25

7977595 = 1.34

7977685 = 1.16

7977810 = 0.98

7977835 = 0.95

7977876 = 0.91

7977892 = 0.89

7977968 = 0.82

7977954 = 0.84

7977850 = 0.94

7977763= 1.07

7977701 = 1.14

AADT  290,851065 797veh7day
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Figure 9.14: Monthly Factor Calibrated from 12 Weeks of Data :

:

).6.3 Grouping Data from Control
Count Locations

)n state highway networks and systems, particularly in rural
reas, it is possible for a broad region to have similar, if not
!ie same, daily and/or monthly adjustment factors. In such
sgions, spatially contiguous control stations on the same
lassification of highway may be combined to form a single
ontrol group. The average factors for the group may then be
pplied over a wide area with similar variation patterns. In
eneral, a statistical standard is applied to such groupings:
!ontiguous control counts on similar highway types may be
rouped if the factors at the individual locations do not differ
y more than ± 0.10 from the average for the group.

Consider the example shown in Table 9.9! The daily
ariation factors for four consecutive control counts on a state

ighway have been calibrated as shown. It has been hypothe-
zed that the four represent regions with similar daily varia-
on patterns. Average factors have, therefore, been computed
>r the four grouped stations.

The boldfaced factors indicate cases that violate the

atistical rule for grouping (i.e., differences between these
ctors and the average for the group are more than ± 0.10).
his suggests that the proposed grouping is not appropriate.
ne might be tempted to remove Stations 1 and 4 from the
oup and combine only Stations 2 and 3. The proper tech-
que, however, is

'

 to remove one station from the group at a
ne because the resulting average factors will change. In this
.se

, a cursory observation indicates that Station 4 does not
ally display a daily variation pattern similar to the others.

lis station has its peak traffic (DP < 1.00) occurring during

the week, whereas the other stations have their peak traffic on
weekends. Thus Station 4 is deleted from the proposed
grouping and new averages are computed, as illustrated in
Table 9.10.

Now, all factors at individual stations are within ± 0
.
10

of the average for the group. This would be an appropriate
grouping of control stations.

9.
6

.4 Using the Results

Note that groups for daily factors and groups for monthly fac-
tors do not have to be the same

. It is convenient if they are,

however, and it is not at all unlikely that a set of stations
grouped for one type of factor would also be appropriate for
the other.

Table 9.9: A Trial Grouping of Four Contiguous
Control Stations with Daily Variation Factors

Day

DF for Station Number:

1 2 3 4

Average
DF

Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday

1
.
05

1
.
10

1
.
10

1
.
06

1
.
01

0
.
85

0
.
83

1
.
00

1
.
02

1
.
05

1
.
06

1
.
03

0
.
94

0
.
90

1
.
06

1
.
06

1
.
11

1
.
03

1
.
00

0
.
90

0
.
84

0
.
92

0
.89

0
.
97

1
.

00

0
.
91

1.21

1
.
10

1
.
01

1
.
02

1
.
06

1
.
04

0
.
98

0
.
98

0
.
92

Note: DF=daily factor.
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Table 9.10: A Second Trial Grouping of Control
Stations with Daily Variation Factors

Day

DF for Station

1 2 3

Average
(DF)

Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday

1
.
05

1
.
10

1
.
10

1
.
06

1
.
01

0
.
85

0
.
83

1
.
00

1
.
02

1
.
05

1
.
06

1
.
03

0
.
94

0
.
90

1
.
06

1
.
06

1
.
11

1
.
03

1
.
00

0
.
90

0
.
84

1
.
04

1
.
06

1
.09

1
.
05

1
.
01

0
.
90

0
.
86

Note: DF = daily factor.

the state highway agency will use its counting program
to generate basic trend data throughout the state. It will also
generate, for contiguous portions of each state highway clas-
sification, a set of daily and monthly variation factors that can
be applied to any coverage count within the influence area of
the subject control grouping. An example of the type of data
that would be made available is shown in Table 9.11.

Using these tables, any coverage count for a period of
24 hours or more can be converted to an estimate of the

AADT using the following relationship:

AADT = V1Mj*DFi*MFj (9-4)

where AADT average annual daily traffic, vehs/day
24-hour volume for day / in monthvehs241]

DFj = daily adjustment factor for day i

MFj monthly adjustment factor for month "

Consider a coverage count taken at a location within the
area represented by the factors of Table 9.11. A count of 1,000
vehicles was observed on a Tuesday in July. From Table 9.11,

the daily factor (DF) for Tuesdays is 1.121, and the monthh
factor (MF) for July is 0.913. ThenT

AADT = 1,000 * 1.121 * 0.913 = 1
,023 vehs/day

Estimating Annual Vehicle-Miles Traveled

Given estimates of AADT for every two-mile segment of eack
category of roadway in the state system (excluding low
volume roads), estimates of annual vehicle-miles traveled can
be assembled. For each segment, the annual vehicle-miles
traveled is estimated as:

VMT365 = AADT * L * 365 (9-5)

where VM s = annual vehicle-miles traveled over the
segment,

AADT = AADT for the segment, vehs/day, and

L = length of the segment,
 mi

For anygiven roadway classification or system, the seg-
ment VMTs can be summed to give a regional or statewide
total. The question of the precision or accuracy of such esti-
mates is interesting, given that none of the low-volume roads
are included arid that a real statewide total would needw

include inputs for all non-state systems in the state. Regulai
counting programs at the local level, are, in general, farles

rigorous than state programs.
There are two other ways commonly used to esli

mate VMT;

. Use the number of registered vehicles with reported
annual mileages, adjusting for out-of-state travel.

. Use fuel tax receipts by category of fuel (which
relates to categories of vehicles), and estimate VMT
using average fuel consumption ratings for differt""
types of vehicles.

Table 9.11: Typical Daily and Monthly Variation Factors for a Contiguous Area on a State Highway System

Dafly Factors (DF) Monthly Factors (MF)

Day Factor Month Factor Month Factor

Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday

1
.
072

1
.
121

1
.
108

1
.
098

1
.
015

0
.
899

0
.
789

January
February
March

April
May
June

1
.
215

1
.
191

1
.
100

0
.
992

0
.
949

0
.
918

July
August
September
October

November

December

0
.
913

0
.
882

0
.
884

0
.
931

1
.
026

1
.
114
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There is interest in improving statewide VMT estimat-
no procedures, and a number of significant research efforts
"

ave
 been sponsored on this topic in recent years. There is

jlso "rowing interest in nationwide PMT estimates, with

,ppropriate modal categories.

97 Specialized Counting Studies

n a number of instances, simple counting of vehicles at a

oint, or at a series of points, is not sufficient to provide the
nformation needed. Three principal examples of specialized
.ounting techniques are (1) origin and destination counts,
1) cordon counts, and (3) screen-line counts.

3.
7.

1 Origin and Destination Counts

n many instances, normal point counts of vehicles must be
;upplemented with knowledge of the origins and destinations
)f the vehicles counted. In major regional planning applica-
ions, origin and destination studies involve massive home-
nterview efforts to establish regional travel patterns. In traffic

ipplications, the scope of origin and destination counts are
)ften more limited. Common applications include:

. Weaving-area studies

. Freeway studies

. Major activity center studies

Proper analysis of weaving-area operations requires that
volume be broken down into two weaving and two nonweaving
lows that are present. A total count is insufficient to evaluate
lerfomiance. In freeway corridors, it is often important to know
vhere vehicles enter and exit the freeway. Altemaitive routes,

or example,
 cannot be accurately assessed without knowing

he underlying pattern of origins and destinations. At major
ictivity centers (sports facilities, airports, regional shopping
enters

, etc.), traffic planning of access and egress also requires
:nowledge of where vehicles are coming from when entering
he development or going to when leaving the development.

Many ITS technologies hold great promise for provid-
ng detailed information on origins and destinations.
\utomated toll-collection systems can provide data on where
chicles enter and leave toll facilities. Automated license-

.late reading technology is used in traffic enforcement and
ould be used to track vehicle paths through a traffic system.
\llhough these technologies continue to advance rapidly,

' fir use in traditional traffic data collection has been much

lower due to the privacy issues that such use raises.

Historically, one of the first origin-destination count
fchniques was called a lights-on study.

 This method was

often applied in weaving areas where vehicles arriving on one
leg could be asked to turn on their lights.

 With the advent of

daytime running lights, this methodology4s-no longer viable.

Conventional traffic origin and destination counts rely
primarily on one of three approaches:

. License-plate studies

. Postcard studies

. Interview studies

In a license-plate study, observers (or automated equip-
ment) record the license-plate numbers as they pass designated
locations. This is a common method used to track freeway entries
and exits at ramps. Postcard studies involve handing out color- or
otherwise coded cards as vehicles enter the system under study
and collecting them as vehicles leave. In both license-plate and
postcard studies, the objective is to match up vehicles at their
origin and at their destination. Interview studies involve stopping
vehicles (with the approval and assistance of police) and asking a
short series of questions concerning their trip, where it began,

where it is going, and what route will be followed.
Major activity centers are more easily approached

because one end of the trip is known (everyone is at the activity
center). Here, interviews are easier to conduct, and license-plate
numbers of parked vehicles can be matched to home locations
using data from the state Department of Motor Vehicles.

When attempting to match license-plate observations or
postcards, sampling becomes a significant issue. If a sample
of drivers is recorded at each entry and exit location,

 then the

probability of finding matches is diminished considerably.
If 50% of the entering vehicles at Exit 2 are observed,

 and

40% of the exiting vehicles at Exit 3 are observed,
 then the

statistically expected number of matches of vehicles traveling
from Exit 2 to Exit 5 would be 0.50*0.40 -- 0.20 or 20%.

When such sampling techniques are used, separate counts of
vehicles at all entry and exit points must be maintained to
provide a means of expanding the sample data.

Consider the situation illustrated in Figure 9.15. It shows
a small local downtown street network with four entry road-
ways and four exit roadways. Thus there are 4*4 = 16 possible
origin-destination pairs for vehicles accessing or traveling
through the area. The data shown reflect both the observed
origins and destinations (using license-plate samples) and the
full-volume counts observed on each entry and exit leg.

If the columns and rows are totaled, the sums should be

equal to the observed total volumes, assuming that a 100%
sample of license plates was obtained at each location.
This is obviously not the case. Thus the origin-destination vol-
umes must be expanded to reflect the total number of vehicles
counted. This can be done in two ways: (1) origin-destination
cells can be expanded so that the row totals are correct
(i.e., match the measured volume), or (2) oripin-destinatinn
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Figure 9.15: Data from an Origin-Destination Count Using License-Plate Matching

cells can be expanded so that the column totals are correct.
Unfortunately, these two approaches will lead to two different
sets of origin-destination volumes.

In practice, the average of the two approaches is adopted.
This creates an iterative process because the initial adjustment
will still result in column and row totals that are not the same as
the measured volumes. Iteration is continued until all row and

column totals are within ± 10% of the measured volumes.

The cell volumes, representing matched trips from
Station i to Station j, are adjusted using factors based on
column closure and row closure:

r     r     (Fi + Fj\ (9 6)

where:

hi - adjustment factor for origin i = . Vj / 7)

adjustment factor for destination j = Vj/Tj

TjjN = number of trips from station i to station j after
the Nth iteration of the data (trips)

Tjj(N-\) = number of trips from Station i to Station j after
the (N - 1 )th iteration of the data (trips)

7
*

j = sum of matched trips from Station i (trips)

Tj = sum of matched trips to Station j (trips)
Vj = observed total volume at Station i (vehs)

Vj = observed total volume at Station j (vehs)

The actual data of Figure 9.15 serves as the 0th iteration.

Each adjustment cycle results in new vaJues of 7 , T? 7), F;
and Fj The observed total volumes,

 of course, remain constant

Table 9.12 shows the results of several iterations
,
 with

the Final O-D counts accepted when all adjustment factors are
greater than or equal to 0.90 or less than or equal to 1.10
In this case, the initial expansion of O-D counts was iterated
twice to obtain the desired accuracy.

Table 9.12: Sample Expansion of Origin and Destination Data

Destination

Station

1

2

3

4

Ti

Vi

1

50

10

15

13

88

210

2
.
39

Origin Station

2 3 4 T

8

65

12

14

99

200

2
.
02

20

21

38

18

97

325

3
.
35

17

10

15

42

84

400

4
.
76

95

106

80

87

368

Vj

250

310

200

375

1135

Fj

2
.
63

2
.
92

2
.
50

4
.
31

(a) Field Data and Factors for Iteration 0
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Table 9.12: Sample Expansion of Origin and Destination Data

Destination

Station

1

2

3 .

4

Ti

Vs

Fi

Destination

Station

1

2

3

4

Ti

Vi

Fi

Destination

Station

1

2

3

4

Ti

V,

Fi

Origin Station

1 2 3 4 T

125

27

37

44

232

210

0
.
90

19

161

27

44

251

200

0
.
80

60

66

111

69

306

325

.

1
.
06

63

38

54

191

346

400

1
.
16

267

292

229

347

1135

(b) Initial Expansion of O-D Matrix (Iteration 0)

1

116

26

.
 33

43

217

210

0
.
97

1

112

27

31

43

212

210

0
.
99

Origin Station

2 3 4 Tj

16

150

23

42

230

200

0
.
87

60

70 
.

108

74

311

325

1
.

04

66

43

55

213

376

400

1
.
06

257

288

218

372

1135

(c) First Iteration of O-D Matrix

Origin Station

2 3 4 T

15

145

20

39

220

200

0
.
91

60

74

105

76

316

325

1
.
03

67

46

55

221

388

400

1
.
03

.

 254

292

211

378

1135

V

250

310

200

375

1135

V

250

310

200

375

1135

V

250

310

200

375

1135

191

Fj
0

.
94

1
.
06

0
.
87

1
.
08

Fj
0

.
97

1
.
08

0
.
92

1
.
01

Fj
0

.
98

1
.
06

0
.
95

0
.
99

(d) Second Iteration of O-D Matrix
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9
.
7

.
2 Cordon Counts

A cordon is an imaginary boundary around a study area of interest.
It is generally established to define a CBD or other major activity
center where the accumulation of vehicles within the area is of

great importance. Cordon volume studies require counting volume
at all street and highways that cross the cordon, classifying the
counts by direction and by 15- to 60-minute times intervals.
In establishing the cordon, several principles should be followed:

. The cordoned area must be large enough to define
the full area of interest yet small enough so that
accumulation estimates will be useful for parking
and other traffic planning purposes.

. The cordon is established to cross all streets and high-
ways at midblock locations, to avoid the complexity
of establishing whether turning vehicles are entering
or leaving the cordoned area.

. The cordon should be established to minimize the

number of crossing points wherever possible. Natural
or manufactured barriers (e.g., rivers, railroads, limited-
access highways, and similar features) can be used as
part of the cordon.

. Cordoned areas should have relatively uniform land
use. Accumulation estimates are used to estimate

street capacity and parking needs. Large cordons
encompassing different land-use activities will not be
focused enough for these purposes.

The accumulation of vehicles within a cordoned area
is found by summarizing the totafof all counts entering and
leaving the area by time period. The cordon counts should
begin at a time when the streets are virtually empty. Because
this condition is difficult to achieve

, the study should stan
with an estimate of vehicles already within the cordon

. This

can be done by circulating through the area and countins
parked :and circulating vehicles encountered. Off-street

parking facilities can be surveyed to estimate their ovemighi
population.

Note that an estimate of parking and standing vehicles
may not reflect true parking demand if supply is inadequate
and many circulating vehicles are merely looking for a place
to park. Also, demand discouraged from entering the cor-
doned area due to congestion is not evaluated by this study
technique.

When all entry and exit counts are summed,
 the accu-

mulation of vehicles within the cordoned area during any
given period may be estimated as:

A; Ai-l + Vet - V,Li (9-7)

where: A,- = accumulation for time period i, vehs

i4j_i = accumulation for time period i-l, vehs

Vg = total volume entering the cordoned area during
time period i, vehs

Va = total volume leaving the cordoned area during
time period /, vehs

Table 9.13: Accumulation Computations for an Illustrative Cordon Study

Time

Vehicles

Entering (vehs)

Vehides

Leaving (vehs)

Accumulation

(vehs)

4:00-5:00 am

5:00-6:00 am

6:00-7:00 am

7:00-8:00 am

8:00-9:00 am

9:00-10:00 am

10:00-11:00 am

ll:00-noon

12:00-1:00 am

1:00-2:00 pm

2:00-3:00 pm

3:00-4:00 pm

4:00-5:00 pm

100

150

200

290

350

340

350

260

200

180

100

120

20

40

40

80

120

200

350

300

380

420

350

320

250*

250+ 100-20 = 330

330+ 150 - 40 = 440

440+ 200-40 = 600

600 + 290 - 80 = 810

810 + 350- 120= 1,040

1
,
040 + 340 - 200= 1,180

1
,
180 + 350-350= 1

,
180

1
,
180 + 260-300 = 1,140

1
,
140 + 200 - 380 = 960

960+ 180 - 420 = 720

720+ 100 - 350 = 470

470+ 120-320 = 270

Estimated beginning accumulation.
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Figure 9.16: Typical Presentation of Accumulation Data
(Source: Used with permission of San Diego Area Transportation Study, San Diego CA, 1958.)
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Figure 9.17: Typical Presentation of Daily Cordon Crossings
(Source: Used with permission of San Diego Transportation Study, San Diego CA, 1958.)

0

An example of a cordon volume study and the
stimation of accumulation within the cordoned area

i shown in Table 9
.13. Figure 9.16 illustrates a typical

resentation of accumulation data
, and Figure 9.17 illus-

ates an interesting presentation of cordon crossing
iformation

.

9
.
7

.3 Screen-Line Counts

Screen-line counts and volume studies are generally conducted as
part erf a larger regional origin-destination study involving home
interviews as the principal methodology. In such regional



194

\

CHAPTER 9  VOLUME STUDIES AND CHARACTERISTICSf

SCREEN LINES AND RIVER CROSSING STATIONS
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Figure 9.18: Illustration of a Screen-Line Study

{Source: Used with permission of Institute of Transportation Engineers, Box, P.C. and Oppenlander, J.C., Manual of Traffic Engineerins
Studies, Washington D.C., 1975, Figure 3-35, pg. 43.)
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jjjnjjig studies, home interview responses constitute a small but

tailed sample that is used to estimate the number of trips per

y (or some other specified time interval) between defined trans-

jtation zones that have been established within the study region.
Because home interview samples are small and addi-

mal data are used to estimate trip patterns for those passing
'ough the study area or having only a single trip-end within
 study area, it is necessary to use some form of field obser-
tions to check on the accuracy of predicted movements.

Screen lines are convenient barriers cutting through the

idy area with only a limited number of crossing points.
vers, railroads, limited-access highways, and other features

ike good screen lines. The zone-to-zone trip estimates of a
lional study can be summed in a way that yields the predicted
mber of trips across the screen line in a defined time period.
screen-line count can then be made to observe the actual
mber of crossings. The comparison of predicted versus
served crossings provides a means by which predicted zone-
zone trips can be adjusted.

Figure 9.18 illustrates a study area for which two screen
es have been established. Predicted versus observed cross-

;s are presented in graphic form. The ratio of observed to
jdicted crossings provides an adjustment factor that can be
plied to all zonal trip combinations.

8 Closing Comments

e concept is simple: counting vehicles. As reviewed in this
ipter, the process is not always simple; nor is the proper use of
Id results to obtain the desired statistics always straightforward.
e field work of volume studies is relatively pedestrian but cru-
lly important Volume data is one of the primary bases for all
flic engineering analysis, planning, design  and operation.

Volume data must be accurately collected. It must be
luced to understandable forms and properly analyzed to
:ain the prescribed objective of the study. It must then be
:sented clearly and unambiguously for use by traffic engi-
;rs and others involved in the planning and engineering
.cess. No geometric or traffic control design can be effec-
; if it is based on incorrect data related to traffic volumes

I true demand
. The importance, therefore, of performing

ume studies properly cannot be understated.
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Problems

9-1
. A limited network counting study was conducted for

the network shown here. Because only two sets of road
tubes were available, the study was conducted over a
period of several days, using Station A as a control
location. The network is shown here.

l 2 3

4 5 A 6

7 8 9

Figure 9.19: Network for Problem 9-1

Using the data from the study, shown in the
tables, estimate the 12-hour volume (8 am to 8 pm) at
each station for the average day of the study.

Table 9.14: Axle Counts for Control Station A

(Problem 9-1)

Day

Ume Period

8:00-11:45    12:00-3:45 4:00-7:45

Monday 3
.
000 2

.
800 4

,
100

Tuesday 3
,
300 3

,
000 4

,
400

Wednesday 4
,
000 3

,
600 5

,
000
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Table 9.15: Axle-Counts for Coverage Stations
(Problem 9-1)

Table 9.18: 24-Hour Daily Volumes

Station Day Time Axle Count

1

2

3

4

5

6

7

8

9

Monday

Monday

Monday

Tuesday

Tuesday

Tuesday

Wednesday

Wednesday

Wednesday

8:00-11:45

12:00-3:45

4:00-7:45

8:00-11:45

12:00-3:45

4:00-7:45

8:00-11:45

12:00-3:45

4:00-7:45

1
,
900

2
,
600

1
,
500

3
,
000

3
,
600

4
,
800

3
,
500

3
,
200

4
,
400

First

Week in

Month of:

Day of Week

Moa
'

Die Wed Thu Fri Sat

January

April

July
October

Table 9.16: Sample Vehicle Classification
Count (Problem 9-1)

Vefiicle Class Vehicle Count

2- axle

3- axle

4- axle

5- axle

1
,
100

130

40

6

9-2
. The following control counts were made at state-main-

tained permanent count station. From the information
given, calibrate the daily volume variation factors for
this station:

Table 9.17: Data for Problem 9-2

Day of Week     Average Annual Volume for Day

Sunday

Monday -

Tuesday

Wednesday

Thursday -

Friday

Saturday

3
,
500

4
,
400

4
,
200

4
,
300

3
,
900

4
,
900

3
,

100

9-3
. What count period would you select for a volume study

at an intersection with a signal cycle length of (a) 60
seconds, (b) 90 seconds, and (c) 120 seconds?

9-4
. The following control counts were made at an urban

count station to develop daily and monthly variation
factors. Calibrate these factors given the data shown here.

2
,
000

1
,
900

1
,
700

2
,
100

2
,
200

2
,
080

1
,
850

2
,
270

2
,
250

2
,
110

1
,
900

2
,
300

2
,
000

1
,
890

1
,
710

2
,
050

1
,
800

1
,
750

1
,
580

1
,
800

1
,
500

1
,
400

1
,
150

1
,
550

Sun

950

890

800

1
,
010

Table 9.19: Standard Monthly Volumes

Third Week

in Month of:
Average 24-Hour

Count (vehs)

January

February
March

April

May
June

July

August

September
October

November

December

2
,
250

2
,
200

2
,
000

2
,
100

1
,
950

1
,
850

1
,
800

1
,
700

2
,
000

2
,

100

2
,
150

2
,
300

i

9-5. The four control stations shown nearby have beei;
regrouped for the purposes of calibrating daily varia
tion factors. Is the grouping appropriate? If not, wto

would an appropriate grouping be? What are the com
. bined daily variation factors for the appropriaif

group(s)? The stations are located sequentially alons
a state route.

Table 9.20: Daily Variation Factors for Individual
Stations

Station Mon Tue Wed Thu Fri Sat

1

2

3

4

1
.
04

1
.

12

0
.
97

1
.
01

1
.
00

1
.
07

0
.
99

1
.
00

0
.
96

0
.
97

0
.
89

1
.
01

1
.
08

1
.
06

1
.
01

1
.
09

1
.
17

1
.
02

0
.
86

1
.
10

0
.
90

0
.
87

1
.
01

0
.
85

Sun

0
.

80

0
.

82

1
.

06

0
.

85
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g . Estimate the annual VMT for a section of the state

highway system represented by the variation factors of
Table 9.11. The coverage counts shown in Table 9.21
are available for the locations within the section.

Table 9.21: Coverage Count Data

m

Station

2

3

4

5

6

Segment
Length (Mi)

Coverage
Count Date

24-Hour

Count (vehs)

3
.
0

2
.
7

2
.
5

4
.
6

1
.
8

1
.
6

Wed in March

Tue in September

Fri in August

Sun in May
Thu in December

Fri in January

9
,
120

10,255

16,060

21,858

9
,
508

11,344

9-7, The following origin and destination results were
obtained from sample license plate observations at five

4

locations. Expand and adjust the initial trip-table
results to reflect the full population of vehicles during
the study period.

Table 9.22: Initial Origin and Destination Matches from
Sample License-Plate Observations

Destination

Station

Origin Station

1 2 3 4 5

Total

Destination

Count (vehs)

1

2

3

4

5

50

105

125

82

201

120

80

100

70

215

125

143

128

100

180

210

305

328

125

208

75

100

98

101

210

1
,
200

2
,
040

1
,
500

985

2
,
690

Total Origin

Count (vehs) 1
,820 1,225 1

,750 2,510 1
,
110 8

,
415
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CHAPTER
10

Speed, Travel Time,
and Delay Studies

10.1 Introduction

Speed, travel time, and delay are all related measures commonly
used as indicators of performance for traffic facilities. All relate
to a factor that is most directly experienced by motorists: How
long does it take to get from A to B? Motorists have the obvious
desire to complete their trip in the minimum time consistent
with safety. The performance of a traffic facility is often
described in terms of how well that objective is achieved.

In the Highway Capacity Manual [I], for example,
average travel speed is used as a measure of effectiveness for
arterials, for two-lane rural highways, and for more extensive
facility evaluations. Control delay is the measure of effective-
ness for signalized and STOP-controlled intersections.
Whereas freeways use density as a primary measure of effec-
tiveness, speed is an important component of the evaluation of
freeway system operation.

Thus traffic engineers must understand how to measure
and interpret data on speed, travel time, and delay in ways
that yield a basic understanding of the quality of operations
on a facility and in ways that directly relate to defined
performance criteria. Speed is also an important factor in
evaluating high-accident locations as well as in other safety-
related investigations.

Speed is inversely related to travel time. The reasons and
locations at which speeds or travel times would be measured

are, however, quite different. Speed measurements are most f
often taken at a point (or a short segment) of roadway under 
conditions of free flow. The intent is to determine the speeds
that drivers select, unaffected by the existence of cphgestioa
This information is used to determine general speed trends,

 to

help determine reasonable speed limits, and to assess safely.,
Such studies are referred to as "spot speed studies" because the
focus is on a designated "spot," or location, on a facility.

Travel time must be measured over a distance
. Althougli

spot speeds can indeed be measured in terms of travel time1
over a short measured distance (generally < 1,000 ft), mosi

travel-time measurements are made over a significant length oi
a facility. Such studies are generally done during times ol
congestion specifically to measure or quantify the extent and
causes of congestion.

In general terms, delay is a portion of total travel time
Ids a portion of travel time that is particularly identifiable ani
unusually annoying to the motorist. Delay along an arterial
for example, might include stopped time due to signals
midblock obstructions, or other causes of congestion.

At signalized and STOP-controlled intersections,
 dela)

takes on more importance because travel time is difficult if
define few a point location. Unfortunately, delay at intersections
specifically signalized intersections, has many differen'
definitions, and the traffic engineer must be careful to use rneas
urements and criteria that relate to the same delay definition

198
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I

I

V

Some of the most frequently used forms of intersection delay

include the following:

. Stopped-time delay-the time a vehicle spends

stopped waiting to proceed through a signalized or
STOP-controlled intersection.

. Approach delay-adds the delay due to decelera-
tion to and acceleration from a stop to stopped time
delay.

. Time-in-queue delay-the time between a vehicle
joining the end of a queue at a signalized or STOP-
controlled intersection and the time it crosses the

STOP line to proceed through the intersection.

. Control delay-the total delay at an intersection
caused by a control device (either a signal or a STOP-
sign), including both time-in-queue delay plus delays
due to acceleration and deceleration.

Control delay was a term introduced in the 1985 Highway
Capacity Manual [2], and it is used as the measure of effec-
tiveness for signalized and STOP-controlled intersections.

Along routes, another definition of delay may be
ipplkd: Travel-time delay is the difference between the actual
travel time traversing a section of highway and the driver

'

s

expected or desired travel time. It is more of a philosophical
approach because there are no clearly accurate methodologies
for determining the expected travel time of a motorist over a
given section of highway. For this reason, it is seldom used for
assessing congestion along a highway segment.

Because speeds are generally studied at points under
conditions of free flow and travel times and delays are gen-
erally studied along sections of roadway

,
 under congested

conditions, the study techniques for each are quite different,
as discussed in Chapter 8. Although sharing many similar
elements, the analysis of data and the presentation of results
also differ somewKat.

10.2 Spot Speed Studies

Spot speed studies are conducted to document the distribu-
tion of vehicle speeds as they pass a point or short segment
of the roadway. Because the traffic engineer is interested in
conducting spot speed studies under conditions of free

flow (i.
e

., observed speeds are not impeded by volume and
density conditions), they are generally not conducted when
volumes are in excess of 750 to 1

,000 veh/h/ln on freeways
or 500 veh/h/ln on other types of uninterrupted flow
facilities

.

10.2.1  Speed Definitions of Interest

When the speeds of individual vehicle& re measured at a
given spot or location, the result is a distribution of speeds
because no two vehicles will be traveling at exactly the same
speed. The results of the study, therefore, must describe the

observed distribution of speeds as clearly as possible.
 Several

key statistics are used to describe spot speed distributions:

. Average or time mean speed: The average speed of all
vehicles passing the study location during the period
of the study.

. Standard deviation: In simplistic terms, the standard
deviation of speeds is the average difference between
observed speeds and the time mean speed during the
period of the study.

. 85th percentile speed: The speed below which 85%
of the vehicles travel.

. Median: The speed that equally divides the distribution
of spot speeds; 50% of observed speeds are higher than
the median; 50% of observed speeds are lower than the
median.

. Face: A 10-mi/h increment in speeds that encom-
passes the highest proportion of observed speeds (as
compared with any other 10-mi/h increment).

The desired result of a spot speed study is to determine
each of these measures and to determine an adequate mathe-
matical description of the entire observed distribution.

10.2.2 Uses of Spot Speed Data

The results of spot speed studies are used for many different
purposes by traffic engineers, including:

. Establishing the effectiveness of new or existing

speed.limits or enforcement practices.

. Determining appropriate speed limits for application.

. Establishing speed trends at the local, state, and
national level to assess the effectiveness of national

policy on speed limits and enforcement.

. Specific design applications determining appropriate
sight distances, relationships between speed and
highway alignment, and speed performance with
respect to steepness and length of grades.

. Specific control applications for the timing of "yellow
"

and "all red"

 intervals for traffic signals, proper

:
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placement of signs, and development of appropriate
signal progressions.

. Investigation of high-accident locations at which
speed is suspected to be a contributing cause to the
accident experience.

This list is illustrative. It is not intended to be complete because
there are myriad situations that may require speed data for a com-
plete analysis. Such studies are of significant importance and are
among the tasks most commonly conducted by traffic engineers.

10.2.3 Analysis of Spot Speed Data

The best way to present the analysis of typical spot speed
data is by example. The discussions of this section are

illustrated using a comprehensive sample application

throughout. Figure 10.1 represenfTa typical set of field data

from a spot speed study taken at location of interest on a
major arterial. The data are collected as frequencies of obser-

vances in predefined speed groups. This method of field data
summary is very much related to the statistical analysis thai

will be applied.
Because the observed speeds form a distribution

,
 the\

will eventually be described in terms of a continuous

distribution function. The mathematical characteristics of a
continuous distribution do not allow for the description of the
probability of any distinct value occurring-in a continuous
function, one discrete speed is one value in a distribution with
an infinite number of such values. In more practical terms

,
 a

continuous distribution cannot describe the occurrence of a
speed of exactly 44.72 mi/h. It can, however, describe the

f
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Figure 10.1: Field Data for an Illustrative Spot Speed Study
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i

.ccurrence of a speed in the range of 44.7 to 44.8 mi/h.

therefore, the statistical analysis of speed data is based on

he number of observed values within a set of defined

peed ranges.

The data shown in Figure 10.1 use speed groups that are

; mi/h in breadth. This is a practical value that is quite typical,
Jthough 1 mi/h groups are also used if the sample sizes are

urge enough
. For statistical reasons that are explained later,

peed groups of more than 5 mi/h are never used. The number

 speed groups defined must relate to the expected range of
he data and to the number of speeds that will be observed and
ecorded. For example, defining 15 speed groups and collect-

ng only 30 speeds would be illogical because there would
,nly be an average of two observations per group. In general,
t is customary to collect from 15 to 20 speeds for each
lefined speed group. This does not imply that each group
vould have 15 to 20 observations; rather, the total number of

)bservations will be sufficient to define the underlying distri-
nition and its characteristics.

Frequency Distribution Table

The first analysis step is to take the data of Figure 10.
1 and

reformat it into the form of a frequency distribution table,
 as

illustrated in Table 10.1. This tabular array shows the total
number of vehicles observed in each speed group. For the
convenience of subsequent use, the table includes one speed
group at each extreme for which no vehicles were observed.
The "middle speed" (S) of the third column is taken as the
midpoint value within the speed group. The use of this value
is discussed in a later section.

The fourth column of the table shows the number of

vehicles observed in each speed group. This value is known as
the frequency for the speed group. These values are taken
directly from the field sheet of Figure 10.1.

In the fifth column, the percentage of total observations
in each speed group is computed as:

Hi

(10-1)

Table 10.1: Frequency Distribution Table for Illustrative Spot Speed Study

Speed Group

Lower

Limit

(mi/h)

Upper
Limit

(mi/h)

Middle

SpeedS
(mi/h)

Observed

Freq.in
Group n

% Freq.
in Group

(%)
*

Cum%

Freq
(%)* nS nS2**

32

34

36

38

40

42

44

46

48

50

52

54

56

58

60

62

34

36

38

40

42

44

46

48

50

52

54

56

58

60

62

64

33

35

37

39

41

43

45

47

49

51

53

55

57

59

61

63

0

5

.

 5

7

13

21

33

46

62

37

24

14

9

5

2

0

283

0
.
0%

1
.
8%

1
.
8%

2
.
5%

4
.
6%

7
.
4%

11-.7%

16.3%

21.9%

13.1%

8
.
5%

4
.
9%

3
.
2%

1
.
8%

0
.
7%

0
.
0%

100.0%

0
.
0%

1
.
8%

3
.
5%

6
.
0%

.

10.6%

18.0%

29.7%

45.9%

67.8%

80.9%

89.4%

94.3%

97.5%

99.3%

100.0%

100.0%

0

175

185

273

533

903

1
,
485

2
,

162

3
,
038

1
,
887

1
,
272

770

513

295

122

0

13,613

0

6
,
125

6
,
845

10,647

21,853

38,829

66,825

101,614

148,862

96,237

67,416

42,350

29,241

17,405

7
,
442

0

661,691

percents computed to two decimal places and rounded to one; this may cause apparent "errors" in cumulative percents due to rounding.
Computations rounded to the nearest whole number

.

ft
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where:«, = number of observations (frequency) in speed

group /

N = total number of observations in the sample

For the 40-42 imJh speed group, there are 13 observations
in a total sample of 283 speeds. Thus the percent frequency is
100*( 13/283) = 4.6% for this group. The cumulative percent
frequency (cum %) is the percentage of vehicles traveling at or
below the highest speed in the speed group:

cum% = I00\{&/") (10-2)

where: x = consecutive number (starting with the lowest speed
group) of the speed group for which the cum %
frequency is desired

For the 40-42 miTh speed group, the sum of the frequen-
cies for all speed groups having a high-speed boundary of
42 mi/h or less is found as 13 + 7 + 5 + 5 + 0=30. The cum %

frequency is then 100 * (30/283) = 10.6%.
The last two columns of the frequency distribution table

are simple multiplications that will be used in subsequent
computations;

Frequency and Cumulative Frequency
Distribution Curves

The data in Table 10.1 are used to plot two curves that lend a
visual impact to the information: (1) a Frequency Distribution
Curve and (2) a Cumulative Frequency Distribution Curve.
These are illustrated in Figure 10.2 and plotted as follows:

. Frequency distribution curve. For. each speed
group, the % frequency of observations within the
group is plotted versus the middle speed of the
group (S).

. Cumulative frequency distribution curve.
 For each

speed group, the % cumulative frequency of observa-
tions is plotted versus the higher boundary of the
speed group.

Note that the two frequencies are plotted versus different
speeds. The middle speed is used for the frequency distribu-
tion curve. The cumulative frequency distribution curve,
however, results in a very useful plot of speed versus the per-
cent of vehicles traveling at or below the designated speed.
For this reason, the upper limit of the speed group is used as
the plotting point.

In both cases, the plots are connected by a smooth curve

that minimizes the total distance df"points falling above the
line and those falling below the line (on the vertical axis)
A smooth curve is defined as one without any breaks in the
slope of the curve. The "best fit" is done approximately (by
eye), generally a lightly sketched curve in freehand. A Frencli
curve may then be used to darken the line. Some statistical
packages plot such a line automatically.

It is also convenient to plot the frequency distribution
curve directly above the cumulative frequency distribution
curve, using the same horizontal scale. This makes it easier to

use the curves to extract critical parameters graphically.

Figure 10.2 also illustrates the graphic determination of
several key variables that help describe the observed distribu-
tion. These parameters are defined and their determination
explained in the sections that follow.

Common Descriptive Statistics

Common descriptive statistics may be computed from the data
in the frequency distribution table or determined graphically
from the frequency and cumulative frequency distribution
curves. These statistics are used to describe two importani
characteristics of the distribution:

. Central tendency: Measures that describe the approx-
!

imate middle or center of the distribution
.

. Dispersion: Measures that describe the extent to which
data spreads around the center of the distribution.

Measures of central tendency include the average of
mean speed, the median speed, the modal speed, and the pace
Measures of dispersion include the 85th and 15th percentile
speeds and the standard deviation.

The Mean Speed: A Measure of Central Tendency The
average or mean speed of a distribution is usually easily found j
as the sum of the observed values divided by the number of;
observations. In a spot speed study, however,

 individual value*

of speed are not recorded; rather, the frequency of observation1
within defined speed groups is known. Computing the mean
speed requires the assumption that the average speed within"
given speed group is the middle speed, S, of the group. This'-
the reason that speed groups of more than 5 mi/h are neve' \
used. This assumption becomes less valid as the size of
speed groups increases. For 2 mi/h speed groups,

 as in ttif

illustrative study, the assumption is usually quite good. If 
assumption is made, the sum of all speeds in a given spe
group may be computed as:

"A
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Figure 10.2: Frequency and Cumulative Frequency Distributioh Curves for the Illustrative Spot-Speed Distribution

/here: n
, = frequency of observations in speed group i

Si - middle speed of speed group i
"

he sum of all speeds in the distribution may then be found by
dding this product for all speed groups:

he mean or average speed is then computed as the sum
iivided by the number of observed speeds:

For the illustrative study data presented in Figure 10.2 and
Table 10.1, the average or mean speed is:

x

13,613

283
48.1 mi/h

x

2>A

N
(10-3)

here: x = average speed for the sample observations,
 mi/h

N = total sample size

where Zn
, , is the sum of the next-to-last column of the

frequency distribution table of Table 10.1.

The Median Speed: Another Measure of Central
Tendency The median speed is defined as the speed that
divides the distribution into equal parts (i.e., there are as many
observations of speeds higher than the median as there are lower
than the median). It is a positional value and not affected by the
absolute value of extreme observations.

The difference between the median and mean is best

illustrated by example. Three speeds are observed: 30 mi/h,

0
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40 mi/h, and 50 mi/h. Their average is (30 + 40 + 50)/3 =
40 mi/h. Their median is also 40 mi/h because it equally
divides the distribution, with one speed higher than 40 mi/h
and one speed lower than 40 mi/h. Another three speeds are
then observed: 30 mi/h, 40 mi/h, and 70 mi/h. Their average is
(30 + 40 + 70)/3 = 46.7 mi/h. The median, however, is still
40 mi/h, with one speed higher and one speed lower than this
observation. The mean is affected by the magnitude of the
extreme observations; the median is affected only by the
number of such observations.

Because individual speeds have not been recorded in the
illustrative study, however, the "middle value" is not easily
determined from the tabular data of Table 10.1. It is easier

to estimate the median graphically using the cumulative
frequency distribution curve of Figure 10.2. By definition,
the median equally divides the distribution. Therefore, 50%
of all observed speeds should be less than the median. This
is exactly what the cumulative frequency distribution curve
plots. If the curve is entered at 50% on the vertical axis, the
median speed is found, as illustrated in Figure 10.2. For
the illustrative study:

/>50 = 48.0 mi/h

where P q is the median or 50th percentile speed.

The Pace: Another Measure of Central Tendency The pace
is a traffic engineering measure not commonly used for other
statistical analyses. It is defined as the 10-mi/h increment in
speed in which the highest percentage of drivers is observed. It
is also found graphically using the frequency distribution curve
of Figure 10.2. The solution recognizes that the area under the
frequency distribution curve between any two speeds
approximates the percentage of vehicles traveling between those
two speeds, where the total area under the curve is 100%.

The pace is found as follows: A 10-mi/h template is scaled
from the horizontal axis. Keeping this template horizontal, place
an end on the lower left side of the curve and move slowly along
the curve. When the right side of the template intersects the right
side of the curve, the pace has been located. This procedure iden-
tifies the 10-mi/h increment that intersects the peak of the curve;
this contains the most area and, therefore, the highest percentage
of vehicles. The pace is shown in Figure 10.2 as:

43.5 - 53.5 mi/h

The Modal Speed: Another Measure of Central
Tendency The mode is defined as the single value of speed
that is most likely to occur. Because no discrete values were
recorded, the modal speed is also determined graphically from
the frequency distribution curve. A vertical line is dropped

from the peak of the curve, with the result found on the

horizontal axis. For the illustrative-study, the modal speed is

49.2 mi/h

The Standard Deviation: A Measure of Dispersion The

most common statistical measure of dispersion in a distribution

is the standard deviation. It is a measure of how far data spreads

around the mean value. In simple terms, the standard deviation
is the average value of the difference between individual
observations and the average value of those observations

.

Where discrete values of a variable are available
, the equation

for computing the standard deviation is:

s

j Sex,- -
V 

'

n-i
(10-4)

where: s = the standard deviation j
Xj = observation i

x = average of all observations j
N- number of observations I

The difference between a given data point and the 
average is a direct measure of the magnitude of dispersion.

These differences are squared to avoid positive and negative
differences canceling and summed for all data points. They

are then divided by N- 1. One statistiqal degree of freedoms
lost because the mean of the distribution is known and used

to compute the differences. If there are three numbers and it.

is known that the differences between the values and the
mean for the first two are "3" and "2

,

" then the third or last

difference must be "-5," because the sum of all differences

must be zero. Only the first 'W - 1" observations of differ;

ences are statistically random. A square root is taken of the
results because the values of the differences were squared to
begin the computation.

Because discrete values of speed are not recorded.
Equation 10-3 is modified to reflect group frequencies:

l iSi-x)2
S ~ V     N - 1

which may be manipulated into a more convenient form, 
follows:

-

- a£

N - 1

2

(10-5)
0



10.2 SPOT SPEED STUDIES 205

where all terms are as previously defined. This form is most

convenient because the first term is the sum of the last column

of the frequency distribution table of Table 10.1. For the
illustrative study, the standard deviation is:

1661,691 - 283*48.12
s' V ST  = 4 '6"i".

Most observed speed distributions have standard devia-
tions that are close to 5 mi/h because this represents most

driver behavior patterns reasonably well. Unlike averages and
other central speeds, which vary widely from location to
location, most speed studies yield similar standard deviations.

The 85th and 15th Percentile Speeds The 85th and 15th
percentile speeds give a general description of the high and
low speeds observed by most reasonable drivers. It is
generally thought that the upper and lower 15% of the
distribution represents speeds that are either too fast or too
slow for existing conditions. These values are found

graphically from the cumulative frequency distribution curve
of Figure 10.2. The curve is entered on the vertical axis at

values of 85% and 15%. The respective speeds are found on
the horizontal axis, as shown in Figure 10.2. For the
illustrative study, these speeds are:

Pgs = 52.7 mi/h
Pis = 43.7 mi/h

The 85tfi and 15th percentile speeds can be used to
roughly estimate the standard deviation of the distribution,
although this is not recommended when the data are available
for a precise determination:

15

2
(10-6)

where all terms are as previously defined. For the illustrative
spot speed study:

5,est

52.7 - 43.7

2
4

.
5 mi/h

In this case, the estimated value is relatively close to the
actual computed value of 4.

96 mi/h.

The 85th and 15th percentile speeds give insight to both
ihe central tendency and dispersion of the distribution.

 As these

values get closer to the mean, less dispersion exists and the
stronger the central tendency of the distribution becomes.

Percentage Vehicles Within the Pace The pace itself is a
measure of the center of the distribution. The percentage of

vehicles traveling within the pace speeds is a measure of both
central tendency and dispersion. The smaller the percentage
of vehicles traveling within the pace, the greater the degree of
dispersion in the distribution.

The percentage of vehicles within the pace is found
graphically using both the frequency distribution and
cumulative frequency distribution curves of Figure 10.2.

 The

pace speeds were determined previously from the frequency
distribution curves. Lines from these speeds are dropped
vertically to the cumulative frequency distribution curve.

The percentage of vehicles traveling at or below each of these
speeds can then be determined from the vertical axis of the
cumulative frequency distribution curve, as shown. Then:

% Vehicles under 53.5 mi/h = 87.0%

% Vehicles under 43.5 mi/h = 14.0%

% Veh between 43.5 and 53.5 mi/h = 73.0%

Even though speeds between 34 and 62 mi/h were
observed in this study, over 70% of the vehicles traveled at
speeds between 43.5 and 53.5 mi/h. This represents expected
traffic behavior with a standard deviation of approximately
5 mi/h,    . 

.

Using the Normal Distribution in the Analysis
of Spot Speed Data

Most speed distributions tend to be statistically normal
(i.e., they can be reasonably represented by a normal distribu-
tion).

"

 Chapter 7 contains a detailed description of the normal
distribution and its properties that should be reviewed in
conjunction with this section.

If observed speeds are assumed to be normally distrib-
uted, then several additional analyses of the data may be con-
ducted. Recall that the standard notation x/V[40,25] signifies
that the variable "t" is normally distributed with a mean of "40"
and a variance of "25." The standard deviation is the square root
of the variance, or "5" in this case. Recall also that a value of' V

on any normal distribution can be converted to an equivalent
value of "z" on the standard normal distribution, where z: yv[0,1 ]:

(10-7)

where: jc, = a value on any normal distribution Jf./V[ju., o2]
/u, = the true mean of the distribution of values x,

o- the true standard deviation of the distribution of

values jc,-

z, = equivalent value on the standard normal distribution
z-MO,!]

!
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In practical terms, the true values, n and a are
unknown. What results from a spot speed study are estimates
of the true mean and standard deviation of the distribution

based on a measured sample, x and s. A table of values of the
standard normal distribution is included in Chapter 7 and
used in the analysis of the illustrative data.

Precision and Confidence Intervals When a spot speed
study is conducted, a single value of the mean speed is
computed. For the illustrative study of this chapter, the mean
is 48.1 miTh, based on a sample of 283 observations. In effect,
this value, based on a finite number of measured speeds, is
being used to estimate the true mean of the underlying
distribution of all vehicles traversing the site under
uncongested conditions. The number of such vehicles, for all
practical and statistical purposes, is infinite. The measured
value of x is being used as an estimate for //. The first
statistical question that must be answered is: How good is this
estimate?

In Chapter 7, the standard error of the mean, £, was
introduced and defined. If a variable x is normally distributed:

it can be shown that the distribution of sample means (of a set
of means with a constant sample size, ri) is also normally
distributed, as follows:

Xn li,{o-2/n)]
Assume that 100 speed observations had an average value
of 50 mi/h. The speeds are then arranged in 10 groups of 10
speeds, and 10 separate averages are computed (one for
each group).

.
 The average of the 10 group averages would

still be 50 mi/h because the mean of the distribution of sam-

ple means is the same as the mean of the original distribu-
tion. The standard deviations, however, would be different

because the grouping and averaging process significantly
reduces the occurrence of extreme values. For example, in a
distribution with an average speed of 50 mi/h, it inconceiv-
able that some observations of 70 mi/h or more would be

obtained. However, at the same site, it is highly unlikely
that the average of any 10 observed speeds would be
70 mi/h or higher.

The standard error of the mean
, E, is simply die standard

deviation of a distribution of sample means with a constant
group size of n:

sp/n

f
where: E - standard error of the mean

standard deviation of the original distribution of I
individual values

n = number of samples in each group of observationj i ;

The characteristics of the normal distribution are also dis
cussed in Chapter 7. These characteristics, together with the
standard error of the mean, can be used to quantify the quality of
the sample estimate of the true mean of the underlying distribu I

tion. In effect, the entire illustrative spot speed study (with its j
sample size of 283 values) is considered to be a single point on a i
distribution of sample means, all with a group size of 283

.

'

Assuming a normal distribution, it is known that 95% of all val-
ues lie between the mean ± 1.96 standard deviations; 99

.7% of j
all values lie between the mean ±3.00 standard deviations

.
 Thus

it is 95% certain that the sample mean (48.1 mi/h) is within the
range of the true mean ±1.96 standard deviations. The standard
deviation is, in this case, the standard error of the mean

.
 Then:

i

i

x=n± 1.96£ => n = x± 1.96£ (10,9)

95% of the .time. The percentage is referred to as the confi
dence interval, whereas the precision of the measurement is
given by the term 1.96 E. For the illustrative spot speed study:

E
4

.
96

0
.
295 mi/h

\/283
.   (x - 48.1 ± 1.96(0.295) = 48.1 ± 0.578

jx = 47.522 - 48.678 mi/h

Rounding off the values, it can be stated that we are 955
confident that the true mean of the underlying speed distribution
lies between 47.5 and 48.7 mi/h.

'

For a 99.7% confidence level:

x =n ± 3.00E =>n = x ± 3.00£
 = 48.1 ±3.00(0.295)
 = 48.1 ±0.885
=47

.
215 - 48.985 mi/h (10-101

(10-8)

Again rounding off these values, it can be stated that wf |
are 99.7% confident that the true mean of the underlyin?
speed distribution lies between 47.2 and 49.0 mi/h.

These statements provide a quantitative description of tl*
precision of the measurement and the confidence with whW
the estimate is given. Note that as the confidence levd
increases, the precision of the estimate decreases (i.e., the ran?

of the estimate increases). Given that speeds are normal'}
distributed, we can be 100% confident that the true mean spe
lies between 48.10 mi/h ± oo.

Such a statement is useless in engineering terfl-
Because spot speed studies represent a sample of measutf
ments selected from a virtually infinite population, the avera?
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an never be measured with complete precision and 100%

onfidence. The most common approach uses the 95% confi-

ence interval to compute the precision and confidence of the

ample mean as an estimator of the true mean of the underly-

1S distribution.

stimating the Required Sample Size Although it is useful

, know the confidence level and precision of a measured
imple mean after the fact, it is more useful to determine what

jmple size is required to obtain a measurement that satisfies a
redetermined precision and confidence level. Given that the
recision or tolerance (e) of the estimate is the ± range around
le mean:

95% : e - 1.96E = L96{ VVn)

99.7% : e = 3.00E = J.00( VVn)

hese equations can now be solved for the sample size, n. To
btain a desired precision with 95% confidence:

n

3MS

,

2

2

(10-11)
e

o obtain a desired precision with 99.7% confidence:

9
.
0j2 .

n

 e
2

(10-12)

here ail variables are as previously defined.
Consider the following problem: How many speeds must

; collected to determine the true mean speed of the underlying
stribution to within ±1.0 mi/h with 95% confidence? How do

e results change if the tolerance is changed to ±0.5 mi/h and
e confidence level to 99.7%?        

.

 
.

The first problem is that the standard deviation of the
stribution, , is not known because the study has not yet
;en conducted. Here, practical use is made of the knowledge
at most speed distributions have standard deviations of
)proximately 5.

0 mi/h. This value is assumed, and the results

e shown in Table 10
.
2

.

A sample size of 96 speeds is required to achieve a toler-
ance of ±1.0 mi/h with 95% confidence. To achieve a tolerance

of ±0.5 mi/h with 99.7% confidence, the required sample size
must be almost 10 times greater. For most Traffic engineering
studies, a tolerance of ±1.0 mi/h and a confidence level of 95%

are quite sufficient

Before and After Spot Speed Studies

In many situations, existing speeds at a given location should
be reduced. This occurs in situations where a high accident
and/or accident severity rate is found to be related to exces-
sive speed. It also arises where existing speed limits are being
exceeded by an inordinate number of drivers.

Many traffic engineering actions can help reduce
speeds, including lowered speed limits,

 stricter enforce-

ment measures, warning signs,
 installation of rumble

strips, and others. The major study issue, however, is to

demonstrate that speeds have indeed been successfully
reduced.

This is not an easy issue. Consider the following sce-
nario: Assume that a new speed limit has been installed at a
given location in an attempt to reduce the average speed by.
5 mi/h. A speed study is conducted before implementing the
reduced speed limit, and another is conducted several months
after the new speed limit is in effect. Note that the "after"

study is normally conducted after the new traffic engineering
measures have been in effect for some time. This is done so

that stable driver behavior is observed, rather than a transient

response to something new. It is observed that the average
speed of the 

"

after study is 3.5 mi/h less than the average
speed of the 

"

before" study. Statistically, these two questions
must be answered:

. Is the observed reduction in average speeds real?

. Is the observed reduction in average speeds the
intended 5 mi/h?

Although both questions appear to have obvious answers,

they in fact do not. There are two reasons that a reduction in

Table 10.2: Sample Size Computations Illustrated

Tolerance

e (mi/h)

Confidence Level

95% 99.7%

1
.
0

0
.
5

n

n

3
.84(5)

(1.0)2

2 2

3
.84(5)

2

(0.5)
2

96

384 n

9
.0(5)

9
.0(5)2

(0.5)
2

225

900
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average speeds could have occurred: (1) the observed 3.5-mi/h
reduction could occur because the new speed limit caused the
true mean speed of the underlying distribution to be reduced; (2)
the observed 3.5-miyh reduction could also occur because two

different samples were selected from an underlying distribution
that did not change. In statistical terms, the first is referred to as
a significant reduction in speeds, and the latter is statistically not
significant.

The second question is equally tricky. Assuming that
the observed 3.5-mi/h reduction in speeds is found to be
statistically significant, it is necessary to determine whether
the true mean speed of the underlying distribution has
likely been reduced by 5 mi/h. Statistical testing will be
required to answer both questions. Further, it will not be
possible to answer either question with 100% certainty or
confidence.

Chapter 7 introduced the concepts and methodologies
for before-and-after testing for the significance of observed
differences in sample means. The concept of truth tables was
also discussed. The statistical tests for the significance of
observed differences have four possible results: (I) the actual
difference is significant, and the statistical test determines
that it is significant; (2) the actual difference is not signifi-
cant, and the statistical test determines that it is not signifi-
cant; (3) the actual difference is significant and the statistical
test determines that it is not significant; and (4) the actual dif-
ference is not significant and the statistical test determines
that it is significant. The first two outcomes result in an accu-
rate assessment of the situation; the last two represent enro-
heous results. In statistical terms, outcome (4) is referred to

as a Type I, or a error, outcome (3) is referred to as a Type II,
or j3 error.

In practical terms, the traffic engineer must avoid
making a Type I error. In this case, it will appear that the
problem (excessive speed) has been solved, when in fact
it has not been solved. This may result in additional acci-
dents, injuries, and/or deaths before the "truth" becomes
apparent. If a Type 11 error is made, additional effort will be
expended to entice lower speeds. Although this might
involve additional expense, it is unlikely to lead to any
negative results.

The statistical test applied to assess the significance of
an observed reduction in mean speeds is the normal approxi-
mation. As discussed in Chapter 7, this test is applicable as

I
The normal approximation is applied by converting the |

observed reduction in mean speedcco a value of z on the stan 
dard normal distribution:

(X, - *2) - 0
s
y

(10-13).

i

where: 2  = standard normal distribution equivalent to the
observed difference in sample speeds

jc| = mean speed of the "before" sample,
 mi/h

X2 = mean speed of the "after" sample, mi/h

5  = pooled standard deviation of the distribution of
sample mean differences

si = standard deviation of the "before" sample,
 mik

S2 = standard deviation of the "after" sample,
 mi/h

Ni -sample size of the "before" study (must be  30)
Ni = sample size of the "after" study (must be s 30)

The standard normal distribution table of Table 7
.
:

(Chapter 7) is used to find the probability that a value equal to
or less than zj occurs when both sample means are from the
same underlying distribution. Then:

. If Prob (z < 2 ) s 0.95, the observed reduction in
speeds \s statistically significant.

. If Prob {z < Zd) < 0.95, the observed reduction in
speeds is not statistically significant.

In the first case, it means that the observed difference in:

sample means would be exceeded less than 5% of the time
assuming that the two samples came from the same under!)
ing distribution. Given that such a value was observed, ite
may be interpreted as being less than 5% probable that the
observed difference came from the same underlying distribu
tion and more than 95% probable that it resulted from a
change in the underiying distribution.

Note that a one-sided test is conducted (i.e., we are test-1

ing the significance of an observed reduction in sample
means, not an observed difference in sample means). If 
observations revealed an increase in sample means,

 no static

long as the "before" and "after" sample sizes are more than or      tical test is conducted because it is obvious that the desired
equal to 30, which will always be the case in properly con-
ducted speed studies. To certify that an observed reduction is
significant, we wish to be 95% confident that this is so. In
other words, we wish to ensure that the chance of making a
Type I error is less than 5%.

result was not achieved.

If the observed reduction is found to be statistically si? \
nificant, the second question can be entertained (i.e., was ttif j
target speed reduction achieved?). This is done using only 
results of the "after" distribution. Note that from the norms1:
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distribution characteristics, it is 95% probable that the true

jean
 of the distribution is:

H = x± 1.96E

If the target speed lies within this range, it can be stated
that it was successfully achieved.

Consider the following results of a before-and-after

spot speed study conducted to-evaluate the effectiveness of a
neW speed limit intended to reduce the average speed at the

location to 60 mi/h:

Before Results After Results

65.3 mi/h

5
.
0 mi/h

50

x

s

N

63.0 mi/h

6
.
0 mi/h

60

A normal approximation test is conducted to determine
whether the observed reduction in sample means is statistically

significant:

Step i: Compute the pooled standard deviation.

$y 
=

 V'
5J  0
50 + 60

2

1
.
05mi/h

Step 2: Compute zj-

(65.3 - 63.0) - 0

1
.
05

2
.

19

Step 3:  Determine the prob (z < 2.19) from Table 7.3.

Prob(z< 2.19) = 0.9857

Step 4: Compare results with the 95% criteria.

As 98.57% > 95% the results indicate that the observed

reduction in sample means was statistically significant.
Given these results, it is now possible to investigate

whether or not the target speed of 60 mi/h was successfully
achieved in the "after" sample. The 95% confidence interval
for the "after" estimate of the true mean of the underlying
distribution is:

E 6/V60 = 0.7746

63.0 ± 1.96(0.7746)

63.0 ± 1.52

61.48 - 64.52mi/h

Because the target speed of 60 mi/h does not lie in
sMs range,

 it cannot be stated that it was successfully
achieved

.

In dns case, although a significant reduction of speeds was
achieved, it was not sufficient to achieve the target value of
60 mi/h. Additional study of the site would be undertaken and
additional measures enacted to achieve addifiohal speed reduction.

The 95% confidence criteria for certifying a significant
reduction in observed speeds should be well understood. If a
before-and-after study results in a confidence level of 94.5%,

 it

would not be certified as statistically significant. This decision
limits the probability of making a Type I error to less than 5%.
When we state that the observed difference in mean speeds is
not statistically significant in this case, however, it is 94.5%
probable that we are making a Type D enror. Before expending
large amounts of funds on additional speed-reduction measures,

a larger 
"after" speed sample should be taken to see whether or

not 95% confidence can be achieved with an expanded database.

Testing for Normalcy: The Chi-Square
Goodness-of-Fit Test

Virtually all of the statistical analyses of this section start with the
basic assumption that the speed distribution can be mathemati-
cally represented as normal! For completeness, it is therefore
necessary to conduct a statistical test to confirm that this assump-
tion is conecL As described in Chapter 7, the chi-square test is
used to determine whether the difference between an observed

distribution and its assumed mathematical form is significant.
For grouped data, the chi-squared statistic is computed as:

X
2

fi

2

(10-14)

where:   chi-squared statistic
n( = frequency of observations in speed group i

/-theoretical frequency in speed group i, assuming
that the assumed distribution exists

NG - number of speed groups in the distribution

Table 10.3 shows these computations for the illustrative
spot speed study. Speed groups are already specified, and the
observed frequencies are taken directly from the field sheet of
Figure 10.1.

For convenience, the speed groups are listed from highest
to lowest This is to coordinate with the standard normal distri-

bution table of Chapter 7, which gives probabilities of z  z .
The upper limit of the highest group is adjusted to "infinity"
because the theoretical normal distribution extends to both

positive and negative infinity. The remaining columns of
Table 10.3 focus on determining the theoretical frequencies,
and on determining the final value of j2

.
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Table 103: Chi-Square Test for Normalcy on Illustrative Spot Speed Data

Average Speed = 48.10 mi/h Standard Deviation = 4.96 mi/h  Sample Size = 283 i

Speed Group

Upper
Limit

(mi/h)

Lower

Limit

(mi/h)

Observed

Frequency
n

Upper
Limit

(Std.
Normal)

Prob.

z  Zd
Table 7 J

Prob.

of

Occurrence in

Group

Theoretical

Frequency
/

Combined

Groups
«

Combined

Groups
/

oo

60

58

56

54

52

50

48

46

44

42

40

38

36

60

58

56

54

52

50

48

46

44

42

40

38

36

34

2

5

9

14

24

37

62

46

33

21

13

7

5

5

oo

2
.
40

2
.
00

1
.
59

1
.
19

0
.
79

0
.
38

-0
.
02

-0
.
42

-0
.
83

-1
.
23

-1
.
63

-2
.
04

-2
.
44

1
.
0000

0
.
9918

0
.
9772

0
.
9441

0
.
8830

0
.
7852

0
.
6480

0
.
4920

0
.
3372

0
.
2033

0
.
1093

0
.
0516

0
.
0207

0
.
0073

0
.
0082

0
.
0146

0
.
0331

0
.
0611

0
.
0978

0
.
1372

0
.
1560

0
.
1548

0
.
1339

0
.
0940

0
.
0577

0
.
0309

0
.
0134

0
.
0073

2
.
3206

4
.
1318

9
.
3673

17.2913

27.6774

38.8276

44.1480

43.8084

37.8937

26.6020

16.3291

. 8 J447

3
.
7922

2
.
0659

7

9

14

24

37

62

46

33

21

13

7

10

6
.
4524

9
.
3673

17.2913

27.6774

38.8276

44.1480

43.8084

37.8937

26.6020

16.3291

8
.
7447

5
.
8581

Group

0
.0465

0
.0144

0
.
6265

0
.4886

O
.0860

7
.
2188

O
.

1096

O
.
6320

1
.
1797

0
.
6787

0
.
3481

2
.
9285

Total 1
.
0000 283 283 283 14.3574

=14
.
3574

Degrees of Freedom =12-3 = 9

The theoretical frequencies are the numbers of observa-
tions that would have occurred in the various speed groups if
the distribution were perfectly normal. To find these values,
the probability of an occurrence within each speed group
must be determined from the standard normal table of

Chapter 7. This is done in columns 4 through 7 of Table 10.3,
as follows:

1
. The upper limit of each speed group (in mi/h) is

converted to an equivalent value of z on the standard
normal distribution, using Equation 10-8. This com-
putation is illustrated for the speed group with an
upper limit of 60 mi/h:

Z60
60.00 - 48.10

4
.
96

2
.
40

Note that the mean speed and standard deviation of
the illustrative spot speed study are used in this
computation.

2
. Each computed value of z is now looked up on the

standard normal table of Chapter 7. From this, the

probability of z < zd is found and entered into
column 5 of Table 10.3.

3
. Consider the 48 to 50 mi/h speed group in Table

10.3. From column 5
, 0.6480 is the probability of j

speed <50 mi/h occurring on a normal distribution: |
0

.4920 is the probability of a speed < 48 mi/h occur j
ring. Thus the probability of an occurrence between;
48 and 50 mi/h is 0.6480 - 0.4920 = 0

.
1560. The i

probabilities of column 6 are computed via sequen- j
tial subtractions as shown here. The result is thf j
probability of a speed being in any speed group-i
assuming a normal distribution.

4
. The theoretical frequencies of column 7 are fou"'' I

by multiplying the sample size by the probability0' ]
an occurrence in that speed group. Fractional result
are permitted for theoretical frequencies.

5
. The chi-square test is valid only when all values of d* j

theoretical frequency are 5 or more. To achieve this, tfc |
first two and last two speed groups must be combin
The observed frequencies are similarly combined.
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6.
 The value of chi-square for each speed group is

computed as shown. The computation for the 40 to
42 mi/h speed group is illustrated here:

Xi
2

(n, -fi)2     (13 - 16.3291 )2
fi 16.3291

0
.
6787

These values are summed to yield the final value of x1

for the distribution, which is 14.3574.
To assess this result, the chi-square table of Chapter 7 is

used. Probability values are shown on the horizontal axis of
the table. The vertical axis shows degrees of freedom. For a

chi-square distribution, the number of degrees of freedom is
the number of data groups (after they are combined to yield
theoretical frequencies of 5 or more), minus 3. Three degrees

of freedom are lost because the computation of x1 requires
that three characteristics of the measured distribution be

known: the mean, the standard deviation, and the sample size.
Thus, for the illustrative spot speed study, the number of
degrees of freedom is 12 - 3 = 9.

The values of jf2 are shown in the body of chi-square
table. For the illustrative data, the value of  lies between the
tabulated values of 11.39 (Prob - 025) and 14.68 (Prob=0,10).
Note also that the probabilities shown in table represent the
probability of a value being greater than or equal to x1.
Interpolation is used to determine the precise probability level
associated with a value of 14.3574 on a chi-square distribution
with 9 degrees of freedom:

Value Probability

11.3900

14.3574

14.6800

0
.
25

P

0
.
10

p - Probix2 ~ 14.3574)

[14.6800 -14.3574 ] n??
= 0

.10 + (0.15) -  = 0. 147k    1 14.6800 - 11.3900 J

From this determination, it is 11.47% probable that a
value of 14

.3574 or higher would exist if the distribution were
statistically normal.

 The decision criteria are the same as for

other statistical tests (i.e., to say that the data and the assumed
mathematical description are significantly different, we must

be 95% confident that this is true). For tables that yield a
probability of a value less than or equal to the computed
statistic

, the probability must be 95% or more to certify a
Mgnificant difference. This was the case in the normal approx-
imation test

. The corresponding decision point using a table
with probabilities greater than or equal to the computed

statistic is that the probability must be 5% or less to certify a
significant statistical difference. In the case of the illustrative
data, the probability of a value of 14.3574 or greater is
11.47%. This is more than 5%. Thus the data and the assumed

mathematical description are not significantly different,
 and

its normalcy is successfully demonstrated.
A chi-square test is rarely actually conducted on spot

speed results because they are virtually always normal.
 If

the data are seriously skewed or take a shape obviously
different from the normal distribution, this will be relatively
obvious, and the test can be conducted. It is also possible to
compare the data with other types of distributions.

 A

number of distributions have the same general shape as the
normal distribution but have skews to the low or high end of
the distribution. It is also possible that a given set of data
can be reasonably described using a number of different
distributions. This does not negate the validity of a normal
description when it occurs. As long as speed data can be
described as normal, all of the manipulations described
here are valid.

If a speed distribution is found to be not normal,
 then

other distributions can be used to describe
.

it, and other statistical

tests can be performed. These are not covered in this text,
 and

we refer you to standard statistics textbooks.

10.3 Travel-Time Studies

Travel-time studies involve significant lengths of a facility
or group of facilities forming a route. Information on the
travel time between key points within the study area is
sought and is used to identify those segments in need of
improvements. Travel-time studies are often coordinated
with delay observations at points of congestion along the
study route.

Travel-time information is used for many purposes,
including the following:

. To identify problem locations on facilities by virtue
of high travel times and/or delay.

. To measure arterial level of service
, based on average

travel speeds and travel times.
. To provide necessary input to traffic assignment

models, which focus on link travel time as a key
determinant of route selection.

. To provide travel-time data for economic evaluation
of transportation improvements.

. To develop time contour maps and other depictions of
traffic congestion in an area or region.
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10.3.1  Field Study Techniques

Because significant lengths of roadway are involved, it is
difficult to remotely observe vehicles as they progress
through the study section. The most common techniques for
conducting travel time studies involve driving test cars
through the study section, while an observer records elapsed
times through the section, and at key intermediate points
withfn the section. The observer is equipped with a field
sheet pre-defining the intermediate points for which travel
times are desired. The observer uses a stop-watch that is
started when the test vehicle enters the study section, and
records the elapsed time at each intermediate point, and
when the end of the study section is reached. A second stop-
watch is used to measure the length of midblock and inter-
section stops. Their location is noted, and if the cause can be
identified, it is also noted.

To maintain some consistency of results, test-car drivers
are instructed to use one of three driving strategies:

L Floating Car Technique: In this technique, the test-
car driver is asked to pass as many vehicles as pass
the test car. In this way, the vehicle

'

s relative posi-
tion in the traffic stream remains unchanged, and the
test car approximates the behavior of an average
vehicle in the traffic stream.

2
. Maximum Car Technique: In this procedure, the

driver is asked to drive as fast as is safely practical in
the traffic stream, without ever exceeding the design
speed of the facility. 

3
. Average Car Technique: The driver is instructed to

drive at the approximate average speed of the traffic
.
 stream.

The floating car and average car techniques result in esti-
mates of the average travel time through the section. The
floating car technique is generally applied only on two
-lane highways, where passing is rare, and the number of
passings can be counted and balanced relatively easily. On a
multilane freeway, such a driving technique would be diffi-
cult at best, and might cause dangerous situations to arise,
as a test vehicle attempts to 

"keep up" with the number of
vehicles that have passed it. The average car technique
yields similar results with less stress applied to the driver of
the test vehicle.

The maximum car technique does not result in measure-
ment of average conditions in the traffic stream. Rather, the
measured travel times represent the lower range of the distri-
bution of travel times. Travel times are more indicative of a

15th percentile speed than an average. Speeds computed from

these travel times are approximately indicative of the 85tli
percentile speed.

It is important, therefore, that all test car runs in a given

study follow the same driving strategy. Comparisons of travel
times measured using different driving techniques will noi
yield valid results.

Issues related to sample size are handled similarly io
spot speed studies. When specific driving strategies are
followed, the standard deviation of the results is somewhai
constrained, and fewer samples are needed. This is impor-
tant. As a practical issue, too many test cars released into
the traffic stream over a short period of time will affect its
operation, in effect altering the observed results. For most

common applications, the number of test car runs that will
yield travel time measurements with reasonable confidence

and precision ranges from a low of 6-10 to a high of 50.

depending upon the type of facility and the amount of
traffic. The latter is difficult to achieve without affectinj
traffic, and may require that runs be taken over an extended
time period, such as during the evening peak hour over
several days.

Another technique may be used to collect travel times.

Roadside observers can record license plate numbers as
vehicles pass designated points along the route.

 The time of

passage is noted along with the license plate number. The
detail of delay information at intermediate points is lost will)
this technique. Sampling is quite difficult, as it is virtually
impossible to record every license plate and time. Assume
that a sample of 50% of all license plates is recorded ai
every study location. The probability that a license plate
match occurs at two locations is 0.50 X 0.50

, or 0.25 (25%)
The probability that a license plate match occurs
across three locations is 0.50 X 0.50 X 0.50 = 12.5%. Also. |
as there is no consistent driving strategy among drivers in!
the traffic stream, many more license plate matches are
required than test-car runs to obtain similar precision and
confidence in the results.

In some cases, elevated vantage points may be availablt
to allow an entire study section to be viewed. The progress ol
individual vehicles in the traffic stream can be directl)

observed- This type of study generally involves videotapin?
the study section, so that many,

 or even all, vehicle travd
times can be observed and recorded.

An alternative to the use of direct observation is10

equip the test vehicle with one of several devices that plo!<

speed vs. distance as the vehicle travels through the tes1

section. Data can be extracted from the plot to yield check
point travel times, and the locations and time of stopp
delays cafi be determined.
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The sample data sheet of Table 10.4 is for a seven-mile

action of Lincoln Highway, which is a major suburban mul-

tilane highway of six lanes. Checkpoints are defined in
terms of mileposts. As an alternative, intersections or other

known geographic markers can be used as identifiers. The

elapsed stopwatch time to each checkpoint is noted. Section
Jata refer to the distance between the previous checkpoint

.md the checkpoint noted. Thus, for the section labeled MP
16 the section data refers to the section between mileposts
16 and 17. The total stopped delay experienced in each sec-
lion is noted

, along with the number of stops. The "special

notes
" column contains the observer's determination of the

cause(s) of the delays noted. Section travel times are

computed as the difference between cumulative times at

successive checkpoints.
In this study, the segments ending in mileposts 18 and 19

display the highest delays and therefore the highest travel
limes. If this is consistently shown in all or most of the test
runs, these sections would be subjected to more detailed study.

Table 10.4: A Sample Travel-Time Field Sheet

Because the delays are indicated as caused primarily by traffic
control signals, their timing and coordination would be exam-
ined carefully to see if they can be improved. Double parking
is also noted as a cause in one segment. Parking regulations
would be reviewed

, along with available legal parking supply,
as would enforcement practices.

10.3.2 Travel Time Along an Arterial:
An Example of the Statistics
of Travel Times

Given the cost and logistics of travel-time studies (test cars,

drivers, multiple runs, multiple days of study, etc.), there is

a natural tendency to keep the number of observations, N,
as small as possible. This case considers a hypothetical
arterial on which the true mean running time is 196 seconds
over a three-mile section. The standard deviation of the

running time is 15 seconds. The distribution of running

Site: Lincoln Highway

Recorder: William McShane

Run No. 3

Date: Aug 10, 2002

Start Location: Milepost 15.0

Start Time: 5:00 PM

Checkpoint

Cum. Dist.

Along
Route

(nu)

Cuml

Trav. Time

(min:sec)

Per Section

Stopped
Delay

(s) 

No. of

Stops

Section

Travel

.
 Tune

(min:sec)
Special
Notes

MP 16

MP 17

MP 18

MP 19

MP 20

MP21

MP 22

1
.
0

2
.
0

3
.
0

4
.
0

5
.
0

6
.
0

7
.
0

1:35

3:05

5:50

7:50

9:03

10:45

12:00

0
.
0

0
.
0

42.6

46.0

0
.
0

6
.
0

0
.
0

0

0

3

4

0

1

0

1:35

1:30

2:45

2:00

1:13

1:42

1:15

Stops due to
signals at:
MP 17.2

MP17.5

MP 18.0

Stops due to
signal MP 18.5
and double

parked cars.

Stop due to
School bus.

Section

Totals

7
.
0 88.6 8 12:00

o
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times is normal. Note that the discussion is, at this point,
limited to running times. These do not include stopped
delays encountered along the route and are not equivalent to
travel times.

Given the normal distribution of running times, the
mean running time for the section is 1% seconds, and 95% of
all running times would fall within 1.96(15) = 29.4 seconds of
this value. Thus the 95% interval for travel times would be

between 196 - 29.4 = 166.6 seconds and 196 + 29.4 = 225r4

seconds. The speeds corresponding to these running times
(including the average) are:

So far, this discussion considers only the running
times of test vehicles througlFthe section. The actuaj
travel-time results of 20 test-car runs are illustrated in

Figure 10.3.
This distribution does not look normal. In fact

, it is noi
normal at all because the total travel time represents the sum of
running time (which is normally distributed) and stop time
delay that follows another distribution entirely. Specifically, it
is postulated that:

S
3mi 3600s

i
225.4s h

SqV
3mi 3600s

196s
*

h

47.9 mi/h

55.1 mi/h

No. of Signal Stops
Probability of
Occurrence

Duration of

Stops

0

1

2

0
.
569

0
.
300

0
.
131

0s

40s

80s

S2

3 mi 3600s
* -

1666.6s h.
64.8 mi/h

Note that the average of the two 95% confidence interval
Umits is (47.9 + 64.8)/2 = 56.4 mi/h, not 55.1 mi/h. This dis-
crepancy is due to the fact that the running times are normally
distributed and are therefore symmetric. The resulting running
speed distribution is skewed. The distribution of speeds, which
are inverse to running times, cannot be normal if the running
times are normal. The 55.1 mi/h value is the appropriate aver-
age speed, based on the observed average running time over the
three:mile study section.

The observations of Table 10.4 result from the combi-

nation of random driver selection of running speeds
and signal delay effects that follow the relationship jusi
specified.

The actual mean travel time of the observations in

Figure 10.3 is 218.5 seconds, with a standard deviation of
38.3 seconds. The 95% confidence limits on the average are:

218.5 ± 1.96(38.3/\/20) = 218.5 ± 16.79

201.71 - 235.29s

1

5

4

o

a

3

O

5 2

E
3

Z

1

1]
0

150  160  170   180   190  200   210  220  230  240 250  260   270 280

Travel Times (sec)

Figure 103: Histogram of Hypothetical Travel-Time Data for 20 Runs over a 3-Mile Arterial Segment

i

I
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Xhe speeds associated with these average and limiting
ravel times are:

S
3mi 3600s

i 235.29s
- *

h

S'

av

3mi 3600s
 * 

218.5s h

S2

3mi 3600s
- * 

201.71s h

45.9 mi/h

49.4 mi/h

53.5 mi/h

Another way of addressing the average travel time is to

idd the average running time (196 seconds) to the average
lelay time, which is computed from the probabilities just
loted as:

 = (0.569*0)+ (0.300*40)

+ (0.131*80) = 22.5s

"he average travel time is then expected to be 196.0 + 22.5 =
18.5s, which is the same average obtained from the

iistogram of measurements.

10.3.3 Overriding Default Values: Another
Example of Statistical Analysis
of Travel-Time Data

igure 10.4 shows a default curve calibrated by a local high-
/ay jurisdiction for average travel speed along four-lane
rterials within the jurisdiction. As with all 

"standard"

alues, the use of another value is always permissible as long
s there are specific field measurements to justify replacing
ic standard value.

.-I

Assume that a case exists in which the default value of

travel speed for a given volume, Vi is 40 mi/h. Based on
three travel-time runs over a two-mile section

,
 the measured

average travel speed is 43 mi/h. The analysts would like to
replace the standard value with the measured value. Is this
appropriate?

The statistical issue is whether or not the observed

3 mi/h difference between the standard value and the meas-

ured value is statistically significant. As a practical matter (in
this hypothetical case), practitioners generally believe that the
standard values of Figure 10.4 are too low and that higher
values are routinely observed. This suggests that a one-sided
hypothesis test should be used.

Figure 10.5 shows a probable distribution of the random
variable Y = Zf,//V, the estimator of the average travel time
through the section. Based on the standard and measured
average travel speeds, the corresponding travel times over
a two-mile section of the roadway are (2/40) * 3,

600 = 180.0s

and (2/43) * 3,600 = 167.4 s. These two values are formu-

lated, respectively, as the null and alternative hypotheses,
 as

illustrated in Figure 10.5. The following points relate to
Figure 10.5:

. Type I and Type 11 errors are equalized and set at 5%
(0.05).

. From the standard normal table of Chapter 7, the
value of zj corresponding to Prob. (z < zj) = 0.95
(corresponding to a one-sided test with Type I and II
errors set at 5%) is 1.645.

. The difference between the null and alternate

hypotheses is a travel time of 180.0 - 167.4 = 12.6,
noted as A.

. The standard deviation of travel times is known to be

28.0s:

Average
Travel

Speed
(mi/h)

40

V
i Volume (veh/h)

Figure 10.4: Default Curve Specified by Agency (Illustrative)

i
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!
i i

5% or 0.05

Null hypothesis of 40 mi/h (180 s over 2 miles) Travel Time (s)180.0
12.6A

A/2 = 6.3i A/2 6
.
3

5% of 0.05

 i

i

i

;

:

Alternative hypothesis of 43 mi/h
(167.4 s over 2 miles)

167.4 Travel Time (s)

Figure 10.5: Testing the Default (Null Hypothesis) Against the Proposed Alternative Hypothesis

I

I

From Figure 10.5, for the difference between the default
and alternative hypotheses to be statistically significant, the
value of All must be equal to or larger than 1.645 times the

.
 standard error for travel times, or:

Obviously, in this case the difference is not significant, andtk

measured value of 43 mi/h cannot be accepted in place of the
default value. This relationship can. of course,

 be solved for A1:

.
V

.Vl
"

    -j

A/2 > 1.645

6
.
3 > 1.645 (28/V3)

N >
8

,
486

A 2

26.6

using the known value of the standard deviation (28)
Remember that A is stated in terms of the difference in /raw' \
times over the two-mile test course, not the difference in

average travel speeds. Table 10.5 shows the sample sizf;

Table 10.5: Required Sample Sizes and Decision Values for the Acceptance of Various Alternative
Hypotheses

Default Value

(Average TVavel Speed)
(mi/h)

Alternative

Hypothesis
(Average TYavd Speed)

(mi/h)

Required Sample
Size

Decision Point

(Average Dravel Speed)
Y

(mi/h)

.

 !

40

40

40

40

42

43

44

45

>115

>54

>32

>22

41.0

41.4

41.9

42.4
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.j

quirements for accepting various alternative average travel

«eds in place of the default value. For the alternative

/pothesis of 43 mi/h to be accepted, a sample size of
486/(12.6)2 = 54 would have been required. However, as

ustrated in Figure 10.5, had 54 samples been collected, the
temative hypothesis of 43 mi/h would have been accepted
long as the average travel time was less than 173.7 s (i.e.,

e average travej speed was greater than (2/173.7) * 3,600 =

.

5 mi/h. Table 10.5 shows a number of different alternative
/potheses, along with the required sample sizes and decision
)ints for each to be accepted.

Although this problem illustrates some of the statistical

lalyses that can be applied to travel-time data, you should
amine whether the study, as formulated, is appropriate.
iculd the Type II error be equalized with the Type I error?
oes the existence of a default value imply that it should not?
iculd an alternative value higher than any measured value
er be accepted? (For example, should the alternative
'pothesis of 43 mi/h be accepted if the average travel speed
Dm a sample of 54 or more measurements is 41.6 mi/h,
hich is greater than the decision value of 41.5 mi/h?)

Given the practical range of sample sizes for most travel-
time studies, it is very difficult to justify overriding default values
for individual cases. However, a compendiunuof such cases-
each with individually small sample sizes-canand should moti-
vate an agency to review the default values and curves in use.

10.3.3 Travel-Time Displays

Travel-time data can be displayed in many interesting and
informative ways. One method that is used for overall traffic
planning in a region is the development of a travel-time
contour map, of the type shown in Figure 10.6. Travel times
along all major routes entering or leaving a central area are
measured. Time contours are then plotted, usually in
increments of 15 minutes. Hie shape of the contours gives an
immediate visual assessment of corridor travel times in various

directions. The closer together contour lines plot, the longer
the travel time to progress any set distance. Such plots can be
used for overall planning purposes and for identifying corri-
dors and segments of the system that require improvement.
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Figure 10.6: A Travel-Time Contour Map

[Source: Used with permission of Prentice-Hall Inc, from Pline, J., Editor, Traffic Engineering Handbook, 4th Edition, Institute of
Transportation Engineers, Washington DC, 1992, p. 69.)
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Figure 10.7: A Plot of Elapsed Time Versus Distance

(Source; Used with permission of Prentice-Hall Inc, from Pline, J., Editor, Traffic Engineering Handbook, 4th Edition, Institute of
Transportation Engineers, Washington DC, 1992.)
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Travel time along a route can be depicted in different
ways as well. Figure 10.7 shows a plot of cumulative time
along a route. The slope of the line in any given segment is
speed (ft/s), and stopped delays are clearly indicated by ver-
tical lines. Figure 10.8 shows average travel speeds plotted
against distance. In both cases, problem areas are clearly
indicated, and the traffic engineer can focus on those sec-
tions and locations experiencing the most congestion, as
indicated by the highest travel times (or lowest average
travel speeds).

10.4 Intersection Delay Studies

Some types of delay are measured as part of a travel-time
study by noting the location and duration of stopped periods

during a test run. A complicating feature for all delay studio
lies in the various definitions of delay,

 as reviewed earlier»

the chapter. The measurement technique must conform to the
delay definition.

Before 1997, the primary delay measure at intersex
tions was stopped delay. Although no form of delay is eas}
to measure in the field, stopped delay was certainly the eas
iest. However, the current measure of effectiveness for sig
nalized and STOP-controlled intersections is total contro<

delay. Control delay is best defined as time-in-queue dela)
plus time losses due to deceleration from and acceleratioi5

to ambient speed. The 2000 Highway Capacity Manual [h
defines a field measurement technique for control delay
using the field sheet shown in Figure 10.9.

The study methodology recommended in the High P
Capacity Manual is based on direct observation o!
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Figure 10.8: Average Travel Speeds Plotted Versus Segments of a Route

j (Sowrce.-Used with permission of Prentice-Hall Inc, from Pline. J., Editor, Tragic Engineering Handbook, 4th Edition, Institute of
I Transportation Engineers, Washington DC, 1992.)

vehicles-in-queue at frequent intervals and requires a mini-
mum of two observers

. The following should be noted:

1
.
 The method is intended for undersaturated flow

conditions, and for cases where the maximum queue
is about 20 to 25 vehicles.

2
. The method does not directly measure acceleration-

deceleration delay but uses an adjustment factor to
estimate this component.

3
. The method also uses an adjustment to correct for

errors that are likely to occur in the sampling process.

4
. Observers must make an estimate of free-flow

speed before beginning a detailed survey.
 This is

done by driving a vehicle through the intersection
during periods when the light is green and there
are no queues and/or by measuring approach
speeds at a position where they are unaffected by
the signal.

Actual measurements start at the beginning of the red
phase of the subject lane group. There should be no
overflow queue from the previous green phase when
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INTERSECTION CONTROL DELAY WORKSHEET

General Information Zi i:p- Ii rmatibn
Analyst
Agency or Company
Date Performed

Analysis Time Period

Intersection  

Area Type  CBD

Analysis Year  

 Other

Ihput Initial Parameters    : ? i<

Number of Lanes, N

Survey Count Interval Is

Total Vehicles Arriving VT

Stopped Vehicle Count VST0P
_

Cycle Length D (s)

Input Field Data

Clock
Time

Cycle
Number

Number of Vehicles in Queue
Count Interval

1 2 3 4 5
_

6
_ _

7
_

8 9 10

Total

Figure 10.9: Field Sheet for Signalized Intersection Delay Studies
{Source: Used with permission of Transportation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, p. 16-173 )

measurements start. The following tasks are performed by
the two observers:

Observer 1

. Keeps track of the end of standing queues for each
cycle by observing the last vehicle in each lane that
stops due to the signal. This count includes vehicles
that arrive on green but stop or approach within one

car length of queued vehicles that have not yet staiff1'

to move.

. At intervals between 10 seconds and 20 seconds, 
number of vehicles in queue are recorded on the fi j
sheet The regular intervals for these observations shou'0 j
be an integral divisor of the cycle length. Vehicle5'ri
queue are those that are included in the queue of stopp
vehicles (as just defined) and have not yet exited -
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intersection. Fch- through vehicles, "exiting the intersec-
tion

" occurs when the rear wheels cross the STOP line;

for turning vehicles, "exiting
" occurs when the vehicle

clears the opposing vehicular or pedestrian flow to which
it must yield and begins to accelerate.

. At the end of the survey period, vehicle-in-queue counts
continue until all vehicles that entered the queue during
the survey period have exited the intersection.

Observer 2

. During the entire study period, separate counts are
maintained of vehicles arriving during the survey
period and of vehicles that stop one or more times
during the survey period. Stopping vehicles are
counted only once, regardless of how many times
they stop.

For convenience, the survey period is defined as an
nteger number of cycles, although an arbitrary length of time
e.g., 15 minutes) could also be used and would be necessary
/here an actuated signal is involved.

Each column of the vehicle-in-queue counts is summed;
ie column sums are then added to yield the total vehicle-in-
ueue count for the study period. It is than assumed that the
verage time-in-queue for a counted vehicle is the time interval
etween counts. Then:

0
.
90 (10-15)

i

here: Tq = average time-in-queue, s/veh
Is = time interval between time-in-queue counts, s

SV(9 = sum of all vehicle-in-queue counts, vehs
Vy  total number of vehicles arriving during the

study period, vehs
0

.9 = empirical adjustment factor

he adjustment factor (0.9) adjusts for errors that generally
;cur when this type of sampling technique is used. Such
rors usually result in an overestimate of delay.

A further adjustment for acceleration/deceleration
:lay requires that two values be computed: (1) the average
imber of vehicles stopping per lane, per cycle, and (2) the
oportion of vehicles arriving that actually stop. These are
'mputed as:

STOP

SLC (10-16)

where:      = number of vehicles stopping per lane, per
cycle (veh/ln/cycle)

Vstop - t0t3lcount of stopping vehfeles,
 vehs

yvc = number of cycles included in the survey
NL = number of lanes in the survey lane group

FVS
STOP

V-

T
(10-17)

 where FVS = fraction of vehicles stopping

other variables as previously defined

Using the' number of stopping vehicles per lane, per
cycle, and the measured free-flow speed for the approach in
question, an adjustment factor is found in Table 10.6.

The final estimate of control delay is then computed as:

d=TQ+ iFVS*CF) (10-18)

where: d - total control delay,
 s/veh

CF = correction factor from Table 10.6

other variables as previously defined

Table 10.7 shows a facsimile of a field sheet
,
 summa-

rizing the data for a survey on a signalized intersection
approach. The approach has two lanes, and the signal cycle
length is 60 seconds. Ten cycles were surveyed,

 and the

vehicle-in-queue count interval is 20 seconds.

The average time-in-queue is computed using
Equation 10-15:

Q
{ U2 \
\     120 J

* 0.90 = 19.8s/veh

To find the appropriate correction factor from
Table 10.6, the number of vehicles stopping per lane per cycle
is computed using Equation 9 16:

75
Vslc ~ -  = 3.75vehssw

- 1o*2

Using this and the measured free-flow speed of 35 mi/h,
 the

correction factor is +5 seconds. The control delay is now esti-
mated using Equations 10-17 and 10-18:

FVS= «

120
0

.
625

d = 19.8 + (0.625 * 5) = 22.9s/veh

L

A similar technique and field sheet can be used to meas-
ure stopped time delay as well. In this case,

 the interval counts

i
?
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...
 i Table 10.6: Adjustment Factor for Acceleration/Deceleration Delay

Free-Flow Speed
(mi/h)

Vehicles Stopping Per Lane,
Per Cycle (Vslc)

<7 vehs »-19 vehs 20-30 vehs

<37

>37-45

>45

+5

+ 7

+ 9

+2

+4

+7

-1

+2

+5

{Source: Used with permission of Transportation Research Board, Highway
Capacity Manual, 4th Edition, Washington DC, 2000, Exhibit A16-2, p. 16-91.)

Table 10.7: Sample Data for a Signalized Intersection Delay Study

:. i Clock Time Cycle Number

Number of Vehicles in Queue

+0s +20 s +40 s

5:00 pm

5:01 pm

5:02 pm

5:03 pm

5:04 pm

5:05 pm

5:06 pm

5:07 PM

5:08 pm

5:09 pm

1

2

3

4

5

6

7

8

9

10

4

6

3

-2

5

5

6

3

2

4

7

6

5

6

3

4

8

4

4

3

5

5

5

4

3

5

4

3

3

5

Total 40 50 42

132 vehs T ' 120 vehs STOP 75 FFS = 35 mi/h

.

 i

i

include only vehicles stopped within the intersection queue
area, not those moving within it. No adjustment for accelera-
tion/deceleration delay would be added.

10.5 Closing Comments

Time is one of the key commodities that motorists and
other travelers invest in getting from here to there.
Travelers most often wish to minimize this investment by
making their trips as short as possible. Travel-time and
delay studies provide the traffic engineer with data con-
cerning congestion, section travel times, and point delays.
Through careful examination, the causes of congestion,
excessive travel times, and delays can be determined and

traffic engineering measures developed to amelioratf
problems.

- Speed is the inverse of travel time. Although travelers
wish to maximize the speed of their trip, they also wish to do
so consistent with safety. Speed data provide insight into
many factors, including safety, and are used to help time traf-
fic signals, set speed limits, locate signs, and in a variety ot
other important traffic engineering activities.
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roblems

-1
.
 Consider the spot speed data here, collected at a
rural highway site under conditions of uncongested
flow:

i

: 

:

Speed Group
(mi/h)

Number of Vehicles

Observed

(N)

15-20

20-25

25-30

30-35

35-40

40-45

45-50

50-55

55-60

60- 5

0

4

9

18

35

42

32

20

9

0

(a) . Plot the frequency and cumulative frequency
curves for this data.

(b) Determine the median speed, the modal speed, the
pace, and the percentage of vehicles in the pact from
the curves, and show how each was found.

(c) Compute the mean and standard deviation of the
speed distribution.

(d) What are the confidence bounds of the estimate of
the true mean speed of the distribution with 95%
confidence? With 99.7% confidence?

(e) Based on the results of this study, a second is to
be conducted to achieve a tolerance of ± 0.8 mi/h

with 95% confidence. What sample size is
required?

(0 Can this data be adequately described as "normal?"
2

. A before-and after speed study was conducted to deter-
mine the effectiveness of a series of rumble strips
installed approaching a toll plaza to reduce approach
speeds to 40 mi/h.

Item

Before

Study
After

Study
Average
Speed
Standard

Deviation

Sample Size

43.5 mi/h   40
.
8 mi/h

4
.8 mi/h     5.3 mi/h

120 108

(a) Were the rumble strips effective in reducing
average speeds at this location?

(b) Were the rumble strips effective in reducing
average speeds to 40 mi/h?

10-3. The following data were collected during a delay study
on a signalized intersection approach. The cycle length
of the signal is 60 seconds.

(a) Estimate the time spent in queue for the average
vehicle.

(b) Estimate the average control delay per vehicle on
.   this approach.

Clock

Time
Cycle

Number

Number of Vehicles in Queue
+ 0s + 15s   +30s +45s

9:00 am

9:01 am

9:02 am

9:03 am

9:04 am

9:05 am

9:06 am

9:07 am

9:08 am

9:09 am

9:10 am

9:11 am

9:12 am

9:13 am

9:14 am

I

2

3

4

5

6

7

8

9

10

11

12

13

14

15

3

1

4

2

0

2

4

5

2

0

1

1

2

2

4

4

2

3

3

1

1

3

5

3

3

2

0

2

3

3

2

3

3

3

2

1

4

6

4

2

3

1

1

2

3

4

3

4

4

3

2

3

4

3

2

1

0

2

2

3

Note: VT = 435 vehs; VSTOp = 305 vehs; FFS = 35 mi/h.
223.

10-4. A series of travel time runs are to be made along an
arterial section. Tabulate the number of runs required to
estimate the overall average travel time with 95% con-

fidence to within ±2 min
,
 ±5 min, ±10 min, for stan-

dard deviations of 5, 10, and 15 minutes. Note that a
3x3 table of values is desired.
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10-5. The results of a travel time study are summarized in the
table that follows. For this data:

(a) Tabulate and graphically present the results of the
travel time and delay runs. Show the average travel
speed and average running speed for each section.

(b) Note that the number of runs suggested in this Problem
(5) is not necessarily consistent with the results of
Problem 10-3. Assuming that each vehicle makes five
runs, how many test vehicles would be needed to
achieve a tolerance of ±3 with 95% confidence?

Erin Blvd     Recorder: XYZ Summary of 5 Runs

Checkpoint
Number

Cumulative

Section Length
(mi)

Cumulative

TVavel Time

(min:sec)

Per Section

Delay (s) No. of Stops

1

2

3

4

5

6

7

1
.
00

2
.
25

3
.
50

4
.
00

4
.
25

5
.
00

2:05

4:50

7:30

9:10

10:27

11:54

10

30

25

42

47

14

1

1

1

2

1

1

'

: ]

o



CHAPTER

Highway Traffic Safety: =
Studies, Statistics,

and Programs

1.
1 Introduction

i 2007, 41,059 people were killed in accidents on U.S.
ighways in a total of 6.024 million police-reported accidents.
ecause police-reported accidents are generally believed to
lake up only 50% of all accidents occurring, this implies a
aggering total of almost 12 million accidents for the year.
more complete set of statistics for the year 2007 is shown in

ablell.l[/].

To fully appreciate these statistics, some context is
seded: More people have been killed in highway accidents in
ie United States than in all of the wars in which the nation

as been involved
, from the Revolutionary War through

ie current wars in Iraq and Afghanistan. The fatalities for
1)07 are equal to an average of one vehicular accident death
xurred every 13 minutes in the United States (2].

A great deal of effort on every level of the profession is
tcused on the reduction of these numbers. In fact, U.S. high-
ays have become increasingly safe for a variety of reasons.
he number of annual fatalities peaked in 1972 with 54,589
;aths in highway-related accidents. Although the total number
I fatalities has declined by over 23% since 1972,

 the decline in

the fatality rate per 100 million vehicle-miles traveled (VMT) is
even more spectacular. In 1966, the rate stood at 5.5 fatalities
per 100 million VMT; in 2007, the rate was 1.37 fatalities per
100 million VMT, a decline of 75%.        

.

 .

There are many reasons for this decline. Highway design
has incorporated many safety improvements that provide for a
more "forgiving" environment for drivers. Better alignments,
vast improvements in roadside and guardrail design, use of
breakaway supports for signs and lighting, impact-attenuating
devices, and other features have made the highway environment
safer. Vehicle design has also improved. Federal requirements
now dictate such common features as padded dashboards, seat
belts and shoulder harnesses, airbags, and energy-absorbing
crumple zones. Drivers are more familiar with driving in
congested urban environments and on limited-access facilities.
Despite vastly improved accident and fatality rates, the number
of fatalities remains high. This is because Americans continue to
drive more vehicle-miles each year. In 2007, U.S. motorists
drove more than 3 trillion vehicle-miles. In 2008, preliminary
statistics indicate that traffic fatalities were reduced to 37,261.

This is at least partially due to a reduction in VMT, which fell
below 3 trillion due to the rapid increase in fuel costs and gen-
eral economic difficulties.
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Table 11.1: National Highway Accident Statistics for 2008

Accident Type

Number of

Deaths/Injuries

Number of

Accidents

Number of

Vehicles Involved

Fatal

Injury

Property Damage
Only (PDO)

37,261

2
,
346,000

NA

34,017

1
,
630,000

4
,
146,000

48,904

2
,
875,000

7
,
115,000

*Includes only accidents reported by police.
{Source: Compiled from National Traffic Safety Administration, U.S. Department of Transportation, Traffic Safety
Facts 2008.)

Figure 11.1 shows the trend of total highway fatalities
for 1966 through 2007. Figure 11.2 shows the trend of fatality
rates over the same period.

Although the fatality rate trend has been continuously
declining, the fatality trend has been less consistent, despite an
overall downward trend. Significant decreases in both fatalities
and fatality rates in the mid-1970s coincided with the imposi-
tion of the national 55-mi/h speed limit. Originally enacted as
a measure to reduce fuel consumption, the dramatic decrease
in fatalities and fatality rates was a critical, somewhat unantic-
ipated benefit. This is why the 55-nii/h speed limit survived
long after the fuel crises of the 1970s had passed.

The statistical connection between the reduction in the

national speed Umit and improved safety on U.S. highways has
been difficult to make. Although the 55-miyh speed limit was a
single change that occurred at a definable point in time, other
changes in highway design were taking place at the same time.
Further, speed limit enforcement practices changed substan-
tially, with more emphasis shifting from lower-speed surface
facilities to high-speed facilities such as fteeways.

Between 1996 and 1998, the federal governmem
gradually, then completely, eliminated the 55-mi/h speed
limit. The national speed limit had been loosely enforced ai
best. States had to file formal reports on speed behavior
each year and were threatened with partial loss of federal
aid highway funds if too high a percentage of drivers were
found to be exceeding 55 mi/h. By the mid-1990s, many
states were in technical violation of these requirements.

Either the restriction had to be changed,
 or the federal

statutes would have to be enforced.

Despite dire predictions, the lifting of the 55-mi/h
national speed limit did not lead to dramatic increases in fatal-
ities or fatality rates. The rates, as shown,

 continued to decline.

and the number of fatalities has been relatively stable over the
past five years

'

 States, now free to enact their own statutoiy
speed limits, began systematically to increase speed limits on
freeways to 65 mi/h or more. Because there has been no clear
statistical increase in fatality rates, the clamor against these
speed limit increases has declined over the last few years
Speeding, however, is a common contributing factor in fatal

53000-

51000-

S 49000-
1 47000'
| 45000-

43000-

I 41000-
5 39000-

37000-

35000-

/     /  / /         / /
Year

Figure 11.1: Highway Fatality Trend,
 1966-2008
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Figure 11.2: Fatality Rate Trend, 1966-2006

ashes. In 2007, 31% of all fatal crashes had speeding as a
mlributing factor [2]. Additionally, in 2008, which saw huge
creases in fuel prices, we also saw an unexpectedly large
icrease in fatalities. Forty-two of the 50 states reported a
gnificant decrease in the number of fatalities from 2007 to
K)8 [3]. Drivers were driving less, choosing the trips that
;re important enough to make, and driving slower, all to save
isoline. Because of this, fatalities have decreased to a level

rt seen since the 1960s, and for the first time in over 50 years,
c number of fatalities dropped below 40,000 for 2008.

Another basic reference
. Safer Roads: A Guide to Road Safety

Engineering [5], cites similar strategies, separated into five
categories:

1
. Exposure control

2
. Accident prevention

3
.
 Behavior modification

4
. Injury control

5
. Fostinjury management

1
.2 Approaches to Highway Safety     11-2-1 Exposure Control

iproving highway safety involves consideration of three
;ments influencing traffic operations: the driver, the vehicle,
d the roadway. Unfortunately, the traffic engineer has effec-
e control over only one of these elements: the roadway.
affic engineers can also play the role of informed advocates
r improved driver education and licensing procedures,

 and

r the required incorporation of safety features in vehicle
sign. The latter factors, however, are subject to the political
d legislative process and are not under the direct control of
: engineer.

One of the basic references in highway safety is the
ititute of Transportation Engineers (ITE) Traffic Safety
olbox [4\. It lists three basic strategies that may be
iployed to improve traffic safety:

1
- Exposure control

2
. Accident risk control

3
. Injury control

Exposure control is common to both lists and involves strate-
gies that reduce the number of vehicle-miles of travel by
motorists. This, of course

, has proven to be a very difficult
strategy to implement in the United States, given that the
automobile is the overwhelming choice of travelers.

 The

march toward ever-increasing national vehicle-miles traveled
has continued unabated for over 35 years until the recent
increase (2008) in gasoline prices.

Efforts to reduce auto use and travel cover a wide range
of policy, planning, and design issues. Policies and practices
that attempt to reduce auto use include:

. Diversion of travel to public transportation modes

. Substitution of telecommunications for travel

. Implementation of policies, taxes, and fees to discour-
age auto ownership and use

. Reorganization of land uses to minimize travel dis-

tances for various trip purposes
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i

. Driver and vehicle restrictions through licensing and
registration restrictions

Most of these strategies must take place over long time
periods, and many require systemic physical changes to the
urban infrastructure and behavioral changes in the traveling
public. Some require massive investments (such as providing
good public transportation alternatives and changing the
urban land-use structure); others have not yet demonstrated
the potential to affect large changes in travel behavior.

11.2.2 Accident Risk Control/Accident
Prevention

Accident risk control and accident prevention are similar
terms with a number of common features. They are not, how-
ever, the same. Accident prevention implies actions that
reduce the number of accidents that occur for a given demand
level. Accident risk control incorporates this but also includes
measures that reduce the severity of an accident when it
occurs. Reduction of accident severity overlaps accident risk
control and injury control strategies.

Accident prevention involves a number of policy meas-
ures, including driver and pedestrian training, removal of
drivers with "bad" driving records (through the suspension or
revocation of licenses), and provision of better highway
designs and control devices that encourage good driving
practices and minimize the occurrence of driver.error.

Risk control, or reduction of severity, often involves the
design and .protection of roadside and median environments.
Proper guardrail and/or impact-attenuating devices reduce the
impact energy transferred to the vehicle in an accident and
can direct the path of a vehicle away from objects or areas that
would result in a more serious collision.

11.2,3 Behavior Modification

This category, separately listed in Reference 5, is an impor-
tant component of strategies for accident prevention and
exposure reduction. Affecting mode choice is a major
behavior modification action that is hard to achieve suc-

cessfully. Often, this requires providing very high-class and
convenient public transportation alternatives and imple-
menting policies that make public transportation a much
more attractive alternative than driving for commuter and
other types of trips. This is an expensive process, often
involving massive subsidies to keep the cost of public trans-
portation reasonable, coupled with high parking and other
fees associated with driving. Use of high-occupancy vehicle

lanes and other restricted-use tenes to speed public trans

portation, providing a visual travel-time different!;
between public transportation and private automobiles

,
 i

another useful strategy.
If drivers and motorists cannot be successfully diverted t

alternative modes
, driver and pedestrian training programs are

common strategy for behavior modification. Many states offe
insurance discounts if a basic driving safety course is coir
pleted every three years. However, little statistical evidenc
indicates that driver training has any measurable effect o
accident prevention.

The final strategy in behavior modification is enforce
ment. This can be very effective, but it is also expensive
Speed limits will be more closely obeyed if enforcement i
strict

, and the fines for violations are expensive. In recer
years, the use of automated systems for ticketing driver
who violate red lights have become quite popula
Automated speed enforcement is also possible with currer
technologies. The issues involved in automated enforcemer
are more legal than technical at present. Although th
license plate of a vehicle running a red light can be automai
ically recorded, it does not prove who is driving the vehicle
In most states

, automated ticketing results in a fine but doe
not include "points

" on the owner's license because it cannc

be proved that the owner was the driver at the time c
the violation.

11.2.4  Injury Control

Injury control focuses on crash survivability of occupants in
vehicular accident This is primarily affected by better vehicl
design that is generally "encouraged by an act of Congress.
Vehicle design features that have been implemented wii
improved crash survivability in mind include:

. Seat belts and shoulder harnesses
, and laws requirin

their use

. Child-restraint seats and systems, and laws requirin
their use

. Anti-burst door locks

. Padded instrument panels

. Energy-absorbing steering posts and crumple zonr:

. Side door beams

. Air bags

. Head rests and restraints

. Shatterproof glass

. Forgiving interior fittings
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1.
2.

5  Postinjury Management

Ithough included as part of injury control in Reference 4,

js is treated as a separate category in Reference 5. Traffic

talities tend to occur during three critical time periods [6]:

. During the accident occurrence, or within minutes of

it. Death is usually related to head or heart trauma or
extreme loss of blood.

. Within one to two hours of the accident occurrence. 
,

In this period, death is usually due to the same causes
just noted: head or heart trauma and/or loss of blood.

. Within 30 days of admission to the hospital. Death
usually results from cessation of brain activity, organ
failure, or infection.

X)ut 50% of traffic fatalities occur in the first category, 35% in
; second, and 15% in the third. Little can be done for deaths

] curring during the accident or immediately thereafter, and the
ter category is difficult to improve in developed countries
th high-quality medical care systems

'

 The biggest opportunity
r improvement is in the second category.

Deaths within one to two hours of an accident can be

reduced by systems that ensure speedy emergency medical
responses along with high-quality emergency care at the site
and during transport to a hospital facility. Such systems
involve speedy notification of emergency services,

 fast

dispatch of appropriate equipment to the site,
 well-trained

emergency medical technicians attending to immediate med-
ical needs of victims, and well-staffed and equipped trauma
centers at hospitals. Because survival often depends on
quickly stabilizing a victim at the crash site and speedy trans-
port to a trauma center, communications and dispatch systems
must be in place to respond to a variety of needs. A simple
decision on whether to dispatch an ambulance or a med-evac
helicopter is often a life-or-death decision.

11.2.6  Planning Actions to Implement
Policy Strategies

Table 11.2 provides a shopping list of planning strategies and
actions that can be effective in implementing the various
safety approaches discussed. .

Table 11.2: Traffic Planning and Operations Measures Related to Highway Safety Strategies

Strategy Actions to Implement Strategy

Exposure Control

Reducing transport demand and the amount of
road traffic.

Promoting safe, comfortable walking and
biking.
Providing and promoting public transportation.

1
. Urban and transport policies, pricing, and regulation.

2
. Urban renewal (increased density, short distances).

3
. Telecommunications (tele-working, tele-shopping).

4
. Informatics for pre-trip, on-board information.

5
. TDM, mobility management (car pools, ride-sharing).

6
. Logistics (rail, efficient use of transport fleets).

7
. Areawide pedestrian and bike networks.

8
. Land use integrated with public transport.

9
. Efficient service (bus lanes, fare systems, etc.)

j

i    Accident Risk Control

Through homogenization of the traffic flow.

Through separation between traffic streams.
I

Through traffic control and road management.

1
. Standards for geometric design.

2
. Classification of links with regard to function.

3
. Traffic management, pedestrian zones, auto restrictions.

4
. Traffic calming; speed management.

5
. Grade separation (multilevel interchanges).

6
. At-grade separation (traffic signals, roundabouts).

7
. Channelization (medians, road markings).

8
. Travel time distribution (staggered hours and holidays).

9
. Traffic control (information, warning, flexible signs).

10. Road maintenance and inspection.

{Continued)
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Table 11.2: Traffic Planning and Operations Measures Related to Highway Safety Strategies {Bontinmd)

Injury Control

Reducing consequences, preventative
measures.

Reducing consequences, efficient
rescue service.

Reinstalling the traffic apparatus.

1
. Emergency zones without obstacles; breakaway posts.

2
.
 Installation of median and lateral barriers.

3
.
 Establishment of rescue service.

4
. Emergency operation (traffic regulation, rerouting).

5
. Road reparation and inspection.

(Source: Used with permission of Institute of Transportation Engineers, Traffic Safety Toolbox: A Primer on Highway Safety,
Washington DC, 1999, Table 2-2, p. 19.)

Note that the list of implementing actions includes a
range of measures that traffic engineers normally work into
facility design and control. This is not unexpected because the
principal objective of traffic engineering is the provision of safe
and efficient traffic operations. The list includes design
functions such as interchange design and layout, horizontal and
vertical alignments, roadside design and protection, and other
measures. It includes the full range of control device imple-
mentation: markings, signs (warning, regulatory, guide), and
traffic signals. It includes making use of modem Intelligent
Transportation Systems (ITS), such as motorist information
services and rapid dispatch of emergency vehicles.

It also includes broader planning areas that are not the
exclusive domain of the traffic engineer. These include public
transportation planning and policies to promote its use, as
well as major changes in land-use structures and policies.
Although this text does not deal in detail with these broader
issues, the traffic engineer must be aware of them and must
actively participate in planning efforts to create appropriate
policies and implementation strategies.

The engineering aspects of these implementing actions
are treated throughout this text in the appropriate chapters.

11.2.7  National Policy Initiatives

Some aspects of traffic accident and fatality abatement can be
addressed through imposition of broad policy initiatives and
programs. Such programs generally are initiated in federal or
state legislation. At the federal level, compliance is encouraged
by tying implementation to receipt of federal-aid highway
funds. Some examples of such policies include:

. State vehicle-inspection programs and requirements

. National speed limit (eliminated in 1996)

. National 21-year-old drinking age

. Reduction in driving while intoxicated (DWI) require-
ments to 0.08 blood content (from 0.10 and 0.12)

. State driving under the influence (DUI)/DWI program!

. Federal vehicle design standards

Traffic engineers should be involved in creating and
implementing these programs and in providing guidance and
input to policy makers through professional and communitj
organizations. As long as traffic accidents and fatalities
occur, all levels of government will attempt to deal with the
problem programmatically. These programs should be well
founded in research and must concentrate on specific ways to
improve safety.

Stricter DUI/DWI policies have been developed in mosi
states over the past decade. Public groups,

 such as Mothers

Against Drunk Driving (MADD) and Students Against Drunk
Driving (SADD) have played a major role in forcing federal
and state governments to focus on this problem. They provides
compelling case study of the impact of community involvemem
in a major public policy area.

11.3 Accident Data Collection

and Record Systems

Two national accident data systems are maintained by the
National Highway Traffic Safety Administration (NHTSAl
The Fatality Analysis Reporting System (PARS) is basically tfc
repository of data on all fatal highway accidents from all 50
states. The primary source of information is police accidem
reports, which are virtually always filed in the case of a fata'

accident Descriptions of Occidents are provided,
 and as man}

as 90 coded variables are used in the description.

 Data can be

isolated by geographic location. The General Estimates SysW
(GES) is a more general system including information on all
types of highway accidents, fatal, injury, and property daflia?
only (PDO) accidents. It uses a sample of police accide"'

reports to estimate national statistics. The sample used 
approximately 45,000 police accident reports each year.
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i

The study of traffic accidents is fundamentally different

om (nethods employed to observe other traffic parameters.
ecause accidents occur infrequently and at unpredictable

fles and locations, they cannot be directly observed and

udied in the field. All accident data come from secondary

iljrces-primarily police and motorist accident reports.

II [jasic information and data originates in these reports, and

system for collecting, storing, and retrieving this informa-
)n in a usable and efficient form, is an absolute necessity.

ie information is needed for a wide variety of purposes,

eluding:

1
.
 Identification of locations at which unusually high

numbers of accidents occur.

2
.
 DetaUed functional evaluations of high-accident loca-

tions to determine contributing causes of accidents.

3
. Development of general statistical measures of

various accident-related factors to give insight into
general trends, common causal factors, driver profiles,
and odier factors.

4
. Development of procedures that allow the identifi-

cation of hazards before large numbers of accidents
occur.

1
.
3

.1  Accident Reporting

e ultimate basis for all accident information is the individual

;ident report. These reports come in two types:

. Motorists' accident reports-filed by each involved
motorist in a traffic accident; required by state law for
all accidents with total property damage exceeding a
prescribed limit, and for all accidents involving
injuries and fatalities.

. Police accident reports-filed by an attendant police
officer for all accidents at which an officer is present.
These would generally include all fatal accidents,
most accidents involving a serious injury requiring
emeigency and/or hospital treatment, and PDO acci-
dents involving major damage. It is estimated that
police accident reports are filed for approximately
50% of all traffic accidents that occur.

These reports take a variety of forms, but they have a
nber of common features that always appear. The center-
;e is a schematic diagram illustrating the accident/Although
'fly done in many cases, these documents are a principal

rce of information for traffic engineers. Information on all
ers and vehicles involved is requested,

 as are notations of

probable causal elements. The names of people injured or
killed in the accident must be given, along with a general
assessment of their condition at the time ofthe accident

.
 Of

course, information on the location
, time, and prevailing envi-

ronmental conditions of the accident are also included
.

Police accident reports are the most reliable source of
information because the officer is trained and is a disinterested
party. Motorist accident reports reflect the bias of the motorist.
Also, there is one police accident report for an accident

,
 but

each involved motorist files an accident report, creating
several, often conflicting, descriptions of the accident.

 As

noted, the national data systems (PARS, GES) are based
entirely on police accident reports.

11.3.2 Manual Filing Systems

Although statewide and national computer-based record
systems are extremely valuable in developing statistical
analyses and a general understanding of the problem,

 the

examination of a particular site requires the details that exist
only in the written accident report. Thus it is still customary to
maintain manual files where written police accident reports
for a given location can be retrieved and reviewed.

Police accident reports are generally sent and stored in
three different locations;

. A copy of each form goes to the state motor vehicle
bureau for entry into the state's accident data systems.

. A copy of the form is sent to the central filing loca-
tion for the municipality or district in which the
accident occurred.

. A copy of the form is retained by the officer in his or
her precinct as a reference for possible court testimony.

The central file of written accident reports is generally
the traffic engineer's most useful source of information for the
detailed examination of high-accident locations,

 and the state's

(or municipality's) computer record systems are most useful
for the generation and analysis of statistical information.

Location Files

For any individual accident report to be useful, it must be easily
retrievabfe for some time after the occurrence of the accident

.

Because the traffic engineer must deal with the observed safety
deficiencies at a particular location, it is critical that the filing
system be organized by location. In such a system,

 the traffic

engineer is able to retrieve all of the accident reports for a given
location (for some period of time) easily.

i

i

0
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: i

There are many ways of coding accident reports
for location. For urban systems, a primary file is established
for each street or facility. Subfiles are then created for each
intersection along the street and for midblock sections, which
are normally identified by a range of street addresses. For
example, the following file structure might be set up to store
accident reports for all accidents occurring on Main Street:

Main Street

First Avenue

Second Avenue

Third Avenue

Foster Blvd.

Fourth Avenue

Lincoln Road

Fifth Avenue

100-199 Main Street

200-299 Main Street

300-399 Main Street

Etc.

Primary files must select a primary direction. For example, if
east-west is the primary direction, all primary files for east-west
facilities would include intersection and midblock subfiles.

 Primary files for north-south facilities are also needed
but would; contain subfiles only for midblock locations. All
intersection accident files would use the east-west artery as the

primary locator.
In rural situations, and on freeways and some express-

ways, the distances between intersections and street addresses
are generally too large to provide a useful accident-locating
system. Tenth-mile markers and mileposts are used where
these exist. Where these are not in place, landmarks and
recognizable-natural features are used in addition to addresses
and crossroads to define accident locations..

Central accident files are generally kept current for one
to three years. It is preferable to use a rotating system. At the
beginning of each month, all records from the previous (or
most distant) year for that month are removed. There is gener-
ally a "dead file" maintained for three to five years, after
which most records are discarded or removed to a warehouse

location. Use of microfiche can preserve files and allow them
to be filed for longer periods of time.

Accident Summary Sheets

A common approach to maintaining records for a longer
period of time is to prepare summary sheets of each year

'

s

accident records. These may be-Jcept indefinitely, wherea.
the individual accident forms are discarded in three i(
five years.

Figure 11.3 illustrates such a summary sheet, on whicf
all of the year

'

s accidents at one location can be reduced to;

single coded sheet. The form retains the basic type of acci
dent, the number and types of vehicles involved, their cardina
direction, weather and roadway conditions, and numbers oi
injuries and/or fatalities. Of course, such summary infomia
tion can also be maintained in a computer file.

11.3.3 Computer Record Systems

Two national computer record systems have been noted previ
ously: EARS and GES. Every state-as well as many large
municipalities and/or counties-maintains a computerized
accident record system. Computer record systems havelhe
advantage of being able to maintain a large number of acd
dent records, keyed to locations. Computer systems are also
able to correlate accident records with other data and infomia

tion. The detail of the individual accident diagram with it
accompanying descriptions is often lost,

 and information i>

limited to material that can be easily expressed as a series ol
alphanumeric codes.

Computer record systems serve two vital functions
(1) They produce regular statistical reports at prescribed inter
vals (usually annually), sorting accident data in ways thai
provide overall insight into accident trends and problems, and
(2) they can produce (On request) large amounts of data on
accidents at a specific location or set of locations.

 Moreovei

most computer record systems tie accident files to a numbe;
of other statewide information systems, including a highwa)
system network code, traffic volume files from regular couni
ing programs, and project improvement files. These cant*
correlated to compute statistics and to perform a variety $
statistical analyses.

Common types of statistical reports that are availabl'
from state computer accident systems include:

. Numbers of accidents by location, type of acciden'
type of vehicle, driver characteristics,

 time of da)
weather conditions, and other stratifications

. Accident rates by highway location and/or segntf111

driver characteristics, highway classificatiorii 
other variables

. Correlation of types of accidents versus contribuli11.1

factors

. Correlation of improvement projects with accid*
experience

:
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TRAFFIC ACCIDENT RECORD

LOCATION MARCUS ffl£. i mm£PARKRD. m

village mjEumoepm PRECINCT

ir

267     1.23.78    1645 fl N | SOU
282    1.21.78    1300 S S £ e

463    2.11.78    1805 S S    S S 8 e y i

855    3.11.78    1205 N fl BCD

1462   5
.
6

.
78    1612' U S A   6 D 1

1513    5
.

11
.
78    1315 MS A   6 D

1528   5
.
12

.
78   1645 S S S BCD

1569    5
.
15

.
78    1525 S U A   6 D 2

1675   5.24
.
78   m  U S A   f> U 1

1801    6
.
3

.
78    2039 U S

1831    6
.
6

.
78     1510 N

ARM 1

A   C D

2216   7.8.78    1201 /If U a e d

2219   7.8.78     0720 S U AGO 2

2248   7.10.78    POO  E £ BCD

2375   7.21.78    1610 S/£

2759   8.19.78   2015 N E
f A_JLJL

a e d

2787   8.22.78   0850 S. M

2791    8.22.78   1715 S

3310    10.1.78    1920 S

a e d

BCD

A  R U

3432   10.11.78   1235 S m A   C D

3531    10.19.78   0950 Iff U e e d

4217   12.7.78   0925 S S B .6 D

4234   12.8.78   1030 S E/S ARM 2

4281   12.10.78   1900 $ m a e d

Codes: A, right angle collision; B, rear-end collision; C, head-on collision; D, mv sideswiped (opposite direction);
E

, mv sideswiped (same direction); F, mv leaving curb; G, mv collided with parked mv; H, mv collided with fixed object;
1
, mv executing U-turn; 

"

K
, mv executing improper left turn; L, mv executing improper right turn; M, left-turn, head-on

collision; N, right turn, head-on collision; 0, pedestrian struck by mv; P, unknown; Q, hole in roadway; R, mv backing
against traffic; S, operator or occupant fell out of mv; T, person injured while hitchhiking ride on mv; U, mv collided with
separated part or object of another mv; V, mv and train collision; W, mv struck by thrown or fallen object; X, parked mv
(unattended) rolled into another mv or object; Y, towed mv or trailer broke free of towing vehicle; Z, mv and bicycle
in collision.

Figure 113: Illustrative Accident Summary Sheet

{Source: Courtesy of Nassau County Traffic Safety Board, Mineola, NY.)

ost states also honor requests from traffic professionals for
.pecial reports and statistical correlations, although these take
.omewhat longer to obtain because such inquiries must be
pecifically programmed. The regular statistical reports of

most states, however, provide a broad range of useful infor-
mation for the engineer, who should always be aware of the
capabilities of the specific state and local systems available
for use.
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11.4 Accident Statistics

Table 11.1 gave some basic information on traffic accidents in
the United States during 2007. Accident statistics are meas-
ures (or estimates) of the number and severity of accidents.
They should be presented in a way that is intended to provide
insight into the general state of highway safety and into
systematic contributing causes of accidents. These insights
can help develop policies, programs, and specific site
improvements intended to reduce the number and severity of
accidents. Care must be taken, however, in interpreting such
statistics because incomplete or partial statistics can be
misleading. Further, it is important to understand what each
statistic cited means and (even more important) what it does
not mean.

Consider a simple statistical statement: In the State of X,
male drivers are involved in three times as many accidents as
female drivers. This is a simple statement of fact. Its implica-
tions, however, are not as obvious as they might appear. Are
female drivers safer than male drivers in the State of X? It is

really not possible to say, given this fact alone. We would
need to know how many licensed male and female drivers
exist in the State of X. We would need to know how many
miles per year the typical male or female driver in the State
of X drives. If male drivers compile three times as many
vehicle-miles as do female drivers, then one might expect
them to

. have three times as many accidents". However, if
males and females each account for half the vehicle-miles in

the State of X, the higher number of accidents for male driv-
ers would be quite relevant. It is important, therefore, to
understand what various statistics mean and how they are
numerically constructed.

11.4.1 Types of Statistics

Accident statistics generally address and describe one of three
principal informational elements:

. Accident occurrence

. Accident involvements

. Accident severity

Accident occurrence relates to the numbers and types of
accidents that occur, which are often described in terms of

rates based on population or vehide-miles traveled. Accident
involvement concerns the numbers and types of vehicles and
drivers involved in accidents, with population-based rates a
very popular method of expression. Accident severity is

generally dealt with by proxy: The numbers of fatalities anc
fatality rates are often used as a measure of the seriousness
of accidents.

Statistics in these three categories can be stratified and

analyzed in an almost infinite number of ways, depending or.
the factors of interest to the analyst. Some common types oi

analyses include:

. Trends over time

. Stratification by highway type or geometric elemem

. Stratification by driver characteristics (gender, agei

. Stratification by contributing cause

. Stratification by accident type

. Stratification by environmental conditions

Such analyses allow the correlation of accident types
with highway types and specific geometric elements

,
 the.

identification of high-risk driver populations, quantifying the
extent of DUI/DWI influence on accidents and fatalities

,
 and

other important determinations. Many of these factors can be
addressed through policy or programmatic approaches.

Changes in the design of guardrails have resulted from the
correlation of accident and fatality rates with specific types
of installations. Changes in the legal drinking age and in tht
legal definition of DUI/DWI have resulted partially from
statistics showing the very high rate of involvement of this
factor in fatal accidents. Improved federal requirements or.
vehicle safety features (aiir bags,

 seat belts and harnesses

energy-absorbing steering columns, padded dashboards
have occurred partially as a result of statistics linking thesf
features to accident severity. All of these changes alsf
involved heavy lobbying of interested groups and speciai
studies demonstrating the impact of specific vehicle andM
highway design changes. These types of statistics,

 howevef

direct policy makers to key areas requiring attention
and research.

11.4.2  Accident Rates

Simple statistics citing total numbers of accidents,
 involve

ments, injuries, and/or deaths can be quite misleadin-
because they ignore the base from which they arise. Af
increase in the number of highway fatalities in a specifr
jurisdiction from one year to the next must be matchet
against population and vehicle-usage patterns to make f!
sense. For this reason, many accident statistics are present
in the form of rates.
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I

jpulation-Based Accident Rates

-cident rates generally fall into one of two broad categories:

tpulation-based rates, and exposure-based rates. Some

ifnrn0n bases for population-based rates include:

. Area population

. Number of registered vehicles

. Number of licensed drivers

. Highway mileage

lese values are relatively static (they do not change radically
er short periods of time) and do not depend on vehicle
age or the total amount of travel. They are useful in quanti-
ing overall risk to individuals on a comparative basis.
umbers of registered vehicles and licensed drivers may also
utially reflect usage.

Kposure-Based Accident Rates

tposure-based rates attempt to measure the amount of travel
. a surrogate for the individual's exposure to potential accident
tuations. The two most common bases for exposure-based
tesare:

. Vehicle-miles traveled

. Vehicle-hours traveled

he two can vary widely depending on the speed of travel,
id comparisons based on mileage can yield different insights
om those based on hours of exposure. For point locations,
ich as intersections, vehicle-miles or vehicle-hours have

;ry little significance. Exposure rates for such cases are
;vent-based" using total volume passing through the point to
.
fine "events."

True "exposure" to risk involves a great deal more than
st time or mileage. Exposure to vehicular or other conflicts
at are susceptible to accident occurrence varies with many
ctors, including volume levels, roadside activity, intersec-
:)n frequency, degree of access control, alignment, and many
hers. Data requirements make it difficult to quantify all of
ie,se factors in defining exposure. The traffic engineer should
- cognizant of these and other factors when interpreting
tposure-based accident rates.

ommon Bases for Accident and Fatality Rates

i computing accident rates,
 numbers should be scaled to

ioduce meaningful values. A fatality rate per mile of
-hide-travel would yield numbers with many decimal places

before the first significant digit and would be difficult to
conceptualize. The following list indicates commonly used
forms for stating accident and fatality rates:--

Population-based rates are generally stated according to:

. Fatalities
, accidents, or involvements per 100,

000

area population

. Fatalities, accidents, or involvements per 10,000 regis-
tered vehicles

. Fatalities
, accidents, or involvements per 10,

000
licensed drivers

. Fatalities, accidents, or involvements per 1,000 miles
of highway

Exposure-based rates are generally stated according to:

. Fatalities
,   accidents,   or   involvements per

100,000,000 vehicle-miles traveled

. Fatalities
, accidents, or involvements per 10,000

,
000

vehicle-hours traveled

. Fatalities
, accidents, or involvements per 1,

000,000

entering vehicles (for intersections only)

An Example in Computing Accident
and Fatality Rates

The following are sample gross accident statistics for a
relatively small urban jurisdiction in 2008:

Fatalities:

Fatal Accidents:

Injury Accidents:
PDO Accidents:

Total Involvements:

Vehicle-Miles Traveled:

Registered Vehicles:
Licensed Drivers:

Area Population:

75

60

300

2
,
000

4
,
100

1
,
500,000,000

100,000

150,000

300,000

In general terms, all rates are computed as:

Rate = Total* ScalejBase\ (11-1)

where: To/a/= total number of accidents
, involvements, or

fatalities

Scale = scale of the base statistic
,
 as "X" vehicle-miles

traveled

Base = total base statistic for the period of the rate

i
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Using this formula, the following fatality rates can be computed
using the sample data:

Rate 1 = 75*(l00,000 / 300,000
= 25 deaths per 100,000 population

Rate 2 = 75* 10,000 100,000
= 7

.5 deaths per 10,000 registered vehicles

Rate 3 = 75*  10,000J 150,000 j
= 5

.0 deaths per 10,000 licensed drivers

Rate 4 = 75*  100,000,0001,500,000,000 j
= 5

.0 deaths per 100,000,000 veh-mile

Similar rates may also be computed for accidents and involve-
ments but are not shown here.

Accident and fatality rates for a given county, city, or
other jurisdiction should be compared against past years, as
well as against state and national norms for the analysis year.
Such rates may also be subdivided by highway type, driver
age and sex groupings, time of day, and other useful break-
downs for analysis.

Severity Index

A widely used statistic for the description of relative accideni

severity is the severity index (SI), defined as the number of
fatalities per accident. For the data of the previous example
there were 75 fatalities in a total of 2

,360 accidents
. Thi

yields a severity index of:

5/
75

2360
0

.0318 deaths per accident

The severity index is another statistic that should be comparec
with previous years and state and national norms

, so thai

conclusions may be drawn with respect to the general severiiv
of accidents in the subject jurisdiction.

11.4.3  Statistical Displays and Their Use

Graphic and tabular displays of accident statistics can be
most useful in transmitting information in a clear and under-
standable manner. If a picture is worth 1,000 words, then a

skillfully prepared graph or table is at least as useful in force-
fully depicting facts. Figure 11.4 shows just one examples
graphic depiction of fatality statistics from the present to the
early years of motor vehicles and the availability of traffic
fatality records.
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Figure 11.4: Fatality Statistics: 1925-2000
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Death rates have steadily declined since the 1930s, even

lhoUgh number of deaths peaked in the 1960s and 1970s.

Declining death rates since the 1970s are due to a number of

factors, many of which have already been noted: the imposi-

tion of a national 55 mi/h speed limit, improved highway and

roadside design (including better guardrail, breakaway posts,

and impact-attenuating devices), and improved vehicle
design. Increased use of seat belts and harnesses, encouraged

by many state laws requiring their use, has also helped cut

down on fatalities and fatality rates.
The combined presentation of fatalities, fatality rates, and

vehicle-miles traveled on a single graph points out that the most

significant underiying problem in reducing fatalities is the ever-

rising trend in vehicle-miles traveled. Although engineers have
been able to provide a safer environment for motorists, increased
highway travel keeps the total number of fatalities high.

The statistics shown also mirror other factors in U.S.

history. During World War II, the increase in vehicle-miles
(raveled leveled off, and total highway fatalities and population-
based fatality rates dipped Between 1945 and 1950, however,
traffic fatalities increased alarmingly as service men and women
returned home and onto the nation's highways.

Careful displays of accident statistics can tell a com-
pelling story, identify critical trends, and spotlight specific
problem areas. Care should be taken in the preparation of such

displays to avoid misleading the reviewer; when the engineer
reviews such information, he or she must analyze what the
data says, and (more importantly), what Wrdaes not say.

11.4.4 Identifying High-Accident
Locations

A primary function of an accident record system is to regularly
identify locations with an unusually high rate of accidents
and/or fatalities. Accident spot maps are a tool that can be used
to assist in this task.

Figure 11.5 shows a sample accident spot map. Coded pins
or markers are placed on a map. Color or shape codes are used to
indicate the category and/or severity of the accident.

 Modem

computer technology allows such maps to be electronically gen-
erated. To allow this, the system must contain a location code
system sufficient to identify specific accident locations.

Computer record systems can also produce lists of
accident locations ranked by either total number of accidents
occurring or by defined accident or fatality rate. It is useful to
examine both types of rankings because they may yield
significantly different results. Some locations with high
accident numbers reflect high volumes and have a relatively
low accident rate. Conversely, a small number of accidents

!

.  

Q         ;    .      i r-I f ff1 

?
 i Lincoln       Street ->A (i

toenaauj hAve 1
.1   .JpZ-o-  '.'- T (i    l- V--J

 Pi r fp-rrrn n nri
 

< 
 
 
 

L Peyton Place   [
_

  < £

. I [East |. I   Stevens   | |strect| |
 _

J |    . | [ 
Graham Street

Q

Z

~

loi
Ruth I I Place

  O «  

 

I  I   1 I I [frlaple

   . . .

Legend Fatal OtherO
Motor vehicle vs pedestrian O O

E
<

in
.o

 n i-
Poplar|1

Q

r I iBouiei . I r 1 0:
Clintoij I vard | |

 _

|   | _J *\ o
O

Other motor vehicle
Other traffic A A

PEJtS
11

-0-
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occurring at a remote location with very little demand can
produce a very high accident rate. Although statistical rank-
ings give the engineer a starting point, judgment must still be
applied in the identification and selection of sites most in need
of improvement during any given budget year.

One common approach to determining which locations
require immediate attention is to identify those with accident
rates that are significantly higher than the average for the
jurisdiction under study. To say that the accident rate at a
specific location is 

"significantly
"

 higher than the average,
only those locations with accident rates in the.highest 5% of
the (normal) distribution would be selected. In a one-tailed
test, the value of z (on the standard normal distribution) for

Prob(z) < 0.95 is 1.645. The actual value of z for a given acci-
dent location is computed as:

z
X\ - X

s

(11-2)

where: x\ = accident rate at the location under consideration
* = average accident rate for locations within the

jurisdiction under study
s - standard deviation of accident rates for locations

within the jurisdiction under study

If the value of z must be at least 1.645 for 95% confidence, the

minimum accident rate that would be considered to be signif-
icantly higher than the average may be taken to be:

j:, > 1.645  + jc (11-3)

Locations with a higher accident rate than this value would be
selected for specific study and remediation. Note that in com-
paring average accident rates, similar locations should be
grouped (i.e., accident rates for signalized intersections are
compared to those for other signalized intersections; midblock
rates are compared to other midblock rates, etc.).

. Consider the following example: A major signalized inter-
section in a small city has an accident rate of 15.8 per 1,000,000
entering vehicles. The database for all signalized intersections in
the jurisdiction indicates that the average accident rate is 12.1 per
1
,000,000 entering vehicles, with a standard deviation of 2.5 per

1
,000,000 entering vehicles. Should this intersection be singled

out for study and remediation? Using Equation 11-3:

15.8 > (1.645
*

2
.5)+ 12.1 = 16.2

For a 95% confidence level, the observed accident rate does

not meet the criteria for designation as a significantly higher
accident rate.

An important factor that tempers statistical identification
of high-accident locations is the budget that can be applied to
remediation projects in any given year. Ranking systems are

important because they can helj) jset priorities. Priorities are
necessary whenever funding is insufficient to address all
locations identified as needing study and remediation. A juris
diction may have 15 locations that are identified as havint

significantly higher accident rates than the average. However
if funding is available to address only 8 of them in a given

budget year, priorities must be established to select projects foi

implementation.

11.4.5   Before-and-After Accident

Analysis

When an accident problem has been identified,
 and an

improvement implemented, the engineer must evaluate whetha
or not the remediation has been effective in reducing the num-
ber of accidents and/or fatalities. A before-and-after analysis
must be conducted. The length of time considered before and
after the improvement must be long enough to observe changes
in accident occurrence. For most locations

, periods ranginj
from three months to one year are used. The length of tk
"

before" period and the "after" period must be the same.

The normal approximation test is often used to make
this determination. This test is more fully discussed in
Chapters 7 and 10. The statistic z is computed as:

fs-LA
(11-41

where:  = number of accidents in the "after" period
fB = number of accidents in the "before" period
Z\ = test statistic representing the reduction in accidei*

on the standard normal distribution

The standard normal distribution table of Chapter 7 is entei*
with this value to find the probability of z being equal to of
less than zi-lf Prob [z < Z\]  0.95,

 the observed reduction it

accidents is statistically significant. Note that this is a one
tailed test, and that only an observed reduction in accideni-
would be tested. An increase is a clear sign that the remedi3
tion effort failed.

Because the number of accidents may be small,
sample sizes may not be sufficient to justify use of the norm31

approximation. It is more accurate to use the Poisson distribu
tion and a modified binomial test. Figure 11.6 shows grapt"1
criteria for rejecting the null hypothesis (i.e.,

 that there I*
been no change in accident occurrence). The curve is enlf*'
with the number of accidents in the "before" period,

 and 
percentage decrease in accidents in the "after" period. If'1,

point plots above the appropriate decision line (one line is'0,
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Source: Used with permission oflransportation Research Board, Weed, R., "Research Decision Criteria for Before-and-After Analyses,

"

Transportation Research Record 1069, Washington DC, 1986, p. 11.)

ident reductions
,
 the other for accident increases), the

erved change is statistically significant
Consider the following problem: A signal is installed at

igh-accident location to reduce the number of right-angle
idents that are occurring. In the six-month period prior to
filing the signal, 10 such accidents occurred. In the six-

nth period following the installation of the signal, six

h accidents occurred
. Was this reduction statistically

lificant?

Using the normal approximation test, the statistic z is
computed as:

z

10-6

VToTe

4
- = 1.00
4

From the standard normal distribution table of Chapter 7,

Prob [z < 1.00] = 0.8413 < 0.95. The reduction in accidents
observed is not statistically significant.
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Figure 11.7: Before and After Experiment with Control Conditions
{Source: Used with permission of Prentice-Hall Inc., Manual of Traffic Engineering Studies. Institute of Transportation Engineers,
Washington DC, 1994, p. 368:)

Given the small sample size involved, it may be better to
use the modified binomial test The percent reduction in acci-
dents for the "after" period is 4/10, or 40%. A point is plotted
on Figure 11.6 at (10,40). This point is clearly below the deci-
sion line for accident reductions. Therefore, the observed acci-

dent reduction is not statistically significant. If the decision
curve is entered with 10 "before" accidents, the minimum per-
centage reduction needed for a "significant" result is 70%.

Technically, there is a serious flaw in the way that most
before-and-after accident analyses are conducted. There is
generally a base assumption that any observed change in acci-
dent occurrence (or severity) is due to the corrective actions
implemented. Because the time span involved in most studies
is long, however, this may not be correct in any given case.

If possible, a control experiment or experiments should
be established. These control experiments involve locations
with similar accident experience that have not been treated with
corrective measures. The controls establish the expected
change in accident experience due to general environmental
causes not influenced by corrective measures. For the subject
location, the null hypothesis is that the change in accident expe-
rience is not significandy different from the change at observed
control locations. Figure 11.7 illustrates this technique.

Although desirable from a statistical point of view,
 Ik

establishment of control conditions is often a practical profr
lem, requiring that some high-accident locations be lefi
untreated during the period of the study; For this reason,

 man)

before-after studies of accidents are conducted without suck
control conditions.

11.5 Site Analysis

One of the most important tasks in traffic safety is the stud}
and analysis of site-specific accident information to identil}
contributing causes and to develop site remediation measure-
that will lead to improved safety.

Once a location has been statistically identified as-
"

high-accident" location, detailed information is required if-
two principal areas:

I
. Occurrence of accidents at the location in questiff

2
. Environmental and physical conditions existing2:1

the location

 i

The analysis of this information must identify the envi j
ronmental and physical conditions that potentially or actual!) j

I
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ontribute to the observed occurrence of accidents. Armed

.
ith such analyses, engineers may then develop countermea-

ures to alleviate the problem(s).
The best information on the occurrence of accidents

s compiled by reviewing all accident reports for a given

acation over a specified study period. This can be done

sing computer accident records, but the most detailed data

.ill be available from the actual police accident reports on
He. Environmental and physical conditions are established
,y a thorough site investigation conducted by appropriate

ield personnel. Two primary graphical outputs are then
.repared:

1
.
 Collision diagram

2
.
 Condition diagram

11.5.1  Collision Diagrams

A collision diagram is a schematic represeStation of all acci-
dents occurring at a given location over a specified period.

Depending on the accident frequency, the "specified period"
usually ranges from one to three years.

Each collision is represented by a set of arrows,
 one for

each vehicle involved, which schematically represents the
type of accident and directions of all vehicles. Arrows are
generally labeled with codes indicating vehicle types, date
and time of accident, and weather conditions.

The arrows are placed on a schematic (not-to-scale)
drawing of the intersection with no interior details shown. One
set of arrows represents one accident. Note that arrows are not

Symbol used Interpretation Symbol used

Vehicle-type symbols

Interpretation

Accident-type symbols

(T)

(B)

(Q

(O)

Passenger car

Truck

Bus

Cycle

Other

Pedestrian

Movement symbols

Left turn

Right turn

Straight

Severity symbols

PDO

Injury

Fatal

Rear-end

Head-on

Right angle

Other angle
(opposing directions)

Other angle
(common directions)

Sideswipe
(common directions)

Sideswipe
(opposing directions)

Out-of-control

Collision with

fixed object

Figure 11.8: Symbols Used in Collision Diagrams
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Figure 11.9: An Illustrative Collision Diagram

necessarily placed at the exact spot of the accident on the
drawing. There could be several accidents that occurred at the
same spot, but separate sets of arrows would be needed to
depict them. Arrows illustrate the occurrence of the accident
and are placed as close to the actual spot of the accident as
possible.

Figure 11.8 shows the standard symbols and codes
used in the preparation of a typical collision diagram.
Figure 11.9 shows an illustrative collision diagram for an
intersection.

The collision diagram provides a powerful visual
record of accident occurrence over a significant period of
time. In Figure 11.9, it is clear that the intersection has expe-
rienced primarily rear-end and right-angle collisions, with
several injuries but no fatalities during the study period.
Many of the accidents appear to be clustered at night. The
diagram clearly points out these patterns, which now must
be correlated to the physical and control characteristics of
the site to determine contributing causes and appropriate
corrective measures.

11.5.2  Condition Diagrams

A condition diagram describes all physical and environmenta
conditions at the accident site. The diagram must show all geo
metric features of the site, the location and description of al
control devices (signs, signals, markings, Jighting, etc.), and al
relevant features of the roadside environment

,
 such as the loca

tion of driveways, roadside objects, land uses,
 and so on. Tin

diagram must encompass a large enough area around the loca
tion to include all potentially relevant features. This may rang1
from several hundred feet on intersection approaches to a qu21
ter to a half mile on rural highway sections.

Figure 11.10 illustrates a condition diagram. It'
for the same site and time period as the collision diagr
of Figure 11.9. The diagram includes several hundred feeto
each approach and shows all driveway locations and th1

commercial land uses they serve. Control details incM
signal locations and timing, location of all stop lines a"'

crosswalks, and even the location of roadside trees, wh'0

could conceivably affect visibility of the signals.
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1.
5

.3 Interpretation of Condition
and Collision Diagrams

his brief overview chapter cannot fully discuss and present
I types of accident site analyses. The objective in analyzing
)Ilision and condition diagrams is straightforward: Find
mlributing causes to the observed accidents shown in the
)llision diagram among the design, control, operational, and
wironmental features summarized on the condition dia-

am. Doing so involves virtually all of the traffic engineer
'

s

lowledge, experience, and insight, and the application of
ofessional judgment.

Accidents are generally grouped by type. Predominant
pes of accidents shown in Figure 11.9 are rear-end and
ght-angle collisions. For each type of accident, three ques-
ts should be asked:

I
.
 What driver actions led to the occurrence of such

accidents?

2
. What existing conditions at the site could contribute

to drivm taking such actions?

3
. What changes can be made to reduce the chances of

such actions taking place?

Rear-end accidents occur when the lead vehicle stops
suddenly or unexpectedly and/or when the trailing driver fol-
lows too closely for the prevailing speeds and environmental
conditions. Although "tailgating" by a following driver can-
not be easily corrected by design or control measures,

 a num-

ber of factors evident in Figures 11.9 and 11.10 may con-
tribute to vehicles stopping suddenly or unexpectedly.

The condition diagram shows a number of driveways
allowing access to and egress from the street at or near the
intersection itself. Unexpected movements into or out of
these driveways could cause mainline vehicles to stop
suddenly. Because of these driveways, STOP lines are
located well back from the sidewalk line, particularly in the
northbound direction. Vehicles, therefore

, are stopping at
positions not normally expected, and following drivers may
be surprised and unable to respond in time to avoid a colli-
sion. Potential corrective actions include closing some or
all of these driveways and moving STOP lines closer to
their normal positions.
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Other potential causes of rear-end actions include signal
timing (insufficient 

"

yellow
" and "all red" intervals), signal

visibility (do trees block approaching drivers
' views), and

roadway lighting adequacy (given that most of the accidents
occur at night).

Right-angle collisions indicate a breakdown in the right-
of-way assignment by the signal. Signal visibility must be
checked and the signal timing examined for reasonableness.
Again, insufficient "yellow" and "all red" intervals could release
vehicles before the competing vehicles have had time to clear
the intersection. If the allocation of green is not reasonable,
some drivers will "jump" the green or otherwise disregard it

At this location, some of the causes compound each
other. The setback of STOP lines to accommodate driveways,
for example, lengthens the requirements for "all red" clear-
ance intervals and, therefore, amplifies the effect of a shortfall
in this factor.

This analysis is illustrative. The number of factors
that can affect accident occurrence and/or severity at any

given location is large indeed. A systematic approach, how-
ever, is needed if all relevant factors are to be identified and

dealt with in an effective way. Traffic safety is not an iso-
lated subject for study by traffic engineers. Rather, every-
thing traffic engineers do is linked to a principal objective
of safety. The importance of building safety into all traffic
designs, control measures, and operational plans is empha-
sized throughout this text.

11.6 Development of
Counter measures

The ultimate goal of any general or site-specific safety analy-
sis is the development of programmatic or site-specific
improvements to mitigate the circumstances leading to those
accidents. Each case, however, has its own uniqire characteris-
tics that must be studied and analyzed in detail. Program
development must consider national, regional, and local sta-
tistics; site remediation requires detailed collision and condi-
tion information.

Programmatic countermeasures are used to attack sys-
temic safety problems that prevail throughout the highway
system. These measures generally involve education and/or
control of drivers, vehicles, or highway design features.
Table 11.3 provides a sampling of systemic problems and
the types of programmatic approaches that are used to
address them.

Table 11.3 presents only a small sampling of the thou-
sands of legislative and programmatic measures that have

been developed to improve highway safety. There are pro.

grams that address specific user groups, such as pedestrians
and child passengers in vehicles. There are programs thai

address a class of problems, such as impaired driving dueio
alcohol or drug use. There are programs that address desb
standards, such as bumper heights and provision of air bap
and other safety devices in vehicles and on roadways. The ke\
is that this scale of effort is intended to address systemic and
persistent problems that have been studied, and where sucli
study has identified potential ways of improving the situation

The list of site-specific accident countermeasures i*
enormous because the number of accident situations that car
arise is, for all intent and purposes, almost infinite. Table

11.4 summarizes a listing of accident types, probable con
tributing causes, and potential countermeasures from a 1981
study [7]. Again, the listing is intended to be purely illustra
tive and it is certainly not exhaustive. It does provide insighi
into the linkages between observed accident occurrence and
specific measures designed to combat it.

11.7 Closing Comments

This chapter provides a very general overview of the impor'
tant subject of highway safety and accident studies. The sulv
ject is complex and covers a vast range of material
Everything the traffic engineer does, from field studies, w
planning and design, to control and operations, is related H1
the provision of a safe system for vehicular travel. Thefral

fic engineer is not alone In the focus on highway safel)
Many other professionals, from urban planners to lawyersio
public officials, also have an abiding interest in safe travel
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fable 11-3: Illustrative Programmatic Safety Approaches

Target Group

Drivers

Drivers

Drivers

Vehicles

- -
 
'

Highways

Highways

:>;
:
;|

Intersections

Problem Area Sample Strategies or Programs

Ensuring driver competency 1
. Implement graduated licensing system.

2
. Develop and implement improved competency

training and assessment procedures for entry-level
drivers.

3
. Increase effectiveness of license suspension and

revocation procedures.
4

. Develop and provide technical aids such as simulators
and electronic media for private self-assessment and
improvement of driver skills.

Reducing impaired driving 1
. Implement stronger legislation to reduce drinking and

driving.
2

. Develop and implement sobriety checkpoints and
saturation enforcement blitzes.

3
. Develop and implement a comprehensive public

awareness campaign.

Keeping drivers alert 1
. Retrofit rural and other fatigue-prone facilities with

shoulder nimble strips.
2

. Provide 24-hour "coffee stops" along fatigue-prone
facilities.

Increasing safety enhancements
in vehicles

1
. Implement educational programs on the use of

antilock brake systems and other vehicle safety
features.

2
. Strengthen regulations requiring incorporation of safety

features on vehicles and their use by motorists and
passengers.

Keeping vehicles on the
roadway

1
. Improve driver guidance through installation of better

pavement markings and delineation.
2

. Implement a targeted rumble-strip program.
3

. Improve highway maintenance.
4

. Develop better guidance to control variance in speed
through combinations of geometric, control, and
enforcement techniques.

Reducing the consequences of leaving
the roadway

1
. Provide improved 

.
practices for the selection,

installation, and maintenance of upgraded roadside
safety hardware (guardrail, impact-attenuating
devices

, etc.)
2

.
 

. Implement a program to remove hazardous trees or
other natural roadside hazards.

3
. Install breakaway sign and lighting posts.

Reducing intersection
accidents

1
.
 Install and use automated methods to monitor and

enforce intersection traffic control.

2
. Implement more effective access control strategies with

a safety perspective.

i     ' Wee; Excerpted from Institute of Transportation Engineers, The Traffic Safety Toolbox: A Primer on Traffic Safety, Washington DC, pp. 8-11.)
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Table 11.4: Illustrative Site-Specific Accident Countermeasures

Accident

Pattern

Left turn,
head-on

Rear-end at

unsignalized
intersection

Rear-end at

signalized
intersection

Right angle at
signalized
intersection

Right angle at
unsignalized
intersection

Pedestrian-vehicle

Wet pavement

Probable

Cause"

Possible

Countermeasures
Accident

Pattern

A

B

C

D

E

A

E

F

G

H

1

J

A

G

H

J

K

L

M

B

E

H

N
.

0

P

B

E

H

I

L

P

Q

R

S

T

G

T

1-11

3
,
6
,

12-15

16, 17

3

15

4
,

13, 18

15

14

15,19-22

23

10,24

25

3
,
4
,

13,18

15,19-22

23

25,26

12,14,15,27-32

16,17.33

34

B 6,12,14,15,35,36

E 15,16,37

H 23

K 14,27-32,38

L 11,16.17.33,39,40
N 14

0 2,11

6
,

10,12,14,15,24,

35,36,41,42

15,16,37

23

14

10,43

44,45

12,25,35,46

14,15.45,47

23

10,25,26

11

26

47,48

49

14,15,47,50

51-53

15,19-22,62

53

Ran off

roadway

Fixed

object

Parked or

parking
vehicle

Sideswipe or
head-on

Driveway-related

Train-vehicle

Night

Probable

Cause"

E

G

H

K

U

V

w

X

Y

E

G

H

T

U

Z

AA

F

T

BB

CC

DD

EE

E

T

U

W

X

Y

FF

A

B

E

H

GG

HH

11

B

E

G

K

T

JJ

KK

LL

MM

K

V

X

FF

J
Possible

Countermeasures*

15

15, 19-22

23

54

55-58

14,53,59

60

6

61

15

20,22, 55
,
62

23

53

14,63

58,64-67

68

15

69

35

70

45,50,71

1
,
43

15,72, 73

53

1
,
55

60

6
, 13,74

61

38,75

13,18, 35
, 55,

72,76 .

12,15,32,35

15

23

77-81

43,79,82

6
, 10,74

12,14, 24, 83-85
15

62

23,54

36,42, 53

11

86

87

88

14,23, 59

14,59, 89

14,53, 59, 89
44,90

(Continue6
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I

Table       Ulustrative Site-Specific Accident Countermeasures (Continued)
'Key to provable causes:
a       Large turn volume

Restricted sight distance
Amber phase too short
Absence of left-turn phase
Excessive speed
Driver unaware of intersection

Slippery surface
Inadequate roadway lighting
Lack of adequate gaps
Crossing pedestrians
Poor traffic control device (TCD) visibility

Inadequate signal timing
Unwarranted signal
Inadequate advance intersection warning signs
Large total intersection volume
Inadequate TCDs
Inadequate pedestrian protection
School crossing area
Drivers have inadequate warning of
frequent midblock crossings

B

C

D

E

F

G

H

1

J

K

L

M

N

0

P

Q
R

S

T Inadequate or improper pavement markings
U Inadequate roadway design for traffic conditions
V Inadequate delineation
W Inadequate shoulder
X Inadequate channelization
Y Inadequate pavement maintenance
Z Fixed object in or too close to roadway
AA Inadequate TCDs and guardrail
BB Inadequate parking clearance at driveway
CC Angle parking
DD Illegal parking
EE Laige parking turnover
FF Inadequate signing
GG Improperly located driveway
HH Large through traffic volume
II Large driveway traffic volume
JJ Improper traffic signal preemption timing
KK Improper signal or gate warning time
LL Rough crossing surface
MM Sharp crossing angle

hKey to possible countermeasures:
1 Create one-way street
2 Add lane

3 Provide left-tum signal phase
4 Prohibit turn

5 Reroute left-tum traffic

6 Provide adequate channelization
7 Install stop sign
8 Revise signal-phase sequence
9 Provide turning guidelines for multiple left-tum lanes

10 Provide traffic signal
II Retime signal
12 Remove signal
13 Provide lura lane

14 Install or improve waming sign
15 Reduce speed limit
16 Adjust amber phase
17 Provide all-red phase
18 Increase curb radii

19 Overlay pavement
20 Provide adequate drainage
21 Groove pavement
22 Provide "slippery when wet" sign
23 Improve roadway lighting
24 Provide stop sign
25 Install or improve pedestrian crosswalk TCDs
26 Provide pedestrian signal
27 Install overhead signal
28 Install 12-inch signal lenses
29 Install signal visors

30 Install signal back plates
31 Relocate signal
32 Add signal heads
33 Provide progression through a set of signalized intersections
34 Remove signal
35 Restrict parking near comer/crosswalk/driveway
36 Provide markings to supplement signs
37 Install rumble strips
38 InaattHluminated street name sign
39 InstaD multidial signal controller
40 InstaD signal actuation
41 InstaD yield sign
42 Install limit lines

43 Rernde through traffic
44 Upgrade TCDs
45 Increase enforcement

46 Reroute pedestrian path
47 Install pedestrian barrier
48 InstaH pedestrian refuge island
49 Use crossing guard at school crossing area
50 Prohibit parking
51 InstaD thermoplastic markings
52 Provide signs to supplement markings
53 Improve or install pavement markings
54 Increase sign size
55 Widen lane

56 Relocate island

57 Close curb lane

58 InstaD guardrail

{Continued)
j
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Table 11.4: Illustrative Site-Specific Accident Countermeasures (Continued)

f

59 Improve or install delineation
60 Upgrade roadway shoulder
61 Repair road surface
62 Improve skid resistance
63 Provide proper superelevation
64 Remove fixed object
65 Install barrier curb

66 Install breakaway posts
67 Install crash cushioning device
68 Paint or install reflectors on obstruction

69 Mark parking stall limits
70 Convert angle to parallel parking
71 Create off-street parking
72 Install median banier

73 Remove constriction such as parked vehicle
74 Install acceleration or deceleration lane

75 Install advance guide sign
76 Increase driveway width
77 Regulate minimum driveway spacing
78 Regulate minimum comer clearance
79 Move driveway to side street
80 Install curb to define driveway location
81 Consolidate adjacent driveways
82 Construct a local service road

83 Reduce grade
84 Install train-actuated signal
85 Install automatic flashers or flashers with gates
86 Retime automatic flashers or flashers with gates
87 Improve crossing surface
88 Rebuild crossing with proper angle
89 Provide raised markings
90 Provide illuminated sign

(Source: Reprinted with permission of Prentice-Hall Inc., from Robertson, Hummer, and Nelson (Editors), Manual of Traffic Engineering
Studies, Institute of Transportation Engineers, Washington DC, 1994, pp,214,215.)

5. Ogden, K.W., Safer Roads: A Guide to Road Safety
Engineering, Avebury Technical, Brookfield, VT,
1996.

6. Trinca, G., et al., Reducing Traffic Injury-A Global
Challenge. Royal Australian College of Surgeons,
Melbourne, Australia, 1988.

Number of fatalities 15

PI

r

7
. Robertson, H.D., Hummer, J.E., and Nelson, D.C.

(Editors), Manual of Transportation Engineering
Studies, Institute of Transportation Engineers, Prentice
Hall, Upper Saddle River, NJ, 1994.

Problems

11-1. Consider the following data for 2008 in a small subur-
ban community:

. Number of accidents 360

Fatal 10

Injury 36
PDO 314

. Area population 50,
000s

. Registered vehicles 35,
000

. Annual VMT 12
,
000,000

. Average speed 30 mi/h

Compute all relevant exposure- and population
based accident and fatality rates for this data. Compaif
these to national norms for the current year. (Hint:
the Internet to locate current national norms.)

11-2. A before-and-after accident study results in 25 aca L
dents during the year before a major improvement f
an intersection, and 15 the year after. Is this reducliot
in accidents statistically significant? What statistic3
test is appropriate for this comparison? Why?

11-3. Consider the collision and condition diagrams illu-
trated here. Discuss probable causes of the acciden1

'

observed. Recommend improvements,
 and illustr*

them on a revised condition diagram.

i
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12

r

Parking

12.1 Introduction

Every person starts and ends each trip as a pedestrian. With
the exception of drive-through facilities now present at such
varied destinations as banks and fast-food restaurants, travel-

ers generally leave from their origins as pedestrians and enter
their destinations as pedestrians. In terms of trips using pri-
vate automobiles, the pedestrian portion of the trip starts or
ends at a parking

.space.

At the residential trip end, private vehicles are accessed
in private driveways and garages, in on-street parking spaces,
or in nearby off-street lots or garages. At the other end of the
trip, the location and nature of parking opportunities depends
heavily on the land-use function and density as well as on a
wide variety of public policy and planning issues,

For land to be productively used, it must be accessible.
Although public transportation can be a major part of provid-
ing accessibility in dense urban areas, for the most part,
accessibility depends on the supply, convenience, and cost of
parking facilities. Major activity centers, from regional
shopping malls to sports facilities to airports, rely on signifi-
cant parking supply to provide site accessibility. Without such
supply, these facilities could not operate profitably over a
substantial period of time.

The economic survival of most activity centers,
therefore, is directly related to parking and other forms of
access. Parking supply must be balanced with other forms of
access (public transportation), the traffic conditions created
by such access, and the general environment of the activity
center. Although economic viability is most directly related to

the availability of parking, the environmental impacts o
generated traffic may have negative effects as well.

This chapter provides an overview of issues related to
parking. The coverage is not intended to be exhaustive, and
you are encouraged to consult the available literature for mote
complete and detailed treatments of the subject. This chaptci
addresses four key parking issues:

. Parking generation and supply needs

. Parking studies and characteristics

. Parking facility design and location

. Parking programs

Each is covered in the sections that follow
.

12.2 Parking Generation
and Supply Needs

The key issue in parking is a determination of how man!
spaces are required for a particular development and whet'
they should be located. These requirements lead to locall)
based zoning regulations on the minimum numbers o

'

spaces that need to be provided when a development'
'

built.

The need for parking spaces depends on many factor-
some of which are difficult to assess. The type and size f-
land use(s) in a development is a major factor,

 but so is &
general density of the development environment and 
amount and quality of public transportation access availa

1

1

r

(

f

£

f

t

{

I
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12.2.1 Parking Generation

The most comprehensive source of parking generation infor-

mation is the Institute of Transportation Engineers
'

 Parking

Generation [1]. The third edition of this basic reference was

published in 2004, but updates are provided periodically,

an(] you are encouraged to consult the latest edition directly

for up-to-date criteria. Material in this text is based on the

(hird edition.

Parking generation relates the maximum observed num-
ber of occupied parking spaces to one underlying variable that
is used as a surrogate for the size or activity level of the land use
involved. Early studies reported in Parking Principles [2] estab-
lished preferred and alternative variables for establishing park-
ing generation rates. These variables are listed in Table 12.1.

A summary of parking generation rates and relation-
ships, compiled from Reference 1,

 is shown in Table 12.2.

Table 12.2 shows only a sample oFthe parking genera-
tion data from Parking Generation. Data for other uses are
included in Parking Generation, but many categories are
backed up with only small sample sizes. Even for those land
uses included, the number of sites used to calibrate the values

is not always impressive, and the R2 values often connote sig-
nificant variability in parking characteristics.

For this reason, it is always preferable to base projec-
tions of parking needs on locally calibrated values, using sim-
ilar types of land uses and facilities as a basis.

Consider the case of a small office building, consisting
of 25,000 square feet of office space. What is the peak park-
ing load expected to be at this facility? From Table 12.2 for

Table 12.1: Typical Parking Generation Specification Units

Type of Land Use

Single-Family Residential

Apartment Residential

Shopping Center

Other Retail

Office

Industrial

Hospital
Medical/Dental

Nursing Home
Hotel/Motel

Restaurant

Bank

Public Assembly

Bowling Alley

Library

Parking-Related Unit

Preferred

Per Dwelling Unit

Per Dwelling Unit
with range by number
of bedrooms

Per 1,000 sqftGLA
*

Per 1,000 sq ft GFA

Per Employee

Per Employee

Per Employee
Per Doctor

Per Employee
Per Unit

Per Seat

Per 1,000 sq ft GFA
Per Seat

Per Lane

Per 1,000 sq ft GFA

**

Alternate

Per Dwelling Unit
with range by number
of bedrooms

Per Dwelling Unit

N/A

N/A

Per 1,000 sq ft GFA

Per 1,000 sq ft GFA
Per Bed

Per Office

Per Bed

N/A

Per 1,000 sq ft GFA
N/A

N/A

Per 1,000 sq ft GFA
N/A

*GLA = gross leaseable area.
**GLA = gross floor area.
{Source: Used with peraiission of Transportation Research Board, "Parking Principles," Special Report 125,
Washington DC, 1971, Table 3-1, p. 34.)
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Table 12.2: Typical Parking Generation Rates

Land Use* Avg Rate Per Equation R2

Residential-Low/Mid-

Rise Apartment (Wkdy)

Residential-High-Rise
Apartment (Wkdy)

Residential-

Condominium/Townhouse

(Wkdy)
Hotel (Wkdy)

Motel (Wkdy)

Resort Hotel (Wkdy)

Industrial-Light (Wkdy)

Industry-Industrial Park
(Wkdy)

Industry-Warehousing
(Wkdy)

Medical-Urban Hospital
(Wkdy)

Medical-Clinic (Wkdy)

Office-Office Building
(Wkdy)

Shopping-Shopping .
Center (Sat-December)

Restaurant-Quality
Restaurant (Sat)

Restaurant-Urban

Family Restaurant

Recreation-Movie

Theater (Sat)

Recreation-

Health/Fitness Club

(Wkdy)

Religion-Church or
Synagogue (Sat/Sun)

1
.
20

1
.
37

1
.
46

0
.
91

0
.
90

1
.
42

0
.
75

1
.
27

0
.
41

1
.
47

4
.
33

2
.
84

4
.
74

17.20

10.1

0
.
26

5
.
19

7
.
81

Dwelling Unit

Dwelling Unit

Dwelling Unit

Room

Room

Room

1
,000 sqftGFA

1
,000 sq ft

GFA

1
,000 sqft

GFA

Bed

1
,000 sqft

GFA

1
,000 sqft

GFA

1
,000 sqft

GLA

1
,000 sqft .

GFA

1
,000 sq ft

GFA

Seat

1
,000 sqft

GFA

1
,000 sq ft

GFA

P = 1.43 X - 46.0

P = 1.04X + 130.0

P = 96.8 Ln X - 272

P = 1.13X - 60

P - 1.03 X - 24

N/A

P - 0.61 X + 6

P = 0.76 X + 26

P = 0.41 X - 5

N/A

P = 4.24 X + 1

P = 2.51 X + 27

P = 4.59X + 140

N/A

N/A
.

P = 0.60X - 542

P = 3.62X + 27

N/A

0
.
93

0
.
85

0
.
90

0
.
75

0
.
76

N/A

0
.
81

0
.
66

0
.
87

N/A

0
.
99

0
.
91

0
.
84

N/A

N/A

0
.
65

0
.
61

N/A

'

Parking generation shown for peak day of the week.
P = peak number of parking spaces occupied; X = appropriate underlying variable shown in the Per column.

(Source: Compiled from "Parking Generation," 3rd Edition, Institute of Transportation Engineers, Washington DC, 2004.)

No. of Studies

19

7

32

14

5

3

7

8

13

23

6

173

82

7

21

6

20

11 '
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office buildings, the average peak parking occupancy is 2.84
thousand square feet of building area, or in this case,

84*25
 = 71 parking spaces. A more precise estimate might

be obtained using the equation related to facility size:

P = 2.5 IX + 27 = (2.51*25) + 21 = 90 spaces

This presents a significant range to the engineer-from
71 to 90 parking spaces needed. Thus, although these general

ouidel'1168 can P1"0 6 some i igto into parking needs, it is

important to do localized studies of parking generation to

augment national norms.

A 1998 study provides additional data on parking gen-
eration [3]- Over 400 shopping centers were surveyed, result-
ing in the establishment of recommended 

"parking ratios,
" the

number of spaces provided per 1,000 square feet of gross
leaseable area (GLA). Centers were categorized by total size
(in GLA), and by the percentage of total center GLA occupied
by movie houses, restaurants, and other entertainment uses.
The results are summarized in Table 12.3.

The guidelines were established such that the 20th peak
parking hour of the year is accommodated (i.e., there are only
19 hours of the year when parking demand would exceed the
recommended values). Parking demands, accommodate both

patrons and employees.

Table 123: Recommended Parking Ratios from a 1998
Study

Center Size

(Total GLA)

% Usage by Movie Houses,
Restaurants, and Other

Entertainment

0%   5%   10%   15% 20%

. 0 -399,999 
.

400,000-419,999

420
.
000-439,999

440
,
000-459,999

460
,
000-479,999

480
,
000-499,999

500
,
000-519,999

520
,
000-539,999

540
,000-559,999

560
,000-579,000

580
,000-599,999

600
.000-2 00

,
000

4
.
00

4
.
00

4
.
06

4
.
11

4
.
17

4
.
22

4
.
28

4
.
33

4
.
39

4
.
44

4
.
50

4
.
50

4
.
00

4
.
00

4
.
06

4
.
11

4
.
17

4
.
22

4
.
28

4
.
33

4
.
39

4
.
44

4
.
50

4
.
50

4
.
00

4
.
00

4
.
06

4:11

4
.
17

4
.
22

4
.
28

4
.
33

4
.
39

4
.
44

4
.
50

4
.
50

4
.
15

4
.
15

4
.
21

4
.
26

4
.
32

4
.
37

4
.
43

4
.
48

4
.
54

4
.
59

4
.
65

4
.
65

4
.
30

4
.
30

4
.
36

4
.
41

4
.
47

4
.
52

4
.
58

4
.
63

4
.
69

4
.
74

4
.
80

4
.
80

Source: Used with permission of Urban Land Institute, Parking
foiuirements for Shopping Centers, 2nd Edition, Washington DC,
"99

.
 compiled from Appendix A, Recommended Parking Ratios.)
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Where movie theaters, restaurants, and other entertain-

ment facilities occupy more than 20% of the GLA,
 a "shared

parking"

 approach is recommended. Parking requirements
would be predicted for shopping facilities

'

, and for movies,
restaurants, and entertainment facilities separately. Local
studies would be used to establish the amount of overlapping
usage that might occur (e.g., spaces used by shoppers in the
afternoon would be used by movie patrons in the evening).

Consider the following case: a new regional shopping
center with 1,000,000 square feet of GLA is to be built. It is
anticipated that about 15% otthe GLA will be occupied
by movie theaters, restaurants, or other entertainment
facilities. How many parking spaces should be provided?
From Table 12.3, the center as described would require a
parking ratio of 4.65 spaces per 1,000 square feet GLA, or
4

.65*1,000 = 4,650 parking spaces.
Reference 4 presents a more detailed model for predict-

ing peak parking needs. Because the model is more detailed,

additional input information is needed to apply it. Peak park-
ing demand may be estimated as:

D
NKRP*pr

0
(12-1)

where: D - parking demand, spaces

N = size of activity measured in appropriate units
(floor area, employment, dwelling units, or other
appropriate land-use parameters)

K = portion of destinations that occur at any one time

/? = person-destinations per day (or other time
period) per unit of activity

P = proportion of people arriving by car

O = average auto occupancy

pr = proportion of persons with primary destination
at the designated study location

Consider the case of a 400,000-sq-ft retail shopping
center in the heart of a central business district (CBD). The
following estimates have been made:

. Approximately 40% of all shoppers are in the CBD
for other reasons {pr = 0.60).

. Approximately 70% of shoppers travel to the retail
center by automobile (P = 0.70).

. Approximate total activity at the center is estimated to
be 45 person-destinations per 1,000 square feet of gross
leasable area, of which 20% occur during the peak
parking accumulation period (R = 45; K = 0.20).

. The average auto occupancy of travelers to the shopping
center is 1.5 persons per car (0 = 1.5).
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Because the unit of size is 1,000 square feet of gross
leasable area, N - 400 for this illustration. The peak park-
ing demand may now be estimated using Equation 12-1 as:

D
400*45*0.20*0.70*0.60

1
.
5

1
,008 parking spaces

This is equivalent to 1,008/400 = 2.52 spaces per
1
,
000 ft of GLA.

Although this technique is analytically interesting, it
requires that a number of estimates be made concerning park-
ing activity. For the most part, these would be based on data
from similar developments in the localized area or region or
on nationwide activity information if no local information is
available.

12.2.2 Zoning Regulations

Control of parking supply for significant developments is gener-
ally maintained through zoning requirements. Local zoning reg-
ulations generally specify the minimum number of parking
spaces that must be provided for developments of specified type
and size. Zoning regulations also often specify needs for handi-
capped parking and set minimum standards for loading zones.

Reference 4 contains a substantial list of recommended

zoning requirements for various types of development in 
"sub-

urban" settings. "Suburban" settings have little transit access,
no significant ride sharing, and little captive walk-in traffic to
reduce parking demands. The recommendations are based on
satisfying the 85th percentile demand (i.e., a level of demand
that would be exceeded only 15% of the time) and are summa-
rized in Table 12.4. Zoning requirements are generally set 5%
to 10% higher than the 85th percentile demand expectation.

The recommended zoning requirements of Table 12.4
would be significantly reduced in urban areas with good transit
access, captive walk-in patrons (people working or living in the
immediate vicinity of the development), or organized car-pool-
ing programs. In such areas, the modal split characteristics of
users must be determined, and parking spaces may be reduced
accordingly. Such a modal split estimate must consider local
conditions because this can vary widely. In a typical small
urban community, transit may provide 10% to 15% of total
access; in Manhattan (New York City), less than 5% of major
midtown and downtown access is by private automobile.

In any parking facility, handicapped spaces must be pro-
vided as required by federal and local laws and ordinances.
Such standards affect both the number of spaces that must be
required and their location. The Institute of Transportation

Engineers [4] recommends the following minimum standards
for provision of handicapped spacesr

. Office-0.02 spaces per 1,000 sq ft CPA

. Bank-1 to 2 spaces per bank

. Restaurant-0
.30 spaces per 1,000 sq ft GFA

. Retail (< 500,000 sq ft GFA)-0.075 spaces pt;
1
.000 sq ft GFA

. Retail (> 500,000 sq ft GFA)-0.060 spaces pei
1
,000 sq ft GFA

In all cases, there is an effective minimum of one hand-
icapped space.

12.3 Parking Studies and
Characteristics

A number of characteristics of parkers and parking have a sig-
nificant influence on planning. Critical to parking supply
needs are the duration, accumulation

, and proximity require
ments of parkers. Duration and accumulation are related char
acteristics. If parking capacity is thought of in terms of
"

space-hours,
"

 then vehicles parked for a longer duration con
sume more of that capacity than vehicles parked for only a
short period. In any area, or at any specific facility, the goal is
to provide enough parking spaces to accommodate the maxi
mum accumulation on a typical day.

12.3.1 Proximity: How Far Will
Parkers Walk?

Maximum walking distances that parkers will tolerate vary wilii
trip purpose and urban area size. In geineral,

 tolerable waUcin!

distances are longer for work trips than for any other type of trip
perhaps because of the relatively long duration involved. Longff
walking distances are. tolerated for off-street parking spaces *
opposed to on-street (or curb) parking spaces.

 As the urban aifl

population increases, longer walking distances are experiencftl
The willingness of parkers to walk certain distances l"

(or from) their destination to their car must be well understood
because it will have a significant influence over where parki":
capacity must be provided. Under any conditions,

 drivers tew

to seek parking spaces as close as possible to their destinatioi
Even in cities of large population (1 to 2 million),

 75% ofdriv
ers park within a quarter mile of their final destination.

Table 12.5 shows the distribution of walking distant
between parking places and final destinations fn urban area
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Table 12.4: Recommended Parking Space Zoning Requirements in Suburban Settings

Land Use Unit

Parking Spaces Per Unit

Peak Parking
Demand3

Recommended Zoning
Requirement

Residential

Single Family
Multiple Family
Efficiency/Studio
1 Bedroom Apt
2 or more Bedroom Apt
Elderly Housing
Accessory D.U.

Commercial Lodging
Hotel/Motel

Sleeping Rooms

Medical TVeatment

Hospitals

Medical Center

Business Offices

General Office:

< 30
,000 sqft

>30)000sqft
Banks

Branch Driverln

Bank w/walk-in

window services

Retail Services

General Retail

Personal Care

Coin Operated
Laundries

Dwelling Unit
Dwelling Unit
Dwelling Unit
Dwelling Unit
Dwelling Unit
Dwelling Unit
Dwelling Unit

2
.
0

2
.
0

1
.
0

1
.
5

2
.
0

0
.
7

1
.
0

2
.
0

2
.
0

1
.
0

1
.
5

2
.
0

0
.5 + I space/day shift employee

1
.
0

Bedroom

Bedroom

1
.
2

1
.
0

1
.0 + spaces for restaurant, lounge, meeting

rooms + 0.25 per day shift employee
1

.0 + 2.0 for resident manager

Bed

Bed

2
.
5

5
.
5

Higher of:
2
.
1 -OR-

0
.33 + 0.4/employee + 0.2/outpatient

+ 0.25/staff physician
Higher of:
6J0-OR-

0
.5 + 0.4/employee +

0
.2/outpatient + 0.25/staff
physician + 0.33/student

1
,000 sq ft GFA

1
,000 sq ft GFA

1
,000 sqft GFA

3
.
0

3
.
3

3
.
5

4
.
0

3
.
3

3
.
6

5
.
6

1
,000 sqft GFA

1
,000 sqft GFA

Wash/Dry Clean
Machine

2
.
2

3
.
5

0
.
5

2
.
4

Higher of:
4

.
0-OR-

2/treatment station

0
.
5

(Continued)
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Table 12.4: Recommended Parking Space Zoning Requirements in Suburban Settings (Cb/i/mMgrf)

Land Use Unit

Parking Spaces Per Unit

Peak Parking
Demand3

Recommended Zoning
Requirement

Retail Goods

General Retail

Convenience Store

Hard Goods Store

Shopping Centers:
<400,000 sq ft GLA
400,001-600,000

>600,000 sq ft GLA

1
,000 sqftGFA

1
,000 sq ft GFA

1
,000 sqftGFA

1
,000 sqftGFA

3
.
0

4
.
0

3
.
0

4
.
5

5
.
0

5
.
5

3
.
3

4
.
4

2
.5 + 1.5/1,000 sq ft interior storage and

exterior display/storage

4
.
7

5
.
2

5
.
8

Food and Beverage
Quality Restaurant
Family Restaurant
Fast-Food Restaurant

1
,000 sqftGLA

1
,000 sq ft GLA

1
,000 sqftGLA

20.0

11.2

15.4

22.0 + banquet/meeting room needs
12.3 + banquet/meeting room needs

16.9 (kitchen, serving counter, waiting
areas) + 0.5/seat

Educational

Elem/Secondary

College/University

Day-Care Center

Classroom

Population

Employee

1
.
5

N/A

N/A

1
.5 (include classrooms and other rooms

used by students and faculty)
+ 0.25/student of driving age

1
.0/daytime staff and faculty + 0.5/resident

and commuting student
1
.0 .+ 0.1/licensed enrollment capacity

Cultural, Entertainment,
and Recreational

General Public

Assembly
General Recreation

Auditorium, Theater

or Stadium

Church

Max. Occupancy

Max. Occupancy
Seat

Seat

N/A

N/A

0
.
35

N/A

0
.
25

0
.
33

0
.
38

0
.
50

Industrial

General Employee 0
.
60-1.00 1

.0+ 1.0/1,000 sqftGFA

Storage, Wholesale
or Utility

General 1
,000 sqftGFA N/A 0

.50 + required spaces for office or sales areas

Typically, the 85th percentile demand, based on analysis of comparative studies.
{Source: Used with permission of Eno Foundation for Transportation, Weant, R., and Levinson, H., Parking, Westport CT, 1990; reformat1
from Table 3-2, pp. 42 and 43.)

!
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Table 12.5: CBD Walking Distances to Parking Spaced

Distance

% Walking This
Distance or Further

MilesFeet

0
0

0
.
05

250
0
.

10500
0
.

14750
0
.

19
1
,
000

0
.
28

1
,
500

0
.
38

2
,
000

0
.
57

3
,
000

0
.
76

4
.
000

0
.
95+

5
,
000+

Mean Range

100

70

50

35

27

16

10

4

3

1

60-80

40-60

25-45

17-37

8-24

5-15

0-8

0-6

0-2

{Source: Used with permission of Eno Foundation for Transpor-
tation, Weant, R., and Levinson, H., Parking, Westport CT, 1990,
Table .6-3, p. 98.)

The distribution is based on studies in five different cities
(Atlanta, Pittsburgh, Dallas, Denver, and Seattle), as reported
in Reference 4.

As indicated in this table, parkers like to be close to their
destination. Half (50%) of all drivers park within 500 feet of their
destination. Figure 12.1 shows average walking distances to and
from parking spaces versus the total urban area population.

Again, these data emphasize the need to place parking
capacity in close proximity to the destination(s) served. Even
in an urban region of over 10 million population, the average
walking distance to a parking place is approximately 900 feet.

Trip purpose and trip duration also affect the walking dis-
tances drivers are willing to accommodate." For shopping or
other trips where things must be carried, shorter walking dis-
tances are sought. For short-term parking, such as to get a
newspaper or a takeout order of food, short walking distances
are also sought. Drivers will not walk 10 minutes if they are
going to be parked for only 5 minutes. In locating parking
capacity, general knowledge of parkers' characteristics is
important, but local studies would provide a more accurate pic-
ture

. In many cases, however, application of common sense and
professional judgment is also an important component.

12.3
.2 Parking inventories

One of the most important studies to be conducted in any over-
ill assessment of parking needs is an inventory of existing
parking supply. Such inventories include observations of the
number of parking spaces and their location,

 time restrictions
"n use of parking spaces, and the type of parking facility

1
,
400

5£ <U

|£ 1,000
a e

800
S

"5
SI

600
«5 S

0Q Q 400
wo

s S
200

a

0
10 100 1

,000 10
,
000

Urbanized Area Population (Thousands)

Figure 12.1: Average Walking Distance by Urbanized
Area Population

{Source: Used with permission of Eno Foundation for
Transportation, Weant, R., and Levinson, H., Parking,
Westport CT, 1990, Fig. 6.5, p. 98.)

(e.g., on-street, off-street lot, off-street garage). Most parking
inventory data is collected manually, with observers canvass-

ing an area on foot, counting and noting curb spaces and appli-
cable time restrictions

, as well as recording the location, type,
and capacity of off-street parking facilities. Use of intelligent
transportation system technologies have begun to enhance the
quantity of information available and the ease of accessing it.
Some parking facilities have begun to use electronic tags (such
as EZ Pass) to assess fees. Such.a process, however, can also
keep track of parking durations and accumulations on a real-
time basis. Smart parking meters can provide the same types
of information for curb parking spaces.

To facilitate the recording of parking locations,
 the

study area is usually mapped and precoded in a systematic
fashion. Figure 12.2 illustrates a simple coding system for
blocks and block faces. Figure 12.3 illustrates the field sheets
that would be used by observers.

Curb parking places are subdivided by parking restric-
tions and meter duration limits. Where several lines of a field
sheet are needed for a given block face, a subtotal is prepared
and shown. Where curb spaces are not clearly marked,

 curb

lengths are used to estimate the number of available spaces,

using the following guidelines:

. Parallel parking: 23 ft/stall

. Angle parking: 12.
0 ft/stall

. 90-degree parking: 9.
5 ft/stall

Although the parking inventory basically counts
the number of spaces available during some period of
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Figure 12.2: Illustrative System for Padcing Location Coding
{Source: Used with permission of Institute of Transportation Engineers, Box, P., and Oppenlander, J., Manual of Traffic Engineerini
Studies, 4th Edition, Washington DC, 1976, Figs. 10-1 and 10-2. p. 131.)

interest ften the 8- to 11-hour business day-parking sup-
ply evaluations must take into account regulatory and time
restrictions on those spaces and the average parking duration
for the area. Total parking supply can be measured in terms of
how many vehicles can be parked during the period of interest
within the study area:

Consider an example in which a 11-hour study oi
an area revealed that there were 450 spaces available for the
full 12 hours, 280 spaces available for 6 hours, 150 spaces
available for 7 hours, and 100 spaces available for 5 hours
The average parking duration in the area was 1.4 hours
Parking supply in this study area is computed as:

(12-2) P = {

[(450*12) + (280*6) + '

(150*7) + (100*5)]

1
.
4

fj where: P - parking supply, vehs
N = no. of spaces of a given type and time restriction
T = time that N spaces of a given type and

time restriction are available during the study
period, hrs

D = average parking duration during the study period,
hrs/veh

F = insufficiency factor to account for turnover-
values range from 0.85 to 0.95 and increase as
average duration increases

5
,
548 vehs

»*0
.
90

where an insufficiency factor of 0.90 is used.
This result means that 5,548 vehicles could be parked in

the study area over the 11 -hour period of the study. It does
mean that all 5,548 vehicles could be parked at the same til*
This analysis, however, requires that the average parki":
duration be known. Determining this important factor 
discussed in the next section.

Inventory data can be displayed in tabular form, 
ally similar to that illustrated in Figure 12.3,

 or it can
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i

AREA OF INVENTORY -

DATE OF INVENTORY -

BLOCK FACILITY
STREET AND ALLEY STALLS OFF-STREET PARKING

PRIVATE PUBLIC

TOTAL

STALLS

DATE
.

.
COMPILED BY_

Figure 12.3: A Parking Inventory Field Sheet
(Source: Used with permission of Institute of Transportation Engineers, Box, P., and Oppenlander, J., Manual of Traffic Engineering
Studies, 4th Edition, Washington DC, 1976, Fig. 10-3, p. 133.)

graphically displayed on coded maps. Maps provide a good
overview but cannot contain the detailed information pro-
vided in tabular summaries. Therefore, maps and other
graphic displays are virtually always accompanied by tables.

12.3.3 Accumulation and Duration

Parking accumulation is defined as the total number of vehi-
cles parked at any given time. Many parking studies seek to
establish the distribution of parking accumulation over time
10 determine the peak accumulation and when it occurs. Of
course, observed parking accumulations are constrained by
parking supply; thus parking demand constrained by-lack of
supply must be estimated using other means.

Nationwide studies have shown that parking accumula-
tion in most cities has increased over time. Total accumulation

in an urban area, however, is strongly related to the urbanized
area population, as illustrated in Figure 12.4.

Parking duration is the length of time that individual
vehicles remain parked. This characteristic, therefore, is a dis-

tribution of individual values
,
 and both the distribution and

the average value are of great interest.
Like parking accumulation, average parking durations are

related to the size of the urban area
, with average duration

increasing with urban area population, as shown in Figure 12.5.
Average duration also varies considerably with trip purpose,

 as

indicated in Table 12
.
6

,
 which summarizes the results of studies

in Boston in 1972 and Charlotte in 1987
.

From Table 12.6, it is obvious that durations vary
widely from location to location.

 The Charlotte results are

100,000
1972

.2

19883

1965

10,000
.
5

a.

1
.
000

10 100 1
,000 10,000

Urbanized Area Population (Thousands)

Figure 12,4: Parking Accumulation in Urbanized Areas
by Population

(Source: Used with permission of Eno Foundation for
Transportation, Weant, R., and Levinson, H., Parking, Westpori
CT, 1990, Fig. 6.8, p. 100.)

quite different from those obtained in Boston. Thus local
studies of both parking duration and parking accumulation are
important elements of an overall approach to the planning and
operation of parking facilities.

The most commonly used technique for observing
duration and accumulation characteristics of curb parking and
surface parking lots is the recording of license plate numbers
of parked vehicles. At regular intervals ranging from 10 to
30 minutes, an observer walks a particular route (usually up

I



260 CHAPTER 12 PARKING

7

(A

6
X

5
.2

OS

4
u

.

= 3

a. 2

1

10 100 1,000 10,000

Urbanized Area Population (Thousands)

Figure 12 J: Parking Duration Versus Urbanized Area
Population

(Source: Used with permission of Eno Foundation for
Transportation, Weant, R., and Levinson, H., Parking,
Westport CT, 1990, Fig. 6.4, p. 97.)

one block face and down the opposite block face) and records
the license plate numbers of vehicles occupying each parking
space. A typical field sheet is shown in Figure 12.6.

Each defined parking space is listed on the field sheet
prepared for the specific study, along with any time restrictions
associated with it. A variety of special notations can be used to
indicate a variety of circumstainces, such as "T" for truck,
"TK" for illegally parked and ticketed vehicle, and so m. One
observer can be expected to observe up to 60 spaces every 15
minutes. Study areas, therefore, must be carefiiily mapped to
allow planning of routes for complete data coverage.

Analysis of the data involves several summaries and com-
putations that can be made using the field sheet information:

. Accumulation totals
.
 Each column of each field sheet

is summed to provide the total accumulation of
parked vehicles within each time period on each
observer's route.

. Duration distribution. By observing the license plate
records of each space, vehicles can be classified as
having been parked for one interval, two intervals,
three intervals, and so on. By examining each line of
each field sheet, a duration distribution is created.

. Violations
. The number of vehicles illegally parked,

either because they occupy an illegal space or have
exceeded the legal time restriction of a space, should
be noted. 0

Table 12.6: Average Urban Parking Durations by Trip
Purpose "~

Trip Purpose

Average Duration
(hours, minutes)

Boston

(1972)

Work

Manager

Employee
All

5h, 30m

5h, 59m

Charlotte

(1987)

8h, Sm

Personal Business 2h, 6m

Sales/Employment
Business

Ih, 5m

2h
,
 14m

Service

Recreational

Shopping
Other

2h,9m

2h, 18m

Ih, 57m

3h, 12m

All Purposes
(Average)

3h,32m

Ih, 29m.

4h, 17m

4h
,
 20m Ih, 41m

(Source: Used with permission of Eno Foundation for Transput
tation, Weant, R., and Levinson, H., Parking, Westport CT, 1990.
Table 6-2

, p. 97.)

The average parking duration is computed as:

D
X

N
(12-3'

T

where: D = average parking duration,
 h/veh

Nx = number of vehicles parked for x intervals

X = number of intervals parked
/ = length of the observation interval

,
 h

NT = total number of parked vehicles observed

Another useful statistic is the parking turnover ra'f
TR. This rate indicates the number of parkers that,«'
average, use a parking stall over a period of one hour. If
computed as:

TR
NT

Ps*Ts
(12
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LICENSE PLATE CHECK FIELD DATA SHEET

City_

?r?, WRIGHT

.DatelO MAY 1978 Recorded by JQNES_ side of street JL

_
 between. 5

.
 and. 6 th

Codes: 000 last three digits of license number. / tor repeat number from prior circuit for empty space

Space and
Regulation

Tune circuit begins

07 07
30

5 ttr

08 PS3' 09 09H 10 10 1 11 |l1 30tl200

X-WALK
NPHC

IHRM
M 631  (Z)971

"M

DRIVEWAY
512 346  019

IHRM
Z
- _

613
-   - 118 

.M
M

117 220  989

FIRE HYP

- 148 396 

IHRM 042 - 216 
NPHC

X-WALK

774

A
th

Figure 12.6: A License-Plate Parking Survey Sheet
(Source: Used with permission of Institute of Transportation Engineers, Box, P, and Oppenlander, J., Manual of Traffic Engineering
Studies, 4th Edition, Washington DC, 1976, Fig. 10-6, p. 140.)

here: TR = parking turnover rate, veh/stall/h
A'j' = total number of parked vehicles observed
Pj = total number of legal parking stalls

7$ = duration of the study period, h

The average duration and turnover rate may be com-
ited for each field sheet, for sectors of the study area, and/or
Tthe study area as a whole. Table 12.7 shows a typical field
ieet resulting from one observer

's route. Table 12.8 shows

iw data from individual field sheets can be summarized to

toin areawide totals.

S = 2,118 total parkers observed.

Note that the survey includes only the study period.
ius vehicles parked at 3:00 pm will have a duration that
ds at that time

, even though they may remain parked for an
ditional time period outside the study limits. For conven-
Ke

, only the last three nunAers of the license plates are
corded; in most states

,
 the initial two or three letters/num-

rs represent a code indicating where the plate registration

was issued. Thus these letters/numbers are often repetitive on
many plates.

The average duration for the study area,
 based on the

summary of Table 12.8 (b) is:

D

(875*1*0.5) + (490*2*0.5) + (308*3*0.5)
+ (275*4*0.5) + (143*5*0.5) + (28*6*0.5)

2119

D = 1.12h/veh

The turnover rate is:

2119
TR = =0.20 veh/stall/h

The maximum observed accumulation occurs at

11:00 am from Table 12.8 (a), and is 1,410 vehicles
,
 which

represents use of (1,410/1,500)* 100 = 94% of available

spaces.

0
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Table 12.7: Summary and Computations from a Typical Parking Survey Field Sheet

Pkg

Space

Time

8:00 8:30 9:00 9:30 10:00 10:30 11:00 11:30 12:00 12:30 1:00 1:30 2:00 2:30

1

2

3

4

5

hydrant
1-hr

1-hr

1-hr

1-hr

1- hr

2- hr

2-hr

2-hr

2-hr

470

175

333

211

861

380

500

380

412

400

222

301

406

101

675

509

392

484

895

442

115

V .
214

525

781

V

909

882

618

703

705

531

251

136

307

>/

420

811

696

818

209

7

242TK

819

V

772

140

900

616

707

J

422

444

J

248

940

666

/
v

201

V

855 999

3:00

070

158

401

906

688

835

299

903

797

V

696

685

J

288

628

893

892

412

807

Accum. 6 7 12 13 11 12 13 10 11 10 12 11

*A11 data for Block Face 61; timed spaces indicate parking meter limits; J = same vehicle parked in space.

11 8 9

For off-street facilities, the study procedure is somewhat
altered, with counts of the number of entering and departing
vehicles recorded by 15-minute intervals. Accumulation
estimates are based on a starting count of occupancy in the
facility and the difference between entering and departing
vehicles. A duration distribution for off-street facilities can also

be obtained if the license-plate numbers of entering and depart-
ing vehicles are also recorded.

As noted earlier, accumulation and duration observa-

tions cannot reflect repressed demand due to inadequacies in
the parking supply. Several findings, however, would serve to
indicate that deficiencies exist:

Large numbers of illegally parked vehicles

Large numbers of vehicles parked unusually long dis-
tances from primary generators

Maximum accumulations that occur for long periods of
the day and/or where the maximum accumulation is vir-
tually equal to the number of spaces legally available

Even these indications do not reflect trips either not
made at all or those diverted to other locations because of

parking constraints. A cordon-count study (see Chapter 9)
may be used to estimate the total number of vehicles bolh

parked and circulating within a study area, but trips not madf
are still not reflected in the results.

12.3.4 Other Types of Parking Studies

A number of other techniques can be used to gain infonna
tion concerning parked vehicles and parkers. Origins of
parked vehicles can be obtained by recording the license
plate numbers of parked vehicles and petitioning the stai£
motor vehicle agency for home addresses (which atf
assumed to be the origins). This technique, which requiitf
special permission from state authorities, is frequently usd
at shopping centers, stadiums, and other large trip attractors

Interviews of parkers are also useful and are most easil)
conducted at large trip attraction locations.

 Basic inforniatif1
on trip purpose, duration, distance walked,

 and so on, can
obtained. In addition

, however, attitudinal and backgrou"1'
parker characteristic information can also be obtained togai"

greater insight into how parking conditions affect users.
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.V;

Table 12.8: Summary Data for an Entire Study Area Parking Survey

Block

No.

61

62

180

.
 181

Accumulation for Interval (1,500 Total Stalls)

8:00 8:30 9:00 9:30 10:00 10:30 11:00 11:30 12:00 12:30 1:00 1:30 "2:00 2:30 3:00

6

5

7

7

7

10

8

5

12

15

13

18

13

14

13

16

11

16

18

12

12

18

14

14

13

17

15

13

10

15

15

11

11

15

11

11

10

10

14

10

12

9

16

10

.v.

i)

I
m

I

sr9

bolti

nai

Total 806 900 1106 1285 1311 1300 1410 1309 1183 1002

11

9

10

10

11

7

9

6

8

7

9

6

9

8

6

5

920 935 970 726 694

(a) Summarizing Field Sheets for Accumulation Totals

Block

Face No.

Number of Intervals Parked

1 2 3 4 5 6

61

62

180

181

28

32

24

35

17

19

15

17

14

20

12

11

9

7

10

9

2

1

3

4

1

3

0

2

Total 875 490 308 275 143 28

(b) Summarizing Field Sheets for Duration Distribution

12.4 Design Aspects of Parking
Facilities

)niu Off-street parking facilities are provided as surface lots or park-
ns ol ing garages. The latter may be above ground, below ground, or a
ense combination of both

.
 The construction costs of both surface lots

siati and garages vary significantly depending on location and spe-
n ait cific site conditions

. In general, surface lots are considerably
quires cheaper than garages. Typically, surface lots cost between
' usal $1000 and $3

,000 per space provided. Garages are more com-
ictois plex, and below-ground garages are far more costly than above-
easil) ground structures

. Typical costs for above-ground garages range
natiot fron, $g

?Qoo t0 $ 000 per space; below-ground garages may
:an cost between $20

,000 and $35,000 per space (1). The decision
rouini of how to provide off-street parking involves many considera-
o gaiE iiuns

, including the availability of land, the amount of parking
"ceded

, and the cost to provide it.

Reference 4 lists three key objectives in the design of a
parking facility:

. A parking facility must be convenient and safe for the
intended users.

. A parking facility should be space efficient and
economical to operate.

. A parking facility should be compatible with its
environs.

Convenience and safety involve many issues, including
proximity to major destinations, adequate access and egress
facilities (including reservoir space), a simple and efficient
internal circulation system, adequate stall dimensions, and
basic security. The latter refers to security against theft of vehi-
cles and security from muggings and other personal crimes.

Space efficiency implies that although appropriate circulation,

stall, and reservoir space must be provided, parking facilities

;

i



.1

264 CHAPTER 12 PARKING

should be designed to maximize parking capacity and
minimize wasted space. The third objective involves issues of
architectural beauty and ensuring that the facility and the
vehicle-trips it generates do not present a visual or auditory
disruption to the environment in its immediate area.

12.4.1 Some Basic Parking Dimensions

Basic parking dimensions are based on one of two "design
vehicles.

" Some parking facilities make use of separated park-
ing areas for "small cars" to maximize total parking capacity.
Figure 12.7 illustrates the basic criteria for the two design
vehicles used in parking facility design:

. Large cars

. Small cars

Parking Stall Width

Parking stalls must be wide enough to encompass the vehicle
and allow for door-opening clearance. The minimum door-
opening clearance is 22 inches, but this may be increased to

12.4

26 inches where turnover rates are high. Only one door-openinj
clearance is provided per stall because ihe parked vehicle and lis
adjacent neighbor can use the same clearance space. For largf
cars, the parking stall width should range between 77 + 22 = 95
(8.25 ft) and 77 + 26 = 103 (8.58 feet).

Reference 5 recommends the use of four parking
classes, depending on turnover rates and typical users
Recommended design guidelines for large-car stall widths arc
shown in Table 12.9.

For small cars, these guidelines suggest a parking stall
width between 66 + 22 = 88 inches (7.3 ft) and 66 + 26 =
92 inches (7.7 ft). A 7.6-foot design standard is often applied to
small-car stall widths. Reference 5 suggests a design width o(
8

.0 ft for parking classes A and B (Table 12.9), and 7.5 ft for

parking classes C and D.

Parking Stall Length and Depth

Parking stall length is measured parallel to the parking angle.

It is generally taken as the length of the design vehicle
plus 6 inches for bumper clearance. This implies a length of
215 + 6 = 221 inches (18.4 feet) for large cars and 175 +
6 = 181 inches (15.1 feet) for small cars.

Ob-L

. 
:

T

jLL
R

f /

W = overall width, inches

L = overall length, inches
0R = rear overhang, ft
0B = body overhang from center of

reartire,ft

t
r
 = width from center of rear tires

,
 ft

Minimum Turning Radius
r = inside rear wheel

,
 ft

R = outside point, front bumper,
 ft

R' = outside point, rear bumper, ft

Dimension Design Vehicle

Width, W (inches)
Large Car

77

Small Car

66

Length, L (inches) 215 175

Outside Front Bumper Radius,/? (ft) 20.5 18.0

Inside Rear Wheel Radius, r (ft) 12.0 9
.
6

Rear Width,/, (ft) 5
.
1 4

.
6

Body Overhang, Rear Tire, 0B (ft)
Rear Radius,«'(ft)

 0.63

17.4

0
.
46

15.0

Figure 12.7: Design Vehicles for Parking Design
{Source: Used with permission of Eno Foundation for Transportation, Weant, R., and Levinson, H., Parking, Westport CT, 1990,
reformatted from Table 8-1, p. 157.)
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Table 12.9: Stall Width Design Criteria for Various Parking Classifications

Parking

Class

Stall Width

(ft)

Typical 'Riniover

Low Medium High Typical Uses

:
s

,

to

9

ie
.

le

of

+

 ;

A

B

C

D

9:00

8
.
75

8
.
50

8
.
25

X

.
 X

X

X

X

X

Retail customers, banks
,
 fast foods

,

other very high turnover facilities.

Retail customers, visitors.

Visitors
, office employees,

residential, airport, hospitals.
Industrial, commuter

,
 universities.

{Source: Used with permission of Institute of Transportation Engineers, Guidelines for Parking Facility Location and
Design: A Recommended Practice of the ITE, Washington DC, 1994, Table 1, p. 7.)

The depth of a parking stall is the 90° projection of the
design vehicle length and 6-inch bumper clearance. For a 90

°

parking stall, the length and depth of the stall are equivalent.
For other-angle paricing, the depth of the stall is smaller than
the length.

Aisle Width

Aisles in parking lots must be sufficiently wide to allow driv-
ers to enter and leave parking stalls safely and conveniently in
a minimum number of maneuvers, usually one on entry and
two on departure; As stalls become narrower, the aisles need
lo be a bit wider to achieve this. Aisles also carry circulating
traffic and accommodate pedestrians Walking to or from their
vehicles. Aisle width depends on the angle of parking and on
whether the aisle serves one-way or two-way traffic.

12.4.2 Parking Modules

A "parking module" refers to the basic layout of one aisle
with a set of parking stalls on both sides of the aisle. There are
many potential ways to lay out a parking module. For 90°

stalls
, two-way aisles are virtually always used because vehi-

cles may enter parking stalls conveniently from either
approach direction. Where angle parking is used, vehicle may
enter a stall in only one direction of travel and must depart in
the same direction

. In most cases, angle parking is arranged
using one-way aisles,

 and stalls on both sides of the aisle are

arranged to permit entries and exits from and to the same
direction of travel

. Angle stalls can also be ananged such that
stalls on one side of the aisle are approached from the oppo-
site direction as those on the other side of the aisle.

 In such

cases
, two-way aisles must be provided. Figure 12.8 defines

the basic dimensions erf a parking module.

Note that Figure 12.8 shows four different ways of
laying out a module. One module width applies if both sets
of stalls butt up against walls or other horizontal physical
barriers. Another applies if both sets of stalls are "inter-
locked" (i.e., stalls interlock with those of the next adjacent
parking module). A third applies if one set of stalls is against
a wall while the other is interlocked

. Yet another module

reflects only a single set of stalls against a wall.
 Table 12.10

summarizes critical dimensions for various types of parking
modules.

Providing separate parking areas for large and small
vehicles presents a number of operating problems.

 Areas

must be clearly signed, and circulation must allow drivers
to get to both types of parking space easily.

 Because

the mix of small and large cars is a variable, there may
.

be times when large cars try to force themselves into small-
car stalls and times when small cars occupy large-car stalls.

Large cars will have difficulty not only in fitting into small-
car stalls but in maneuvering in aisles designed for
small cars.

Some designers advocate using a single size for all
parking stalls. Ideally, large-car dimensions would be pro-
vided for all spaces. A policy colloquially referred to as
"one size fits all" (OSFA) is based on uniform stall and

modular dimensions that are taken to be the weighted
average of small- and large-car criteria. The weighting is
on the basis of expected proportions of users in each
category. Some traffic engineers have advocated this policy
as a means of providing more efficient use of scarce
off-street parking space. All of the problems, however,
associated with large cars attempting to use small-car
spaces and aisles would exist throughout such a facility.

Thus the engineer must carefully weight the negative oper-
ating impacts of OSFA against the increased use of space
OSFA provides.

i

v



266 CHAPTER 12 PARKING

6 Parking angle
Parking module width (wall to
wall), single loaded aisle
Parking module width (wall to

..   wall), double loaded aisle
Parking module width (wall to
interlock), double loaded
Parking module width.(interlock
to interlock), double loaded aisle

AW Aisle width

WP Stall width parallel to aisle
VP, Projected vehicle length from

interlock

VPy, Projected vehicle length from wal
measured perpendicular to aisle

S, Stall length
5? Stall width

W

Sv

WP

w
2

w3

AW

VP

\2A

T

Figure 12.8: Dimensional Elements of Parking Modules
{Source: Used with permission of Institute of Transportation Engineers, Guidelines for Parking Facility Location and Design: A
ReconuiiendedPracticeofthelTE, 2iS)mpmDC,l994,Fig.3,p.6.)

12.4.3 Separating Small and Large
Vehicle Areas

Reference 5 recommends a number of different techniques for
separating (or integrating) small and large vehicle stalls where
both are provided. Figure 12.9 illustrates various patterns for
integrating small and large vehicle stalls.

. Complete separation of small and large size spaces.

Maximum parking layout efficiency can be obtained
by completely separating small and large vehicle
parking areas. In this case, all of the reduced dimen-
sions of the small-car requirements can be fully uti-
lized. The downside is that careful signing must be
used to direct vehicles to the appropriate areas, and
one type of vehicle user is virtually guaranteed to be
disadvantaged by having spaces further away from
primary generators.

. Mixing small and large size spaces in alternating rows.
In this pattern, large and small car modules are alter-
nated, as shown at the tap of Figure 12.9, producing

about a 50-50 split in the number of each type of stall
The advantage is that both types of stall are aboul
equally convenient, and drivers do not have the oppor
tunity to enter a completely "wrong1' area for theii
vehicles. Problems arise if a 50-50 split is inappropri
ate for the prevailing mix of vehicles. This pattern can
be modified by using a double-alternating layout d
two laige-car aisles with two small-car aisles.

Small and large size spaces in the same row f*
module). This pattern is illustrated in the center d
Figure 12.9. A portion of each row is allotted t«
each type of vehicle. The advantages of this layo111

are that any mix of small versus large vehicle spaceS

can be implemented, and no driver will ever wind up
in the "wrong" row. One disadvantage is that all
aisles must conform to large-car criteria.

Cross-aisle separation. This layout is illustrated in 
bottom of Figure 12.9. Small-car stalls are provided01'
one side of the aisle, and large-car stalls are provided C
the other. In this case, small-car stalls are always p'3
al a 90° angle; large-car spaces are at a shallower anglf

I

2-V

A is

2-V

Ais

l-\

Ais

AL«

M
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2-1

Ai

2
Ai

Ai

Ai

Ai

*t
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Table 12.10: Parking Module Layout Dimension Guidelines

Basic

Layout

2-Way
Aisle-90

o

2-Way
Alsl -60

o

1-Way
AlsIe-750

1-Way
Aisl -60o

1-Way
Aisl tS0

2-Way
Aisle-90o

2-Way
Aish 0

1-Way
Aisle-75°

1-Way
Aisle-60°

1-Way

Aislfr- 50

Parking Class

Sw
Stall

Width

(ft)

WP

Stall

Width

(ft)

VPW
Stall

Depth to
Wall

(ft)

VPs
Stall

Depth to
Interlock

(ft)-

AW

Aisle

Width

(ft)

Modules

W2
Wall to

Wall

(ft)

Large Cars

A

B

C

D

9
.
00

8
.
75

8
.
50

8
.
25

9
.
00

8
.
75

8
.
50

8
.
25

17.5

17.5

17.5

17.5

17.5

17.5

17.5

17.5

26.0

26.0

26.0

26.0

61.0

61.0

61.0

61.0

A

B

C

D

9
.
00

8
.
75

8
.
50

8
.
25

10.4

10.1

9
.
8

9
.
5

18.0

18.0

18.0

18.0

16.5

16.5

16.5

16.5

26.0

26.0

26.0

26.0

62.0

62.0

62.0

62.0

A

B

C

D

9
.
00

8
.
75

8
.
50

8
.
25

9
.
3

9
.
0

8:8.

8
.
5

18.5

18.5

18.5

18.5

17.5

17.5

17.5

17.5

22.0

22.0

22.0

22.0

59.0

59.0

59.0

59.0

A

B

C

D

9
.
00

8
.
75

8
.
50

8
.
25

10.4

10.1

9:8

9
.
5

18.0

18.0

18.0

18.0

16.5

16.5

16.5

16.5

18.0

18.0

18.0

18.0

54.0

54.0

54.0

54.0

A

B

C

D

9
.
00

8
.
75

8
.
50

8
.
25

12.7

12.4

12.0

11.7

16.5

16.5

16.5

16.5

14.5

14.5

14.5

14.5

15.0

15.0

15.0

15.0

48.0

48.0

48.0

48.0

Small Cars*

ATB

C/D

8
.
0

7
.
5

8
.
0

7
.
5

15.0

15.0

15.0

15.0

21.0

21.0

51.0

51.0

A/B

C/D

8
.
0

7
.
5

9
.
3

8
.
7

15.4

15.4

14.0

14.0

21.0

21.0

52.0

52.0

A/B

C/D

8
.
0

7
.
5

8
.
3

7
.
8

16.0

16.0

15.1

15.1

17.0

17.0

49.0

49.0

A/B

C/D

8
.
0

7
.
5

9
.
3

8
.
7

15.4

15.4

14,0

14.0

15.0

15.0

A/B

B/C

8
.
0

7
.
5

11.3

10.6

14.2

14.2

12.3

12.3

13.0

13.0

46.0

46.0

42.0

42.0

W4
Interlock

to

Interlock

(ft)

61.0

61.0

6I-.0

61.0

59.0

59.0

59.0

59.0

57.0

57.0

57.0

57.0

51.0

51.0

51.0

51.0

44.0

44.0

44.0

44.0

51.0

51.0

50.0

50.0

47.0

47.0

43.0

43.0

38.0

38.0

'Although various angles are presented, the vast majority of small car layouts are for 90° parking.
Source: Used with permission of Institute of Transportation Engineers, Guidelines for Parking Facility Location and Design: A Recommended

Practice of the ITE, Washington DC, 1994, Tables 2 and 3, pp. 8 and 9.)
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Figure 12.9: Various Layouts for Integrating Small-Car and Large-Car Stalls in Parking Facilities

(Source: Used with permission of Institute of Transportation Engineers, Guidelines for Parking Facility Location and Design:
A Recommended Practice of the ITE, Washington DC, 1994, Fig. 5, p. 10.)

Use of spaces is somewhat self-enforced because drivers
of large cars find it difficult to maneuver into small-car
spaces. If this pattern is used throughout the parking lot,
however, the balance of spaces is more in favor of small
cars (more than 50%), which may not be appropriate.

Although it is preferable to use one layout throughout2
paiking facility (so as not to confuse drivers), it is always po(

sible to carefully implement more than a single pattern. 
may be necessary to obtain maximum use of space, but'1

must be accompanied by careful signing.
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.
4.

4 Parking Garages

parking garages are subject to the same stall and module

quirements as surface parking lots and have the same

requirements for reservoir areas and circulation. The structure
0f a parking garage, however, presents additional constraints,

such as building dimensions and the location of structural

columns and other features. Ideal module and stall dimen-

sions must sometimes be compromised to work around these

structural features.

Parking garages have the additional burden of

providing vertical as well as horizontal circulation for
vehicles. This involves

'

a general design and layout that
includes a ramp system, at least where self-parking is
involved. Some smaller attendant-parking garages use
elevators to move vertically, but this is a slow and often
inefficient process.

Ramping systems fall into two general categories:

. Clearway systems. Ramps for interfloor circulation
are completely separated from ramps providing entry
and exit to and from the parking garage.

. Adjacent parking systems. Part or all of the ramp
travel is performed on aisles that provide direct
access to adjacent parking spaces.

The former provides for easier and safer movement with min-
imum delays. Such systems, however, preempt a relatively
large amount of potential parking space and are therefore
usually used only in very large facilities.

Figure 12.10, on the next few pages,
 illustrates a number

of alternative ramp layouts that may be used in parking garages.

In some attendant-park garages and surface lots,

mechanical stacking systems are used to increase the parking
capacity of the facility. Mechanical systems are generally slow,

i

i I

0

EX1

UP,

D

(a) Adjacent ramps for entering traffic; clearway     (b) Straight-ramp system with one ramp-well.
ramps for exiting traffic.

UP

5«
UP«- N

33

(c) Parallel straight ramp system with ramp-wells     (d) Adjacent-parking type opposed
on opposing sides of the structure. straight-ramp system.

UP 0
P

(e) Clearway type opposed straight-ramp system.     (f) Two-way staggered floor ramp
system; ramps are placed at the ends of
the garage to minimize turning conflicts

Figure 12.10: Parking Garage Circulation Systems {Continued)

ii j j (Source: Used with permission of Eno Foundation for Transportation, Weant, R., and Levinson, H., Parking, Westport CT, 1990, Figs. 9.5-9.16,
pp. 18&-192.)
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DN

UP

UP,

uN

(g) Tandem staggered floor ramp system; ramps
provide a clockwise circulation system.

(h)'niis staggered floor ramp system provides
parking on level floors and desirable
one-way traffic flow.

!

UP

UP

(i) Three-level staggered floor ramp system. (j) Basic sloping floor concept.

cS7

5UP

V

(k) Sloping-floor system with crossover ramp
at midpoint.

(1) Double sloping-floor system with
midpoint crossover.

Figure 12.10: {Continued)'

however, and are most suited to longer-term parking durations,
such as the fiill-day parking needs of working commuters.

Of course, many intricate details are involved in the design
and layout of parking garages and surface parking lots. This text
has covered only a few of the major considerations involved.
Consult References 4 and 5 directly for additional detail.

12.5 Parking Programs

Every urban governmental unit must have a plan to deal effec-
tively with parking needs and associated problems. Parking is
often a controversial issue because it is of vital concern to the

business community in general and to particular businesses
that are especially sensitive to parking. Further, parking has
enormous financial aspects as well. In addition to the impact
of parking on accessibility and the financial health of the

community at large, parking facilities are expensive to buiM
and to operate. On the flip side, revenues from parking fee1
are also enormous.

The public interest in parking falls within the govemrneni '
general responsibility to protect the health, safety, and welfare d
its citizens. Thus the government has a responsibility to [4] :

. Establish parking program goals and objectives

. Develop policies and plans

. Establish program standards and performance criteri3

. Establish zoning requirements for parking

. Regulate conunercial parking

. Provide parking for specific public uses

. Manage and regulate on-street parking and loadil5

. Enforce laws
, regulations, and codes concernii1;

parking, and adjudicate offenses
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Xhere are a number of organizational approaches to

jmplementing the public role effectively. Parking can be placed

under the authority of an existing department of the govern-

ment. In small communities, where there is no professional

traffic engineer or traffic department, a department of public
works might be tasked with parking. In some cases, police
departments have been given this responsibility (as an adjunct

10 their enforcement responsibilities), but this is not considered

an optimal solution given that it will be subservient to the pri-

mary role of police departments. Where traffic departments
exist, responsibility for parking can logically be placed there. In

larger municipalities, separate departments can be established
for parking. Parking boards may be created with appointed
and/or elected members supervising the process. Because of
the revenues and costs involved in parking, separate public

parking authorities may also be established.
Parking facilities may be operated directly by govern-

mental units or can be franchised to private operators. This is
often a critical part of the process and may have a substantial
impact on the net revenues from parking that find their way
into the public coffers.

Parking policy varies widely depending on local
circumstances. In some major cities, parking supply is delib-
erately limited, and costs are detiberately kept high as a dis-
couragement to driving. Such a policy works only where there
is significant public transportation supply to maintain access
to the city

's businesses. Where parking is a major part of
access, the planning, development, and operation of off-street
parking facilities becomes a major issue. Private franchisees
are often chosen to build, operate, and manage parking facili-
ties. Although this generally provides a measure of expertise
and relieves the government of the immediate need to finance
and operate such facilities directly, the city must negotiate and
assign a significant portion of parking revenues to the
franchisee. Of course

, parking lots and garages can be fully
private, although such facilities are generally regulated.

ls| Revenues are also earned from parking meter proceeds
and from parking violations. Metering programs are imple-
mented for two primary reasons: to regulate turnover rates
and to earn revenue

. The former is accomplished through time
limits

. These limits are established in conjunction with
localized needs

.
 Meters at a commuter rail station would have

'"j long-term time limits, for example, because most people
would be parking for a full working day. Parking spots near
local businesses such as convenience stores

, barber shops,
fast-food restaurants

, florists, and similar uses would have
'datively short-term time limits to encourage turnover and

"
.I "lultiple users

.
 Fees are set based on revenue needs and are

nsj mfluenced by general policy on encouragement or discour-
ement of parking.

No matter how the effort is organized and managed,

parking programs must deal with the following elements:

1
. Planning and policy. Overall objectives must be

established and plans drafted to achieve them;
general policy on parking must be set as part of the
planning effort.

2
. Curb management. Curb space must be allocated to

curb parking, transit stops, taxi stands, loading
areas, and other relevant uses; amounts and

locations to be allocated must be set and the appro-
priate regulations implemented and signed.

3
. Construction, maintenance, and operation of off-

street parking facilities. Whether through private
or governmental means,

 the construction of

needed parking facilities must be encouraged and
regulated; the financing of such facilities must be
carefully planned so as to guarantee feasible
operation while providing a revenue stream for the
local government.

4
. Enforcement, Parking and other curb-use regulations

must be strictly enforced if they are to be effective;
this task may be assigned to local police, or a sepa-
rate parking violations bureau may be established;
adjudication may also be accomplished through a
separate traffic court system or through the regular
local court system of the community.

To be most effective, parking policies should be inte-
grated into an overall accessibility plan for central areas.
Provision and/or improvement of public transportation serv-
ices may mitigate some portion of parking demands while
maintaining the fiscal viability of the city centers.

As was the case with other parking topics,
 this text can

only scratch the surface of the complex issues involved in
effective parking programs. We urge you to consult the litera-
ture, particularly Reference 4, for a more complete and
detailed coverage of the subject.

12.6 Closing Comments

Without a place to park at both ends of a trip,
 the automobile

would be a very ineffective transportation medium.
 Because

our society relies so heavily on the private automobile for
mobility and access, the subject of parking needs and the pro-
vision of adequate parking facilities is a critical element of the
transportation system.

:
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Problems

12-1. A high-rise apartment complex with 600 dwelling units
is to be built. What is the expected peak parking
demand for such a facility, assuming it is in an area
without significant transit access?

12-2. A shopping center with 600,000 square feet of gross
leasable floor area is planned. It is expected that 10%
of the floor area will be devoted to movie theaters and

restaurants. What peak parking demand would be
expected for such a development?

12-3. Based on typical zoning regulations, what number of
parking spaces should the developers of problems 1
and 2 be asked to provide?

12-4. A new office complex will house 2,000 back-office
workers for the securities industries. Few external

visitors are expected at this 
.site. Each worker will

account for 1.0 person-destinations per day. Of these
,

35% are expected to occur during the peak hour. Only
7% of the workers will arrive by public transportation

.

Average car occupancy is 1.3. What peak parkinj
demand can be expected at this facility?

12-5. A parking study has found that the average parkinj
duration in the city center is 35 minutes, and that the

following spaces are available within the 14-hour study
period (6 am to 8 pm) with a 90% efficiency factor.
How many vehicles may be parked in the study area in
one 14-hour day?

Number of Spaces Time Available

100

150

200

300

6:00 am-8:00 pm

12:00 noon-8:00 pm

6:00 am-12:00 noon

8:00 am-6:00 pm

12-6. Consider the license-plate data in the table that follows
for a study period fiom 7:00 am to 2:00 pm. For this data.
(a) Find the duration distribution and plot it as a bar

chart.

(b) Plot the accumulation pattern.

(c) Compute the average parking duration.

(d) Summarize the overtime and parking violation
rates.

(e) Compute the parking turnover rate.

Is there a surplus or deficiency of parking supply
on this block? How do you know this?
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Parking Space 7:00 7:30 8:00 8:30 9:00 9:30 10:00 10:30 11:00 11:30 12:00 12:30 1:00 1:30 2:00

I
I

)

t

l

n

i

ar

in

Ihr meter

Ihr

Ihr

Ihr

Ihr

Ihr

Hydrant
2 hr meter

2hr-

2hr

2hr

2hr

2hr

2hr

2hr

Hydrant
3hr

3hr

3hr

Bus stop

Bus stop

Bus stop

Bus stop

Bus stop

100

848

636

188

256

468

911

690

V

399

416

506

079

206

566

940

837

848

150

630

665

551

v

)
V

277

>/

221

242

v

401

665

485

747

333

v

505

904

558

336

418

786

518

740

915

246

922

848

347

608

582

/

409

575

295

142

385

711

777

888

899

999

265

>/

789

658

V

V
952

>/

691

927

787

>/

835

811

213

884

527

758

338

933

205

720

486

121

919

556

292

606

441

452

603

123

844

7

108

812

802

7
711

493

779

713

V
385

611

499

810

721

895

888 175 755

289

855

880

232

431

762

V

V

V

818

397
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Fundamental Concepts
for Uninterrupted

Flow Facilities

i

-

Uninterrupted flow exists in its purest form on freeways.
On these facilities, all entering and exiting vehicles do so by
high-speed ramps designed to minimize the disruption to the
through vehicle traffic stream. There is no direct access to any
land parcel, and there are no fixed causes of interruption to
traffic external to the traffic stream (i.e., no traffic signals,
STOP signs, at-grade intersections, etc.).

This is not to suggest that a driver can expect a stable,
enjoyable, uncongested trip on any freeway at all times.
It simply means that all interruptions are due to internal
causes (i.e., the interaction of vehicles within the traffic

stream). Many freeways, particularly in urban areas, experi-
ence congested conditions during peak hours.

Because uninterrupted flow facilities, by definition, do
not involve signalization or other complex forms of external
control (aside from speed limits and some lane-use restrictions),
traffic engineers do not have many tools to affect operational
quality beyond design and redesign. Modem techniques, such as
ramp metering and high-occupancy vehicle (HOV) lanes can be
helpful, but they are directed more toward control of basic
demand rather than direct operational measures.

It is critical, therefore, that engineers have a clear under-
standing of how much traffic a given uninterrupted flow facility

can accommodate and under what operating conditions.
 It is

only during design and redesign that engineers have the ability
to affect operations significantly. Such opportunities occur at
infrequent intervals. The traffic engineer must be ready to seize
such opportunities to optimize results. The tools used to do this
fall under the heading of highway capacity and level of service
analysis. This part of the text focuses on capacity and level of
service analysis tools for uninterrupted flow facilities and their
application in design and redesign.

13.1 Types of Uninterrupted
Flow Facilities

Although pure unintemipted flow occurs only on freeways,
 it

can also exist on some surface facilities in rural and/or subur-

ban areas with long distances between points of fixed
interruption. In general terms, on a surface facility,

 flow that

is more than 2 miles from the nearest point of fixed interrup-
tion (e.g., signal, STOP sign, YIELD sign) can be essentially
unintemipted. In specific terms,

 this means that flow is virtu-

ally random (as it is on a freeway),
 with no characteristics of

i
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platoons formed by traffic signals. There is nothing magic,
however, about the 2-mile distance from the nearest signal.
In some cases, uninterrupted flow might exist a shorter
distances from a fixed operation. The number of driveways
and other uncontrolled access points and the general environ-
ment has much to do with it. It is generally agreed, however,
that at 2 miles or more from points of fixed interruption, most
facilities are operating under uninterrupted flow.

Because of this, three primary types of facilities operate
under uninterrupted flow:

. Freeways: As noted, these facilities offer pure unin-
terrupted flow.

. Multilane highways: Sections of surface multilane
highway (four or six lanes) that are more than 2 miles
from the nearest point of fixed operation.

. Rural two-lane highways: Sections of two-lane high-
way (one lane in each direction) that are more than
2 miles from the nearest point of fixed operation.

Freeways and uninterrupted flow sections of multilane
highway are quite similar in many ways. The existence of
two or more lanes for exclusive use of each direction provides
for passing opportunities limited only by traffic conditions.
Although similar to freeways, multilane highways have
adjacent development with direct access and a more complex
general environment that will affect traffic flow; Nevertheless,
the methodologies used for the analysis of freeways and
multilane highways share many common elements and
even values.

Uninterrupted flow sections of two-lane highway have

j
 one critical characteristic that makes them unique: Passing

. maneuvers must take place in the opposing lane of flow.
i Traffic in one direction limits passing opportunities in the

other. On freeways and multilane highways, the two direc-
tions of flow operate independently; on two-lane highways,

|        they interact and have ieffects on each other.
Analysis methodologies for freeways and multilane

i highways are presented in Chapter 14, and procedures for
'        two-lane highways are covered in Chapter 16.

!     13.2 The Highway Capacity Manual

i

The U.S. standard for capacity and level of service analyses is
the Highway Capacity Manual (HCM), a publication of the
Transportation Research Board (TRB) of the National
Academy of Engineering. Its content is controlled by the
Committee on Highway Capacity and Quality of Service
(HCQSC) of TRB. The committee consists of 30 regular

members, with several hundred others participating through a
number of subcommittees focused on particular methodologies
in the HCM. Members are generally rotated off the committee
after nine years of service.

The development of material for the manual is sup

ported by a number of federal agencies through funding of
basic and applied research. These agencies include the
National Cooperative Highway Research Program (NCHRP)

.

which is directly funded by state highway and transportation
departments, and the Federal Highway Administration
(FHWA).

The first edition of the HCM was published in 1950
[1]. At that time, the HCQSC consisted of full-time

employees of the then Bureau of Public Roads (later
FHWA) and several volunteers. Its original objective was to
provide a measure of consistency in design practice for the
nation's rapidly expanding postwar highway construction
program.

The second edition was published in 1965 [2],
 the firsi

formally published by TRB, which had adopted the commil-
tee and its members by that time. It introduced significant new
material on limited access facilities and introduced the level

of service concept for the first time.
The third edition appeared in 1985 [3] and included

refinements to the level of service concept and added material
on transit and pedestrian facilities. It was also the first edition
published in.loose-leaf form, which allowed two significani
interim updates that appeared in 1994 [4] and 1997 [5] . It\W
also the first edition for which implementing software was
developed, albeit several years after the manual itself
appeared. The principal implementing software for that wi
subsequent editions is the Highway Capacity Software,

 main

tained at the McTrans Center of University of Florida ai
Gainesville. As the methodologies of the manual have
become increasingly complex, the software has becomf
necessary for efficient use and application.

The fourth edition of the HCM was published in
December 2000 [6] and is generally referred to as HCM2OO0
It added significant new material on corridors and networks
in addition to significant updates to other methodologies. 1'
was originally prepared in metric units because standing U-S
law at the time required conversion of all highway and otW
agencies to the metric system by 2000. Late in preparation
the legislation was modified, making conversion to ntftri'
optional. Because this left a significant number of states usin'

different systems, a version of the manual in U.S. standard
units was also prepared.

As this text is being drafted, efforts are underway f 3
fifth edition of the HCM, which is expected to be publish
late in 2010. Il will be in U.S. standard units only becausf

i

i

i

i



133 THE CAPACITY CONCEPT 277

I
tioj
Hoi

most states have now returned to this system. It will contain

sjgnificant upgrades to existing methodologies in many areas,

 it will add material on freeway interchanges, and on mul-

(imodal analysis of arterials.
This text includes material from research source mate-

rials that is expected to be included in the forthcoming fifth
edition of the HCM. In some cases, these methodologies

have been reviewed and approved by the Highway Capacity

an(j Quality of Service Committee of the Transportation

Research Board.
 In other cases, the material is still under

review. In any case, when the fifth edition of the HCM is offi-
cially released, you should consult it directly for final

approved analysis procedures.
In a few cases, where material intended for the fifth

edition is not available, this text uses the fourth edition as a

source. Sources of material on highway capacity and level
of service analysis are detailed in each chapter for clarity.
A paper by Kittelson [7] provides an excellent history
and discussion of the development of the HCM and its

key concepts.

13.3 The Capacity Concept

13.3.1 The Current Definition

The HCM2000 defines capacity as follows;
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tsej[ The capacity of a facility is the maximum hourly rate

 at which persons or vehicles can be reasonably
expected to traverse a point or a uniform section of a

m lane or roadway during a given time period under
1 prevailing roadway, traffic, and control conditions.
m (HCM2000, p. 2-2)
orat

This definition contains a number of significant
d ii concepts that must be understood when applying capacity
OOO. analysis procedures:
)rks.

Capacity is defined as a maximum hourly rate. For
most cases, the rate used is for the peak 15 minutes of
the peak hour, although HCM2000 allows for some
discretion in selecting the length of the analysis
period. In any analysis, care must be taken to express
both the demand and the capacity in the same terms.

Capacity may be defined in terms of persons or
vehicles. This reflects the increasing importance of
transit and pedestrians, HOV lanes, and multimodal
facilities, where person-capacity may have more
importance than vehicle-capacity.
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. Capacity is defined for prevailing traffic, roadway,
and control conditions. Roadway conditions refer to
geometric characteristics such as- number of lanes,
lane width, shoulder width, and free-flow speed.

Traffic conditions refer to the composition of the
traffic stream in terms of cars

, trucks, buses, and
recreational vehicles (RVs). Control conditions refer
mainly to interrupted flow facilities, where signal
timing can have significant impacts on capacity.

 The

important concept is that a change in any of the pre-
vailing conditions changes the capacity.

. Capacity is defined for a point or uniform segment of
a facility. This correlates to the prevailing conditions
discussed earlier. The segment becomes nonuniform
when any of these change. A uniform segment must
have consistent prevailing conditions.

. Capacity refers to the vague concept of reasonable
expectancy. Because capacity, like any traffic charac-
teristic

, includes some elements of stochastic variation
,

and may vary with time and/or location, the meaning
of this term is important. In general, it implies that
stated capacity values should be achievable on the vast
majority of facilities with similar characteristics,

regardless of time and location. Thus capacity is not
the single highest traffic flow ever observed on any
freeway or even at any given location. It is basically a
value that is regularly observed over a variety of times
and locations (of similar prevailing characteristics).

The vagueness of this term has led to consideration of
a more precise statistical definition of "capacity,

" but

none has emerged at this writing.

13.3.2 Historical Background

Historically, when introduced in 1950, capacity was stated in
terms, of an hourly volume. Shorter time periods were not
addressed. In 1965

, use of the peak hour factor was intro-
duced but only at levels of service C and D (see next section).

Capacity was still defined in terms of a full-hour volume. The
definition was changed to a flow rate for a standard 15-minute
analysis period in 1985 and has been retained through subse-
quent editions of the manual.

As the 2010 edition approaches, a significant change in
the concept is not expected, although some discussion of
hourly volumes versus flow rates has taken place. The issue of
defining capacity for more complex traffic systems,

 such as a

multimodal facility, a corridor, or a network has not been

addressed, and it will not be in the next edition.
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Table 13.1: Capacity Under Ideal Conditions for
Uninterrupted Flow Facilities

TypeofFacUity
Free-Flow Speed

(mi/h) Capacity

Freeways >70

65

60

55

2
,400 pc/Mn

2
,350 pc/h/ln

2
,300 pc/h/ln

2
,250 pc/h/ln

Multilane

Highways

>60

55

50

50

2
,200 pc/h/ln

2
,100 pc/h/ln

2
,000 pc/h/ln

1
,900 pc/h/ln

Two-Lane

Highways

All 3
,200 pc/h

(total, both dir)
1
,700 pc/h

(max. one dir)

/i

13.3.3 Current Values of Capacity
for Uninterrupted Flow Facilities

Table 13.1 shows the current basic capacities for uninter-
rupted flow facilities. These values are stated in pc/h/ln under
equivalent ideal conditions, and would, in practice, be con-
verted to prevailing conditions for application. These will not
change in HCM 2010. .

For freeways and multilane highways, capacity depends
on the free-flow speed of the facility- the theoretical value of
speed when flow is 

"0
.

" In practice, the free-flow speed is rel-
atively constant for low flow rates (< 1,000 veh/h/ln) and is
measured at such values. Lower free-flow speeds lead to
lower capacities.

Free-flow speed decreases with a number of character-
istics, including narrow lane widths, restricted lateral clear-
ances, median type (multilane highways only), increasing
ramp density (freeways), and increasing roadside access point
density (multilane highways).

For two-lane highways, capacity does not depend on
free-flow speed and is often slated as a total in both directions
because passing maneuvers cause the two-directional flows to
interact.

13.4 The Level of Service Concept

Although capacity is an important concept, operating condi-
tions at capacity are generally quite poor, and it is difficult
(but not impossible) to maintain operation at capacity without

breakdowns for long periods of timg At capacity, there art
virtually no usable gaps in the traffic stream. Any vehiclt
entering the traffic stream, or even changing lanes within tfo
traffic stream

, trailing vehicles to drop back to make room for
it. This sets up a chain reaction that propagates upstream until
sufficient space in the traffic stream is available to absorb tht

impact.
The level of service (LOS) concept was introduced in

the second edition of the HCM in 1965 as a convenient way to
describe the general quality of operations on a facility witl
defined traffic, roadway, and control conditions. Using a sim
pie letter-grade scale from A to F, a terminology for opera
tional quality was created that has become an important tool
in communicating complex issues to decision makers and the
general public.

13.4.1  Historical Development of the
Level of Service Concept

The First Edition of the HCM (1950)

The first edition of the HCM [7] did not mention the words
"level of service" or define a concept that was similar.

 It did.

however, define three different "capacities,

" one of which can

be considered a predecessor to the LOS concept:

. Basic Capacity: "The maximum number of passen-
ger cars that can pass a given point on a lane or road-
way during one hour under the most nearly id i
roadway and traffic conditions which can possibly be
attained." (Reference 1, p. 6)

. Possible Capacity: "The maximum number of vehi-

cles that can pass a given point on a lane or roadway
during one hour under prevailing roadway and traffic
conditions." (Reference 1, p. 6)

. Practical Capacity: "The maximum number of vehi-

cles that can pass a given point on a roadway or i"
a designated lane during one hour without the traffic
density being to great as to cause unreasonable delay
hazard, or restriction to the drivers' freedom W

maneuver under the prevailing roadway and traffic
conditions." (Reference 1, p. 7)

In terms of current terminology, basic capacity is sinu
lar to "capacity under ideal conditions

,

" possible capacity *
similar to the current "capacity,

" and practical capacity *
most similar to a service volume for LOS C

. A key different
is that the first edition of the HCM dealt only with hoiutv
volumes, not flow rates for 15-minute periods.
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The second Edition of the HCM (1965)

The formal introduction of the term level of service came with

,1,2 second edition of the HCM [2] in 1965. The concept was

defied as follows, with italics added for emphasis:

Level of service is a term which, broadly interpreted,
denotes any one of an infinite number of different com-
binations of operating conditions that may occur on a
oiven lane or roadway when it is accommodating vari-
ous traffic volumes. Level

'

of service is a qualitative
measure of the effect of a number of factors, which
include speed and travel time, traffic interruptions,

tool freedom to maneuver, safety, driving comfort and con-
I the   venience, and operating cost. (Reference 2, p. 7)

'I
3
er!

::
'

e H follows the definition with the following explanation-

i which introduces the concept of driver perceptions into the

equation:

From the viewpoint of the driver, low flow rates or vol-
umes on a given lane or roadway provide higher levels of

service than greater flow rates or volumes on the same
or(js roadway. Thus, the level of service for any particular lane

or roadway varies inversely as some function of the flow
or volume, or of the density. (Reference 2, pp. 7,8)

The issue of how to treat driver or other road user per-

isen- ceptions as part of the level of service concept has attracted a
oad- ?reat < eal 0frecent interest. Note that in the definition of

ideal LOS, of all of the parameters mentioned as possible quanti-
ly fiers, all of them can be perceived by a driver within a traffic

stream. Missing from the list, however, is volume or rate of
 flow. Volume or flow rate cannot be perceived by a driver

,    within the traffic stream because it requires observation of

raffic ve'1'c'es Pass'n? a ftxed P0'111 on ti16 roadway. By definition,
the observer must be outside the traffic stream.

The second edition presumes that the driver associates
 lower flow rates

,
 volumes, or densities with better levels of

 service
. This was a somewhat odd presumption, given that

ra c volume or flow rate cannot be observed by a driver within the
teH traffic stream. Although safety, operating cost, and comfort
m 10 and convenience are included in the definition, no serious
ra c effort has been expended in actually using these as measures

of effectiveness
.
 In fact, the second edition used flow rates or

. flumes almost exclusively in defining LOS boundaries:
simi-

'S   After careful consideration
,
 the Committee has selected

'ltylS   travel speed as the major factor for use in identifying
Knce  the level of service

.
 The Committee also uses a second

ourly factor-either the ratio of demand volume to capacity,

or the ratio of service volume to capacity, depending

upon the particular problem situation-in making this
determination. (Reference 2, pp. 7, 8)

The methodologies of the second edition, however, actually
reverse this statement, using v/c ratio as the primary determi-
nant, with speed used as a secondary measure in some cases
and completely ignored in others.

The Third Edition of the HCM (1985)

The third edition of the HCM [3] made some subtle changes
in the definition of the LOS concept, even though it is quite
similar to the definition in the second edition

.

The concept of level of service is defined as a qualita-
tive measure describing operational conditions within a
traffic stream and their perception by motorists and/or
passengers. A level-of-service definition generally pre-
scribes these conditions in terms of such factors as
speed and travel time, freedom to maneuver,

 traffic

interruptions, comfort and convenience, and safety.
(Reference 3, pp. 1-3)

This is the first direct inclusion of road users' percep-
tions in the concept definition. Levels of service are to be
qualitative measures of operational conditions within a traffic
stream, which clearly excludes volumes and flow rates explic-
itly. The inclusion of operating costs is removed, but safety
remains-primarily as a goal because it is not included in any
of the analysis methodologies of the third edition.

In a related, but extremely important change, capacity is
defined in terms of a flow rate over a 15-minute period,

 not an

hourly volume. The third edition of the HCM actually went
through two partial revisions in 1994 [4] and 1997 [5]. By
1997, all uses of flow rates and/or volumes as measures of

effectiveness had been eliminated.

13.4.2 The Fourth Edition of the HCM

(2000): The Current Definition

If the third-edition HCM was a radical departure from past
editions, the fourth edition catapulted the manual into signifi-
cant areas of uncharted territory. The LOS concept was driven
by an important research effort specifically focused on defin-
ing and interpreting the LOS concept. Sponsored by the
National Cooperative Highway Research Program, Project
3-55 [8] broke new ground with respect to system and net-
work analysis, and it presented some interesting approaches
to dealing with failure: LOS F.
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Although it would be impossible to summarize all of
the results of this project here, it forced the HCQSC to con-
sider and resolve some very thorny issues. Some of the critical
policy determinations were as follows:

1
. Analysis inputs must focus on demand rather than

existing volumes or flow rates. The traditional v/c
ratio should be viewed as a demand-to-capacity
ratio (d/c).

2
. System analysis should be based on a common

approach to disaggregation of the traffic system.
Four levels of disaggregation were recommended:
points, segments, facilities, and subsystems. The

final aggregation would consist of the entire trans-
portation system, taken as a whole.

3
. System performance measures should focus on trip

time and trip delay.

4
.

5
.

Five levels of service (A-E) should continue to
describe undersaturated operations.

In defining boundaries between LOS E and F, indi-
vidual chapter methodologies could adopt one of
two policies: (a) LOS F occurs when the demand-
to-capacity ratio exceeds 1.00, or (b) LOS F occurs
when a prescribed measure of effectiveness limit is
exceeded.

6
.

Division of LOS F into sublevels is recommended,
as is the use of at least one measure of effectiveness

describing quality of operations within LOS F. (This
was a recommendation that was not adopted for the
fourth edition).

7
. A deterministic queuing approach is recommended to

analyze the spatial and time impacts of a breakdown.

Item 5 was a key compromise. By 1997, all interrupted flow
methodologies used definition (a), and most interrupted flow
methodologies used definition (b). This continued in the

.
fourth edition. It should be noted that option (b) contradicts
recommendation 4 because it allows undersaturated flow to

be described by LOS F. In another recommendation, the study
endorses the use of multiple measures of effectiveness to
define levels of service for given facility types.

The fourth edition of the HCM [6] implemented many
of the recommendations of NCHRP Project 3-55(4) and dove
into the issues of corridors and networks, and it became the

first edition to deal explicitly with other tools-primarily sim-
ulation. It was almost three times as long as the third edition
and was produced in two versions: standard U.S. units and
metric units.

In terms of the LOS concept, the defmition provided i;
the fourth edition is not very different than its predecessors

Level of service (LOS) is a quality measure describing
operational conditions within a traffic stream, generally
in terms of such service measures as speed and travel
time, freedom to maneuver, traffic interruptions,

 and
comfort and convenience. (Reference 6, p. 2-2)

Safety is eliminated from the list of potential measure!
of effectiveness. There is no mention of road user perceptions
but a later statement makes it clear that road user perceptioai
are still to be considered: "Each level of service represents!
range of operating conditions and the driver's perception of
those conditions" (Reference 6, p. 2-3).

Table 13.2 shows the measures of effectiveness usedio
define LOS in the fourth edition. For the first time

,
 tin

HCQSC specifically declined to define levels of service fori
methodology. Freeway facilities and all corridor and networi
applications do not have defined levels of service.

 At the facil

ity level of analysis, this presents an inconsistency: Freewai
facilities have no levels of service; arterials and streets do
have levels of service.

13.4.3 Incorporating Road User
Perceptions into Levels
of Service

In the late 1990s and early 2000s, a variety of researcher'
began seriously to study tbe role of user perceptions in estate
lishing level of service criteria. A paper by Planner)
McLeod, and Pederson provided an excellent overview oft!*
field [9]. The paper was based on studies conducted by tfe
Florida and Maryland DOTs and early results from a'
NCHRP project (70) that focused on developing multimodsi for t
level of service criteria for urban streets.

The paper highlighted the evidence that user percef Wcj
tions were significantly affected by a variety of nonoptf3 "P61

tional factors, and it argued for inclusion of some of these in'
level of service structure. These included environmental  1°

rese;

aesthetic factors such as landscaping. In some cases, bati

fixed geometric characteristics also affected the perception  W
service quality. Traffic factors such as heavy vehicles pre! 
ence, quality of traveler information, and speed different '

were also important factors.
The paper also concludes that in Florida,

 drivers f

rural freeways view LOS very differently from those on urt'8' f
freeways, and it presents an argument for having difft "1 |

0 threshold values for LOS based on whether the freeway151 |
an urban area or a rural area.
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Table 13.2: Measures of Effectiveness in the HCM2000

Element

Vehicular, Interrupted Flow
Urban streets

Signalized intersections
Two-way STOP-controlled intersections
All-way STOP-controlled intersections
Roundabouts

Interchange ramp terminals

Vehicular, Uninterrupted Flow

Two-lane highways

Multilane highways
Basic freeway segments
Freeway weaving areas
Freeway ramp junctions
Freeway facilities

Other Road Users

Transit

Pedestrians

Bicycle

HCM Chapter

15

16

17

17

7

26

20

21

23

24

25

22

27

18

19

Measure of Effectiveness

Average Travel Speed
Control Delay
Control Delay
Control Delay

None1

Control Delay

%Time Spent Following
Average Travel Speed

Density
Density

Density
Density
None2

3

Space, delay
Event, delay

1
. HCM doeis not predict any performance measures for roundabouts.

2
. By recommendation of the Uninterrupted Flow Group, a decision was made by the HCQSC not to

define levels of service for freeway facilities.
3

. Chapter 27 uses several measures to define levels of service for transit,

The entire discussion of how to incorporate the results of
search on user perceptions into LOS definitions in the forth-
Dming 2010 HCM was a very important and contentious issue
)r the HCQSC. In general terms, the new traveler-based per-
:ption measures are to be used to define levels of service for
icycle and pedestrian facilities, whereas more traditional
perational measures will be used for the automobile mode.

Among the most difficult issues under discussion are
io key conclusions from the NCHRP study [10]. The first is
lat users do not perceive six different levels of service. At
tost

, they perceive three distinct levels; in some cases, only
vo. The second is that environmental and aesthetic variables

f influence user perceptions.
 For HCM 2010, it has been

cided that environmental factors will not be used to define

OS and the current system of six levels will be retained.

Obviously, LOS is not a fixed concept. It has evolved
'er time and will doubtless continue to evolve

.
 The next

;w years, however, may shape the approaches taken for
;cades into the future

. We encourage you to consult the

latest literature on level of service to keep up to date with
this rapidly developing field.

13.5 Service Flow Rates
and Service Volumes

Closely associated with the concept of LOS is the concept of
service flow rates and service volumes. A service flow (SF)
rate is defined as the maximum rate of flow that can be reason-

ably expected on a lane or roadway under prevailing roadway,

traffic, and control conditions while maintaining a particular
level of service. It is essentially a "capacity" for a specified
level of service (e.g., the most traffic that can be accommo-
dated at LOS "X"). Figure 13.1 illustrates the concept.

The most important thing illustrated in Figure 13.
1 is

that a given level of service covers a range of operating con-
ditions and, therefore, flow rates. Two freeway segments

0
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A B C D E F

Flow Rate (pc/h/ln)

SFA SFb SFc SFD SFe

Figure.

 13.1: Illustration of Levels of Service and

Service Flow Rates

operating at levels of service C and D may, in fact, be quite
similar, if both are operating near the boundary between the
two levels. A greater difference can exist between two seg-
ments operating at the same level of service, if they are at
opposite ends of the range represented by the level. Levels of
service represent a step function that is applied to a defining
measure of effectiveness that is continuous. Thus, although
freeways have six discrete levels of service (A to F), those
levels are defined by density, which is a continuous variable.
Because of this, care must be taken in using the "language" of
LOS; in the absence of specific values of the quantifying vari-
able (density), LOS designations alone can be misleading.

The SF rate is defined as the maximum flow rate that can

be sustained without exceeding the maximum density defined
for the LOS. There are only five SF rates, not six. LOS F rep-
resents unstable flow, which exists within a queue formed
behind a point or segment where arrival flow exceeds capacity.
Because it is unstable, no fixed SF rate can be assigned. Thus
SF rates exist only for levels of service A through E.

For all present methodologies on uninterrupted flow
facilities, the SF rate for level of service E (SFe) is synony-
mous with "capacity

" (i.e., the maximum flow rate for LOS E

is capacity). This relationship does not hold for many inter-
rupted flow facilities, as you will see in later chapters.

The term service volume (SV) is a vestige of early edi-
tions of the HCM in which capacity and level of service
described conditions that existed over a full hour as opposed
to the standard 15-minute periods used in current standards.
The relationship between SF rates and SVs is the same as the
relationship between an actual flow rate and an actual hourly
volume. They are related by the peak hour factor (PHF), and
SVs can be specified from SF rates as follows:

SVi = SFfPHF

where: SV, = service volume for LOS i, (veWh)

Sf , - service flow rate for LOS i, (veh/h)

PHF - peak hour factor

(13-1)

13.6 The v/c Ratio and Its Use

in Capacity Analysis

One of the most important measures resulting from a capacih
and/or a level of service analysis is the v/c ratio: the ratio cl
the current or projected demand flow to the capacity of the ]
facility. This ratio is used as a measure of the sufficiency ol
the existing or proposed capacity of the facility.

It is, of course, desirable that all facilities be designed lo
provide sufficient capacity to handle present and projecteo 
demands (i.e., that the v/c ratio be maintained at a value less n
than 1.00). "

When estimating a v/c ratio,
 care must be taken to under A

stand the origin of demand (v) and capacity (c) values.
 In exist F

ing cases, true demand consists of the actual arrival flow rale 1
plus traffic that has diverted to other facilities, other times,« l
other destinations due to congestion limitations. If existing flow
rate observations consist of departing vehicles from the stud) '

point, there is no guarantee that this represents true demand. l
However, a count of departing vehicles cannot exceed the s
actual capacity of the segment (you cannot put 5 gallons in a (
4-gallon jug!). Therefore, if a departing flow rate is compared [
to the capacity of a section,

 and a v/c ratio more than l.OO

results, the conclusion must be that either (a) the counts were (

incorrect (too high), or (b) that the capacity was underesli
mated. The latter is the usual culprit. Capacities are estimated
using methodologies presented in the HCM. They are based on
national averages and on the principle of "reasonable expects
tion." Actual capacity can be larger than the estimate produced
by these methodologies at any specific location and time.

When dealing with future situations and forecast
demand flow rates, both the demand flow and the capacity ait
estimates..A v/c ratio in excess of 1.00 implies that the fort
cast demand flow will exceed the estimated capacity of
facility.

When the true ratio of demand flow to capacity exceed 1
1
.00 (either in the present or the future), the implication is tin'

queuing will occur and propagate upstream from the segntfi'

in question. The extent of queues and the time required to
clear them depends on many conditions, including the ti
period over which v/c is more than 1.00 and by how muchi'

exceeds 1.00. It depends on the demand profile overtimt

because queues can start to dissipate only when demand fit"
decreases to levels less than the capacity of the segmen'
Further, drivers presented with queuing situations tend to set''
alternative routes to avoid congestion. Thus the occurrence 0'
v/c more than 1.00 often causes a dynamic shift in demf11'

patterns that could significantly impact operations in $
around the subject segment.

c;

k

a
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In any event, the comparison of true demand flows to
oacity is a principal objective of capacity and level of serv-

ice analysis. Thus, in addition to LOS criteria, the v/c ratio is

a major output of such an analysis.

3.7 Problems in Use of Level
of Service

The difficulty in interpreting LOS results due to its step-function

nature has been discussed. The simple six-letter grade scale was

introduced in 1965 for two primary purposes: (1) to provide a

descriptor of service quality where no prediction of operational

parameters was possible, and (2) to provide a simple language
that could be used to explain complex situations to decision
makers and the public, who are most often not engineers.

The first reason no longer exists: Since 1997, every
LOS methodology includes the prediction of at least one
numerical measure of effectiveness. The second remains a

significant need. Periodically, discussions arise as to whether
or not it is time to abandon LOS completely and rely entirely
on numeric measures. As the methodologies themselves
become more complex and deal with more complex factors, a
double-edged sword emerges:

. Because the methodologies are so complex,
 it is

more important than ever to have a simple, well-
understood language to use in communication with
nonprofessionals.

. Because the methodologies reflect increasingly com-
plex operating conditions, a simplistic six-letter grade
scale is an oversimplification, allowing decision mak-
ers, and even professionals, to ignore many important
factors.

Both arguments have merit. For the HCM 2010, LOS will be
retained

. The importance of quantitative measures beyond the
i LOS, however, will be emphasized, perhaps setting the stage
i for eliminating the concept in a sixth edition in the future. For
i professionals, however, it is critical that LOS not be used as a

single, all-encompassing result. Many methodologies produce
; multiple operational measures (such as both speed and den-

sity for fieeways and multilane highways), and produce esti-
mates of capacity and v/c ratios. Engineers must make use of
all available descriptors to fully understand any given opera-
lion and to make the best possible judgments on the best
course of action to eliminate or reduce existing problems.

LOS as a descriptor also raises the problem of compara-
bility. There is a fundamental question: Does LOS C mean the

thing in New York City as it does in Peoria? A freeway

density of 40 veh/h/ln may be a common occurrence in
New York City but a rare and unusual event in Peoria.

New Yorkers may be much more accommodating to a high den-
sity (or high delay at an intersection) than someone from a small
rural community. AASHTO design standards, for example, sug-
gest that a good target level of service in D in an urban area but C
or even B in a rural area. Unfortunately, because the letter grades
we use have general connotations from other uses (think school
grades), few are willing to say that LOS D or LOS E is "accept-
able"

 under any circumstances. User perceptions, however,
 are

different at different times and in different environments. The

LOS system does not prevent engineers from deahng with these
differences, but it makes it harder, and it complicates the issue of
interpreting LOS for nontechnical groups.

If the relativity issue was not difficult enough, many
highway agencies have incorporated LOS criteria in their
development standards and mitigation requirements. Some
states have incorporated specific LOS references in law.

 This

can and does create problems when a new edition of the
HCM is released. In virtually every one, LOS criteria are
subject to small, and sometimes, major changes. In effect,

release of a new HCM changes development policy and
law-certainly not the job of the HCQSC, and certainly an
unintended consequence of LOS becoming such a commonly
accepted standard.

13.8 Closing Comments

Capacity and LOS are two of the most important concepts
used in traffic and transportation engineering. They have been
introduced here, with a specific emphasis on uninterrupted
flow facilities. Chapter 14 applies the concepts to basic free-
way sections and multilane highways. Chapter 15 to weaving
areas and ramp junctions on freeway and/or multilane high-
ways, and Chapter 16 to two-lane rural highways.
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Problems 

13-1. Explain the difference between "capacity" and a "serv-

ice flow rate" for an uninterrupted flow facility.

13-2. Explain the difference between the following terms:
(a) capacity under ideal conditiofts, (b) capacity, and
(c) service flow rate for LOS C.

13-3. The following service flow rates have been determined
for a six-lane freeway in one direction:

LOS A: 3,250 veh/h; LOS B: 3
,900 veh/h; LOS

C: 4,680 veh/h; LOS D: 5,810 veh/h; LOS E: 7
,
000

veh/h.

(a) What is the capacity of this facility?

(b) Determine the service volumes for this freeway.
which has a peak hour factor (PHF) of 0.95.

(c) Determine service flow rates under ideal condi-

tions for this freeway given that the following
adjustment factors apply: fHV = 0.935; fp = 1

.
00.

13-4. Explain the differences between freeways,
 multilane

highways, and two-lane rural highways. What are the
key differentiating characteristics of each?
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CHAPTER

Basic Freeway
Segments and

Multilane Highways

The procedures described in this chapter cover the analysis
of multilane uninterrupted flow facilities. These include
basic freeway sections and sections of surface multilane
highways with sufficient distances between fixed interrup-
tions (primarily traffic signals) to allow uninterrupted
(random, or nonplatoon) flow between points of interruption.

14.1 Facility Types

Freeways are the only types of facilities providing pure
uninterrupted flow. All entries and exits from freeways are
made using ramps designed to allow such movements to
occur without interruption to the freeway traffic stream.
There are no at-grade intersections (either signalized or
unsignalized), no driveway access, and no parking permitted
*ithin the right-of-way. Full control of access is provided.
Freeways are generally classified by the total number of
lanes provided in both directions (e.g., a six-lane freeway
has three lanes in each direction). Common categories are
.our-

, six-, and eight-lane freeways, although some freeway
Actions in major urban areas may have 10 or more lanes in
specific segments.

Multilane surface facilities should be classified and

analyzed as urban streets (artenals) if signal spacing is less
than one mile. Uninterrupted flow can exist on multilane facil-
ities where the signal spacing is more than two miles. Where
signal spacing is between one and two miles, the existence of
uninterrupted flow depends on prevailing conditions. There
are, unfortunately, no specific criteria to guide traffic engineers
in making this determination, which could easily vary over
time. In the majority of cases, signal spacings between one and
two miles do not result in the complete breakdown of platoon
movements unless the signals are not coordinated. Thus most
of these cases are best analyzed as artenals.

Multilane highway segments are classified by the
number of lanes and the type of median treatment provided.
Surface multilane facilities generally consist of four- or six-
lane alignments. They can be undivided (i.e., having no
median but with a double-solid-yellow marking separating
the two directions of flow), or divided, with a physical medi-
an separating the two directions of flow. In suburban areas,

 a

third median treatment is also used: the two-way left-turn
lane. This treatment requires an alignment with an odd num-
ber of lanes-most commonly three, five, or seven. The
center lane is used as a continuous left-turn lane for both

directions of flow.
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The median treatment of a surface multilane highway can
have a significant impact on operations. A physical median
prevents midblock left turns across the median except at loca-
tions where a break in the median barrier is provided. Midblock
left turns can be made at any point on an undivided alignment.
Where a two-way left-turn lane is provided, midblock left turns
are permitted without restriction, but vehicles waiting to turn
do so in the special lane and do not unduly restrict through
vehicles.

In terms of capacity analysis procedures, both basic
freeway sections and multilane highways are categorized by
the free-flow speed. By definition, the free-flow speed is the
speed intercept when flow is 

"

zero
" on a calibrated speed-

flow curve. In practical terms, it is the average speed of the
traffic stream when flow rates are less than approximately
1

,000 veh/h/ln. Refer to Chapter 5 for a more complete dis-
cussion of speed-flow relationships and characteristics.
Figure 14.1 illustrates some common freeway and multilane
alignments.

14.2 Basic Freeway and Multilane
Highway Characteristics

14.2.1 Speed-Flow Characteristics

The basic characteristics of uninterrupted flow were presented
in detail in Chapter 5. Capacity analysis procedures for

freeways and multilane highways are based on calibrated
speed-flow curves for sections with various free-flow speeds
operating under base conditions. Base conditions for freeways
and multilane highways include:

. No heavy vehicles in the traffic stream

. A driver population dominated by regular or familiar
users of the facility

Figures 14.2 and 14.3 show the standard curves cali-
brated for use in the capacity analysis of basic freeway
sections and multilane highways. These exhibits also show
the density lines that define levels of service for uninter-
rupted flow facilities. Table 14.1 provides equations for the
freeway curves of Figure 14.2, which -are comprised of
three linear segments. Complex equations for multilane
highways are shown in Figure 14.3, but the curves were
originally graphic fits, and direct graphic use of the curves
is recommended.

Modern drivers maintain high average speeds at rela-
tively high rates of flow on freeways and multilane highways.

14.2

This is clearly indicated in Figures 14.2 and 14.3. For free.
ways, the free-flow speed is maintauied until flows read
1
,000 to 1,800 pc/h/ln, depending upon the free-flow speed

Multilane highway characteristics are similar, with free-fb
speeds maintained for flow rates up to 1,400 pc/h/ln for all
free-flow speeds. Thus, on most uninterrupted flow facilities
the transition from stable to unstable flow occurs very quicklt
and with relatively small increments in flow.

14.2.2 Levels of Service

For freeways and multilane highways, the measure of effec

tiveness used to define levels of service is density. The use ol
density, rather than speed, is based primarily on the shape of
the speed-flow relationship depicted in Figures 14.2 and 14.1

Because average speed remains constant through most of ttit
range of flows and because the total difference between fiet
flow speed and die speed at capacity is relatively small,

 defin

ing five level-of-service boundaries based on this parameta
would be very difficult.

If flow rates vary while speeds remain relatively stable
then density must be varying throughout the range of flows
given the basic relationships that v = 5 x D. Further, density
describes the proximity of vehicles to each other,

 which is (Ik

principal influence on freedom to maneuver. Thus, it is an
appropriate descriptor of service quality.

For uninterrupted flow facilities, the density boundan
between levels of service E and F is defined as the density a'
which capacity occurs. The speed-flow curves determine this
critical boundary. For freeways, the curves indicate a constart
density of 45 pc/mi/ln. For multilane highways, capacii)
occurs at densities ranging from 40 to 45 pc/mi/ln, depending
on the free-flow speed of the segment.

Other level-of-service boundaries are set judgmentall)
by the Highway Capacity and Quality of Service Committef
(HCQSC) to provide reasonable ranges of both density and
service flow rates. Table 14.2 shows the defined leve'

of-service criteria for basic freeway sections and multilatf
highways.

The general operating conditions for these levels o'
service can be described as follows:

Level of service A is intended to describe free-fl0"
operations. At these low densities, the operation <*
each vehicle is not greatly influenced by the pre- I

ence of others. Speeds are not affected by floW 'r .

this level of service, and operation is at the free-fl0,i j
speed. Lane changing, merging,

 and diverg'11'
maneuvers are easily accomplished because flia"1

i

I

(
c

f
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(a) A Typical 8-Lane Freeway

.mm

1
..

      ;!.. !i  '

(c) A Divided Multilane Suburban Highway

Wwm

(e) A Multilane Highway w/TWLTL

(b) A Divided Multilane Rural Highway

IS

(d) An Undivided Multilane Suburban Highway

a

(f) An Undivided Multilane Rural Highway

Figure 14.1: Typical Freeway and Multilane Highway Alignments

(Sources; Photo (a) courtesy of J. Ulerio; (b),(c),(d),(f) Used with permission of Transportation Research Board, National Research Coun-
cil, "Highway Capacity Manual:' Special Report 209,1994, Illustrations 7-1 through 7-4, p. 7-3; (e) Used with permission of Transporta-
tion Research Board

, National Research Council, Highway Capacity Manual, December 2000, Illustration 12-8, p. 12-6.)
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Figure 14.2: Base Speed-Flow Curves for Freeways
(Sou/re; Basic Freeway Segment, Draft Chapter 11, NCHRP Project 3-92, Production of the 20\0 Highway Capacity Manual, Kittelson
and Associates, Portland OR, 2009, Exhibit 11 -6, p. 11-8.)

Table 14.1: Equations for Curves in Figure 14.1

FFS

(mi/h)

Break-Point

(pc/h/ln)
Flow Rate Range
 0  Break-Point > Break-Point  Capacity

75

70

65

60

55

1
,
000

1
,
200

1
,
400

1
,
600

1
,
800

75

70

65

60

55

75 - 0.00001107 (v -1
,000)2

70 - 0.00001160 (v
p
-l

,200)2
65-0M)O1418(v/)-l,4OO)2
60 - 0.00001816 (v -1

,600)2
55 - 0.00002469 (v -1

,800)2

Notes:

1
. FFS = free-flow speed.

2
. Maximum flow rate for the equations is capacity: 2,400 pc/h/ln for 70- and 75-mph FFS; 2,350 pc/h/ln for

65-mph FFS; 2,300 pc/h/ln for 60-mph FFS; and 2,250 pc/h/ln for 55-mph FFS.

{Source: Basic Freeway Segments, Draft Chapter 11, NCHRP Project 3-92, Production of the 2010 Highway
Capacity Manual, Kittelson and Associates, Portland OR, 2009, Exhibit 11-3, p. 11 -4.)

large gaps in lane flow exist. Short-duration lane
blockages may cause the level of service to deterio-
rate somewhat but do not cause significant disrup-
tion to flow. Average spacing between vehicles is a

minimum of 480 ft, or approximately 24 car lengths
at this level of service.

At level of service B, drivers begin to respond to the
existence of other vehicles in the traffic stream.
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Figure 14.3: Base Speed-Flow Curves for Multilane Highways
{Source: Used with permission of Transportation Research Board, National Research Council, from Highway Capacity Manual, December
2000, Exhibit 21-3, p!21-4.)

although operation is still at the free-flow speed.
Maneuvering within the traffic stream is still rela-
tively easy, but drivers must be more vigilant in
searching for gaps in lane flows. The traffic stream
still has sufficient gaps to dampen the impact of most
minor lane disruptions. Average spacing is a mini-
mum of 293 feet, or approximately 15 car lengths.

At level of service C, the presence of other vehicles
begins to restrict maneuverability within the traffic

stream. Operations remain at the free-flow speed,
 but

drivers now need to adjust their course to find gaps
they can use to pass or merge. A significant increase
in driver vigilance is required at this level. Although
there are still sufficient gaps in the traffic stream to
dampen the impact of minor lane blockages, any

significant blockage could lead to breakdown and
queuing. Average spacing is a minimum of 203 feet,
or approximately 10 car lengths.
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Table 14.2: Level of Service Criteria for Basic Freeway Segments
and Multilane Highways

Level of

Service

Density Range for
Basic Freeway

Sections (pc/mi/ln)

Density Range for
Multilane Highways

(pc/mi/ln)

A

B

C

D

E

F

>0< 11

>11<18

>18<26

>26<35

>35<45

Demand Exceeds

Capacity > 45

>0<!1

> 11<18

> 18<26

>26<35

> 35 < (40-45) depending on FFS
Demand Exceeds Capacity
> (4(M5) depending on FFS

. Level of service D is the range in which average
speeds begin to decline-with increasing flows.
Density deteriorates more quickly with flow in this
range; At level of service D, breakdowns can occur
quickly in response to small increases in flow.
Maneuvering within the traffic stream is now quite
difficult, and drivers often have to search for gaps for
some time before successfully passing or merging.
The ability of the traffic stream to dampen the impact
of even minor lane disruptions is severely restricted,
and most such blockages result in queue formation
unless removed very quickly. Average spacing is a
minimum of 151 feet, or approximately seven car
lengths.

. Level of service E represents operation in the vicinity
of capacity. The maximum density limit of level of
service E is capacity operation. For such an opera-
tion there are few or no usable gaps in the traffic
stream, and any perturbation caused by lane-
changing or merging maneuvers will create a shock
wave in the traffic stream. Even the smallest lane dis-

ruptions may cause extensive queuing. Maneuvering
within the traffic stream is now very difficult because
other vehicles must give way to accommodate a
lane-changing or merging vehicle. The average spac-
ing is a minimum of 117 feet, or approximately six
car lengths.

. Level of service F describes operation within the
queue that forms upstream of a breakdown point.
Such breakdowns may be caused by accidents or
incidents, or they may occur at locations where
arrival demand exceeds the capacity of the section on

Mote

{Sou

eratr

Rese

T

a regular basis. Actual operating conditions van N
widely and are subject to short-term perturbations
As vehicles "shuffle" through the queue,

 there are

times when they are standing still and times when (i
they move briskly for short distances. Level of serv-
ice F is also used to describe the point of the break
down, where demand flow (v) exceeds capacity (c).
In reality, operation at the point of the breakdown is
usually good because vehicles discharge from tlie , 

queue. Nevertheless, it is insufficient capacity at the
point of breakdown that causes the queue, and level 
of service F provides an appropriate descriptor Natj
this condition. Dec

14
Note that in Table 14.2, LOS F is identified whe»

"demand exceeds capacity," which is equivalent to a v/c ratio
more than 1.00. That is because no density can be predicted
for such cases. Thus, in analysis, LOS F exists when demawl
exceeds capacity, and the density will be higher that
45 pc/h/ln (for freeways) or the designated values for mulji' 
lane highways.

taf

14.2.3 Service Flow Rates and Capacity not
pre

Maximum service flow rates (MSF) for the various levels it
service for freeways and multilane highways are shown i"

Tables 14.3 and 14.4.

The values in these tables are taken directly from 
curves of Figures 14.2 and 14.3. Maximum service flow i*
are stated in terms of pc/mi/ln and reflect the base conditio"1

defined previously. As in the HCM, all values are rounded!1
the nearest 10 pc/h/ln.

143

T;

Fi

1

(n

the
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Table 14-3: Maximum Service Flow Rates for Basic

freeway Sections

FFS

(mi/h)

75

70

65

60

55

Level of Service

A B C D E

820

770

710

660

600

1
,
310

1
,
250

1
,
170

1
,
080

990

1
,
750

1
,
690

1
,
630

1
,
560

1
,
430

2
,
110

2
,
080

2
,
030

2
,
010

1
,
900

2
,
400

2
,
400

2
,
350

2
,
300

2
,
250

Vote: All values rounded to the nearest 10 pc/h/ln.

Source: Draft Chapter II: Basic Freeway Segments, National Coop-

erative Highway Research Program Project 3-92, Transportation
Research Board, Washington DC, Exhibit 11-18, p. 11-24

.)

Table 14.4: Maximum Service Row Rates for
Multilane Highways

FFS

(mi/h)

Level of Service

A B C D E

60

55

50

45

660

600

550

490

1
,
080

990

900

810

1
,
550

1
,
430

1
,
300

1
,
170

1
,
980

1
,
850

1
,
710

1
,
550

2
,
200

2
,

100

2
,
000

1
,
900

Hote: All values rounded to the nearest 10 pc/h/ln.

iJourcf; Used with permission of Transportation Research Board,
National Research Council, from Highway Capacity Manual,

| Dec 2000, Exhibit 21-2. p. 21-3, Modified.)

14.3 Analysis Methodologies
for Basic Freeway Sections
and Multilane Highways

Hie characteristics and criteria described for freeways and multi-
lane highways in the previous section apply to facilities with base
traffic and roadway conditions.

 In most cases, base conditions do

not exist
, and a methodology is required to address the impact of

prevailing conditions on these characteristics and criteria.
ll Analysis methodologies are provided that account for
i\ itie impact of a variety of prevailing conditions, including:

.
1

i j
el

Lane widths

Lateral clearances

Type of median (multilane highways)

Frequency of ramps (freeways) or access points
(multilane highways)

. Presence of heavy vehicles in the traffic stream

. Driver populations dominated by occasional or unfa-

miliar users of a facility ~

Some of these factors affect the free-flow speed of the facility;
others affect the equivalent demand flow rate on the facility.

14.3.1 Types of Analysis

Three types of analysis can be conducted for basic freeway
sections and multilane highways:

. Operational analysis

. Service flow rate and service volume analysis

. Design analysis

In addition, the HCM defines "planning analysis." This,
 how-

ever, consists of beginning the analysis with an AADT as a
demand input, rather than a peak hour volume. Planning analy-
sis begins with a conversion of an AADT to a directional
design hour volume (DDHV) using the traditional procedure
as described in Chapter 5.

All forms of analysis require the determination of the
free-flow speed of the facility in question. Field measurement
and estimation techniques for making this determination are
discussed in a later section.

Operational Analysis

The most common form of analysis is operational amlysis. In this
form of analysis, all traffic, roadway, and control conditions are
defined for an existing or projected highway section,

 and the

expected level of service and operating parameters are determined.
The basic approach is to convert the existing or fore-

cast demand volumes to an equivalent flow rate under ideal
conditions:

V
vp PHF*N*fHV

*fp
(14-1)

where: vp = demand flow rate per lane under equivalent ideal
conditions, pc/h/ln

PHF - peak-hour factor

N = number of lanes (in one direction) on the facility
fHv = adjustment factor for presence of heavy vehicles

fp = adjustment factor for presence of occasional or
non-familiar users of a facility

This result is used to enter either the standard speed-flow
curves of Figure 14.2 (freeways) or 14.3 (multilane highways).
Using the appropriate free-flow speed, the curves may be

:
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Figure 14.4: Graphic Solution for Speed on a Basic Freeway Segment

entered on the .x-axis with the demand flow rate, vp, to
determine the level of service and the expected average speed,
This technique is illustrated in Figure 14.4.

In the example shown, an adjusted demand flow (Vp) of
1
,800 pc/h/ln is traveling on a freeway with a free-flow speed

of 65 mi/h. For . this condition, the expected speed is deter-
mined as 62 mi/h. Density may then be estimated as the flow
rate divided by speed, in this case, 1,800/62 = 29.0 pc/mi/ln.
Level of service may be determined on the basis of the com-
puted density, or by examination of the curves: the intersec-
tion of 1,800 pc/h/ln with a 65 mi/h free-flow speed obviously
falls within the range of level of service D.

Because this is a freeway example, the equations of
Table 14.1 could be used to obtain a more precise result. Using
the equation cited for a 65-ini/h freeway, with a demand flow
rate above 1,400 pc/h/ln:

5 = 0.00001418(1800 - 1400)2 = 62.7 mi/h

In this case, the graphic solution produced a result close to the
computed value.

Methods for determining the free-flow speed and
adjustment factors for heavy vehicles and driver population
are presented in later sections.

Service Flow Rate and Service Volume Analysis

It is often useful to determine the service flow rates and servm

volumes for the various levels of service under prevailing condi
tions. Various demand levels may then be compared to to
estimates for a speedy determination of expected level of service
The service flow rate for a given level of service is computed i1

(14-:!

where: SFi = service flow rate for level of service "i,

" veW

MSFi = maximum service flow rate for level of sen*
"i

,

"

 pc/h/ln
N

, fijyjp as previously defined
The maximum service flow rates for each level of service
MSF; are taken from Table 14.3 (for freeways) and Table MJ
(for multilane highways). The tables are entered with ll"
appropriate free-flow speed,

Service flow rates are stated in terms of peak flows w '
the peak hour, usually for a 15-minute analysis period. It is oft*
convenient to convert service flow rates to service volumes o '

the full peak hour. This is done using the peak-hour factor:

SV SFfPHF        0 (l4'3'
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here- 5 / ~ service volume over a full peak hour for level of
service "i"

5F? PUF as previously defined

Design Analysis

In design analysis, an existing or forecast demand volume is

used to determine the number of lanes needed to provide for a

specified level of service. The number of lanes may be com-

puted as:

DDHV

PHF*MSF*fm*fp
(14-4)

where: N\ = number of lanes (in one direction) required to
provide level of service 

"i"

DDHV - directional design hour volume, veh/h

MSFiJnvJp as previously defined

Equation 14-4, however, will almost always result in a
fractional answer. If the equation indicates that 3.1 lanes are
needed to provide LOS i, then 4 lanes will have to be provided.
Because of this, it is often more convenient to compute the
service flow rate and service volume for the desired level of

service for a range of reasonable values of N (usually 2, 3,4,

and possibly 5 lanes). Then the demand volume or flow rate
can be compared to the results for a simpler determination of
the required number of lanes.

14.3.2 Determining the Free-Flow Speed

The free-flow speed of a facility is best determined by field
measurement. Given the shape of speed-flow relationships for
freeways and multilane highways, an average speed measured
when flow is less than or equal to 1,000 veh/h/ln may be taken
lo represent the free-flow speed.

It is not always possible, however, to measure the free-
now speed. When new facilities or redesigned facilities are
under consideration

, it is not possible to measure free-flow
speeds. Even for existing facilities, the time and cost of conduct-
ing field studies may not be warranted. For such cases, models
have been developed that allow the analyst to estimate the free-
flow speed based on characteristics of the segment under study.

freeways

The free-flow speed of a freeway can be estimated as:

FFS = 75.4-/w/ic-3.22 TRD0M (14-5)

where: FFS = free-flow speed of the freeway,
 mi/h

fiw ~ adjustment for lane width, mi/h

fi£ - adjustment for right-side lateral clearance, mi/h

TRD = total ramp density, ramps/mi

Lane Width Adjustment The base condition for lane
width is an average width of 12 feet or greater.

 For narrower

lanes, the base free-flow speed is reduced by the factors
shown in Table 14.5.

Table 14.5: Adjustment to Free-Flow Speed for Lane
Width on a Freeway

Lane Width

(ft)
Reduction in Free-Flow Speed,

fLW (mi/h)

>12

11

10

0
.
0

1
.
9

6
.
6

{Source: Used with permission of Transportation Research Board,
National Research Council, Highway Capacity Manual,

 December

2d00,-Exhibit 23-4, p. 23-6.)

Lateral Clearance Adjustment Base lateral clearance is
6 feet or greater on the right side and 2 feet or greater on the
median, or left, side of the basic freeway section. Adjustments
for right-side lateral clearances less than 6 feet are given in
Table 14.6. There are no adjustments provided for median
clearances less than 2 feet because such conditions are consid-

ered rare.

Table 14.6: Adjustment to Free-Flow Speed for Lateral
Clearance on a Freeway

Right
Shoulder

Lateral

Clearance

(ft)

Reduction in Free-Flow Speed,
fLC(mi/h)

Lanes in One Direction

2 3 4 S5

>6

5

4

3

2

1

0

0
.
0

0
.
6

1
.
2

1
.
8

2
.
4

2
.
0

3
.
6

0
.
0

0
.
4

0
.
8

1
.
2

1
.
6

2
.
0

2
.
4

0
.
0

0
.
2

0
.
4

0
.
6

0
.
8

1
.
0

1
.
2

0
.
0

0
.

1

0
.
2

0
.
3

0
.
4

0
.
5

0
.
6

(Source: Used with permission of Transportation Research Board,
National Research Council

, Highway Capacity Manual, December
2000, Exhibit 23-5, p. 23-6.)
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Care should be taken in assessing whether an "obstruc-
tion" exists on the right side of the freeway. Obstructions may be
continuous, such as a guardrail or retaining wall, or they may be
periodic, such as light supports and bridge abutments. In some
cases, drivers may become accustomed to some obstructions,
and the impact of these on free-flow speeds may be minimal.

Right-side obstructions primarily influence driver
behavior in the right lane. Drivers "shy away" from such
obstructions, moving further to the left in the lane. Drivers in
adjacent lanes may also shift somewhat to the left in response
to vehicle placements in the right lane. The overall affect is
to cause vehicles to travel closer to each other laterally than
would normally be the case, thus making flow less efficient.
This is the same affect as for narrow lanes. Because the

primary impact is on the right lane, the total impact on free-
flow speed declines as the number of lanes increases.

Total Ramp Density (TRD) Total ramp density is the total
number of on-ramps and off-ramps within ±3 miles of the
midpoint of the study segment, divided by 6 miles. Ramp den-
sity is a surrogate measure that relates to the intensity of land
use activity in the vicinity of the study segment/In practical
terms, drivers drive at lower speeds where there are frequent
on- and off-ramps creating turbulence in the traffic stream.

Multilane Highways

The free-flow speed for a multilane highway may be esti-
mated as:

FFS = BFFS-fLW-fLc-fM-fA (14-6)

where: FFS = free-flow speed of the multilane highway, mi/h

BFFS = base free-flow speed (as discussed below)

fLW = adjustment for lane width, mi/h

fa - adjustment for lateral clearance, mi/h

fu = adjustment for type of median, mi/h

fA = adjustment for access points, mi/h

A base free-flow speed of 60 mi/h may be used for rural and
suburban multilane highways, if no field data are available. It
may also be estimated using the posted speed limit. The base
free-flow speed is approximately 7 mi/h higher than the posted
speed limit, for speed limits of 40 and 45 mi/h. For speed limits
of 50 and 55 mi/b, the base free-flow speed is approximately
5 mi/h higher than the limit.

Lane Width Adjustment The base lane width for multi-
lane highways is 12 feet, as was the case for freeways. For
narrower lanes, the free-flow speed is reduced by the values

I
shown in Table 14.5. This adjustment is the same for multi-
lane highways as for freeways. "

Lateral Clearance Adjustment For multilane highways
this adjustment is based on the total lateral clearance

, whicl
is the sum of the lateral clearances on the right side of the

roadway and on the left (median) side of the roadwav
Although this seems like a simple concept, there are some
details that must be observed:

. A lateral clearance of 6 feet is the base condition. Thus
.

no right- or left-side lateral clearance is ever taken to be

greater than 6 feet, even if greater clearance physically
exists. Thus the base total lateral clearance is 12 feet (6
feet for the right side, 6 feet for the left or median side!

. For an undivided multilane highway, there is no left-or
median-side lateral clearance. However

, there is a sepa
rate adjustment taken for type of median, including the
undivided case. To avoid double-counting the impact of
an undivided highway, the left or median lateral clear

ance on an undivided highway is assumed to be 6 feel _
1

. For multilane highways with two-way left-tun
lanes, the left or median lateral clearance is also
taken as 6 feet.

. For a divided multilane highway, the left- or median
side lateral clearance may be based on the location of
a median barrier, periodic objects (light standards. -
abutments, etc.) in the median,

 or the distance to the 
opposing traffic lane. As noted previously,

 the maxi-

mum value is 6 feet.

The adjustments to free-flow speed for total lateral
clearance on a multilane highway are shown in Table 14.7.

Median-Type Adjustment The median-type adjustment ij
shown in Table 14.8. A reduction of 1.6 mi/h is made fo

undivided configurations,
 whereas divided multilane higti-

ways, or multilane highways with two-way left-turn lanes
represent base conditions.

Access-Point Density Adjustment A critical adjustment to
base free-flow speed is related to access-point density
Access-point density is the average number of unsignaliz
driveways or roadways per mile that provide access to 
multilane highway on the right side of the roadway (for 
subject direction of traffic).

Driveways or other entrances with little traffic, or tha'
for other reasons

,
 do not affect driver behavior

,
 should not #

included in the access-point density. Adjustments are show11
in Table 14.9.
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Table 14.7: Adjustment to Free-Flow Speed for Total Lateral Clearance on a Multilane Highway

4-Lane Multilane Highways 6-Lane Multilane Highways

Total Lateral

Clearance (ft)

Reduction in Free-Flow Total Lateral

Clearance (ft)

Reduction in Free-Flow

SpeedJtcOmi/h)

i 

>12

10

8

6

4

2

0

0
.
0

0
.
4

0
.
9

1
.
3

1
.
8

3
.
6

5
.

4

>12

10

8

6

4

2

0

0
.
0

0
.
4

0
.
9

1
.
3

1
.
7

2
.
8

3
.
9

(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity
Manual, December 2000, Exhibit 21-5, p. 21-6.)

Table 14.8: Adjustment to Free-Flow Speed for Median
Type on Multilane Highways

Table 14.9: Adjustment to Free-Flow Speed for Access-
Point Density on a Multilane Highway

i

i
Median Type

Reduction in Free-Flow

Speed,/M(ini/h)
Access Density

(access Points/mi)

Reduction in Free-Flow

Speed, fA (mi/h)

Undivided

TWLTLs

Divided

1
.
6

0.
0

0
.
0

. {Source: Used with permission of Transportation Research Board,
National Research Council, Highway Capacity Manual, December
2000, Exhibit 21-6, p. 21-6.)

I.

0

10

20

30

>40

0
.
0

2
.
5

5
.
0

7
.
5

10.0

i

(Source: Used with permission of Transportation Research Board,
National Research Council

, Highway Capacity Manual, December
2000, Exhibit 21-7

, p. 21-7.)

Sample Problems in Free-Flow Speed Estimation

m mm.Example 14

)

An old 6-lane urban freeway has the following characteristics:

, I l-foot lanes; frequent roadside obstructions located 2 feet from the
right pavement edge; and a total ramp density of 3 ramps/mile. What

1 is the free-flow speed of this freeway?

Solution: The free-flow speed of a freeway may be estimated
"sing Equation 12-5:

[ FFS = 75.4 -fLW -/LC - 3.22m)0-84

The following values arc used in this computation:

fLW = 1.9 mi/h (Table 14.5, 1 l-ft lanes)

Ac ~ 16 miA (Table 14.6,2-ft lateral clearance, 3 lanes)

TRD = 3 ramps/mi
Then:

FFS = 75.4 - 1.9 - 1.6 - 3.22 (3a84)
= 75

.
4 - 11.6 = 63.8 mi/h

0
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\

SubWrf

A four-lane undivided multilane highway in a suburban area has the
following characteristics: posted speed limit = 50 mi/h; 11-foot
lanes; frequent obstructions located 4 feet from the right pavement
edge; 30 access points/mi on the right side of the facility. What is the
free-flow speed for the direction described?

Solution: The free-flow speed for a multilane highway is computed
using Equation 14-6:

.    FFS = BFFS-fLW-fLc-fM-fA

The base free-flow speed for a multilane highway may be taken as
60 mi/h as a default or may be related to the posted speed limit. In
the latter case, for a posted speed limit of 50 mi/h, the base free-flow
speed may be taken to be 5 mi/h more than the limit, or 50 + 5 = 55
mi/h. This is the value that will be used.

-3M mm mm
m

Adjustments to the base free-flow speed are as follows:

fiw = 1.9 mi/h (Table 14.5,11-ft lanes)

fic = 0.4 mi/h (Table 14.7, total lateral clearance =
4-lane highway)

fM = 1.6 mi/h (Table 14.8, undivided highway)

fA = 7.5 mi/h (Table 14.9,30 access points/mi)

10 ft
,

Then:

FFS = 55.0- 1.9 - 0.4-1.6 - 7.5 = 43
.
6 mi/h

Note that in selecting the adjustment for lateral clearance
,
 the totai

lateral clearance is 4 feet (for the right side) plus an assumed value of
6

.0 feet (for the left or median side) of an undivided highway.

Choosing a Free-Flow Speed Curve

Measured or estimated free-flow speeds can yield results to
varying degrees of accuracy. It is generally recommended that

free-flow speeds be measured or predicted to the nearest 0.1
mi/h. Once the result has been obtained, the appropriate curve
in Figure 14.2 (freeways) or 14.3 (multilane highways) must
be selected. It is not recommended that analysts interpolate a
speed-flow curve between those that have beien calibrated as
part of the methodology. Table 14.10 provides guidelines for
selecting an appropriate curve based on the measured or esti-
mated value of FFS.

14.3.3 Determining the Heavy-Vehicle
Factor

The principal adjustment to demand volume is the heavy-
vehicle factor, which adjusts for the presence of heavy

Table 14.10: Selecting a Speed-How Curve in Figures R2
and 14.3

Free-Flow Speed is:
(mi/h)

Use Speed-Flow Curve
for a FFS of: (mi/h)

>72
.
5<77.5

>67
.
5 < 72.5

>62
.
5<67.5

>57
.
5<62.5

>52
.
5<57.5

>47
.
5<52.5

>42
.
5<47.5

75

70

65

60

55

50

45

vehicles in the traffic stream. A heavy vehicle is defined as
any vehicle with more than four tires touching the pavemem
during normal operation. Two categories of heavy vehicle
are used:

. Trucks and buses

. Recreational vehicles (RVs)

Trucks and buses have similar characteristics and ait

placed in the same category for capacity analysis purposes.
These are primarily commercial vehicles, with the exception
of some privately owned small trucks. Trucks vary widely in
size and characteristics and range from small panel and single
unit trucks to double-back tractor-trailer combination vehicles

Factors in the HCM 2000 are based on a typical mix of truck
with an average weight-to-horsepower ratio of approximate!)
150:1 (150 lbs/hp).

Recreational vehicles also vary in size and character
istics. Unlike trucks and buses, which are primarily com
mercial vehicles operated by professional drivers, RV-
are mostly privately owned and operated by drivers nC
specifically trained in their use and who often make only
occasional trips in them. RVs include self-contained moP
homes and a variety of trailer types hauled by a passen-
ger car, SUV, or small truck. RVs generally have bettc
operating conditions than tracks or buses, and they hatf
typical weight-to-horsepower ratios in the range of 75 i'1

100 lbs/hp.
The effect of heavy vehicles on uninterrupted multi'

flow is the same for both freeways and multilane highway5
Thus the procedures described in this section apply to bo''1
types of facility.
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Xhe Concept of Passenger-Car Equivalents

and Their Relationship to the Heavy-Vehicle

Adjustment Factor

The heavy-vehicle adjustment factor is based on the concept

0f passenger-car equivalents. A passenger-car equivalent is
the number of passenger cars displaced by one truck, bus, or
rV in a given traffic stream under prevailing conditions.

Given that two categories of heavy vehicle are used, two
passenger-car equivalent values are defined:

£T = passenger-car equivalent for trucks and buses in the
traffic stream under prevailing conditions

£R = passenger-car equivalent for RV
's in the traffic

stream under prevailing conditions

The relationship between these equivalents and the
heavy-vehicle adjustment factor is best illustrated by example:
Consider a traffic stream of 1,000 veh/h, containing 10% trucks
and 2% RVs. Field studies indicate that for this particular traffic
stream, each truck displaces 2.5 passenger cars {ET) from the

traffic stream, and each RV displaces 2.0 passenger cars {En)
from the traffic stream. What is the total number of equivalent

passenger cars/h in the traffic stream?
Note that from the passenger-car equivalent values, it is

known that:

1 track = 2.5 passenger cars

1 RV = 2.0 passenger cars

The number of equivalent passenger cars in the traffic stream
is found by multiplying the number of each class of vehicle by
its passenger-car equivalent, noting that the passenger-car
equivalent of a passenger car is 1.0 by definition. Passenger-
car equivalents are computed for each class of vehicle:

Trucks: 1,000*0.10*2.5 = 250pce/h
RVs: 1,000*0.02*2.0 =    40 pce/h
Cars: 1,000*0.88*1.0  880 pce/h
TOTAL: 1,170 pce/h

Thus the prevailing traffic stream of 1,000 veh/h operates as if
it contained 1

,170 passenger cars per hour.
By definition, the heavy-vehicle adjustment factor,/Wv

converts veh/h to pc/h when divided into the flow rate in
veh/h

.
 Thus:

V
,pee

vph

fnv
(14-7)

wiicre:      = flow rate
, pce/h

Vvph = flow rate
,
 veh/h

I

In the case of the illustrative computation:

1
,
000

1
,
170

ffiV

Vvph 1,000
fHv = - = r zz = 0.8547

V
,pee

1
,

170

In the example, the number of equivalent passenger cars
per hour for each vehicle type was computed by multiplying the
total volume by the proportion of the vehicle type in the traffic
stream and by the passenger-car equivalent for the appropri-
ate vehicle type. The number of passenger-car equivalents in
the traffic stream may be expressed as:

V
pce

 - {Vvph
*PT*ET) + {Vvph

*PR*ER)

+ {Vvph
*{l-PT-PR)) (14-8)

where: PT = proportion of trucks and buses in the traffic
stream

PR = proportion of RVs in the traffic stream

ET = passenger-car equivalent for trucks and buses

ER = passenger-car equivalent for RVs

The heavy-vehicle factor may now be stated as:

V
.vph

V
,pee

Vvph

{Kph*PT*ET) + {Vvph*PR*ER)+{Vvph*{\- PT-PR))

that may be simplified as:

1

iV    \+PT{ET-l) + PR{ER-l)

For the illustrative computation:

1
fHV-

1 + 0.10(2.5 - 1) + 0.02(2.0 - 1)

1

1
.
170

0
.
8547

This, as expected, agrees with the original computation.

Passenger-Car Equivalents for Extended Freeway
and Multilane Highway Sections

HCM 2000 specifies passenger-car equivalents for trucks and
buses and RVs for extended sections of roadway in general
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terrain categories and for specific grade sections of significant
impact.

A long section of roadway may be considered as a sin-
gle extended section if no one grade of 3% or greater is longer
than 0.25 miles, and if no grade of less than 3% is longer than
0

.5 miles. Such general terrain sections are designated in one
of three general terrain 'categories:

. Level terrain
. Level terrain consists of short grades,

generally less than 2% in severity. The combination
of horizontal and vertical alignment permits trucks
and other heavy vehicles to maintain the same speed
as passenger cars in the traffic stream.

. Rolling terrain. Rolling terrain is any combination of
horizontal and vertical alignment that causes trucks
and other heavy vehicles to reduce their speeds sub-
stantially below those of passenger cars but does not
require heavy vehicles to operate at crawl speed for
extended distances. Crawl speed is defined as the
minimum speed that a heavy vehicle can sustain on a
given segment of highway.

. Mountainous terrain.
 Mountainous terrain is severe

enough to cause heavy vehicles to operate at crawl
speed either frequently or for extended distances.

Note that, in practical terms, mountainous terrain is a rare
occurrence. It is difficult to have an extended section of highway
that forces heavy vehicles to crawl speed frequently and/or for
long distances without violating the limits for extended section
analysis. Such situations usually involve longer and steeper
grades that would require analysis as a specific grade.

Table 14.11 shows passenger-car equivalents for free-
ways and multilane highways on extended sections of general
terrain.

In analyzing extended general sections, it is the align-
ment of the roadway itself that determines die type of terrain,
not the topography of the surrounding landscape. Thus, for

Table 14.11: Passenger-Car Equivalents for Trucks,
Buses, and RVs on Extended General Terrain Sections of

Freeways or Multilane Highways

Factor

Type of Terrain

Levd Roiling Mountainous

Et 1
.
5

\2

2
.
5

2
.
0

4
.
5

4
.
0

{Source: Used with permission of Transportation Research Board,
National Research Council, Highway Capacity Manual, December
2000, Exhibit 23-8, p. 23-9.)

example, many urban freeways or multilane highways in anj.
atively level topography have a rolling terrain based on undo
passes and overpasses at major cross streets. Further, because
the definitions for each category depend on the operation o

heavy vehicles, the classification may depend somewhat on

the mix of heavy vehicles present in any given case.

Passenger-Car Equivalents for Specific Grades
on Freeways and Multilane Highways

Any grade less than 3% that is longer than 0.50 miles and an;
grade of 3% or steeper that is longer than 0.25 miles mustk
considered a specific grade. This is because a long grade m
have a significant impact on both heavy-vehicle operation anil
the characteristics of the entire traffic stream.

HCM 2000 (these will not change in HCM 2010) spec
ifies passenger-car equivalents for:

. Trucks and buses on specific upgrades (Table 14.12)

. RVs on specific upgrades (Table 14.13)

. Trucks and buses on specific downgrades (Table 14.14)

The passenger-car equivalent for RVs on downgrade sectioiii
is taken to be the same as that for level terrain sections

,
 or 11

Over time, the operation of heavy vehicles has
improved relative to passenger cars. Trucks in particular,

 not

have considerably more power than in the past, primarily dut
to turbo-charged engines. Thus the maximum passenger-oai
equivalent shown in Tables 14.12 and 14.13 is 7.0. In the l
HCM, these values were as high as 17.0.

Tables 14.12 through 14.14 indicate the impact of heav)
vehicles on the traffic stream. In the worst case

, a single tnicl
can displace as many as 7.0 to 7.5 passenger cars from the traf-

fic stream. This displacement accounts for the both the sized
heavy vehicles and the fact that they cannot maintain the sail'
speed as passenger cars in many situations. The latter is a sen
ous impact that often creates large gaps between heavy vehi
cles and passenger cars that cannot be continuously filled 
passing maneuvers.

Note that in these tables, there are some consisten1

trends. Obviously, as the grades get steeper and/or longe[
(either upgrade or downgrade), the passenger-car equivalent' w
increase, indicating a harsher impact on the operation of
mixed traffic stream. P'

A less obvious trend is that the passenger-car equivale1,, ci
in any given situation decreases as the proportion of tnX*1 re
buses, and RVs increases. Remember that the values give"'
Tables 14.12 through 14.14 are passenger-car equivale* s
(i.e., the number of passenger cars displaced by one 
bus, or RV). The maximum impact of a single heavy vehicle

ol

ai
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Table 14.12: Passenger-Car Equivalents for Trucks and Buses on Upgrades
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nil
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Upgrade
(%)

<2

>2-3

>3-4

>4-5

>5-6

>6

Length (mi)

ET

Percentage of Trucks and Buses (%)

2 4 5 6 8 10 15 20 ;>25

All 1
.
5 1

.
5 1

.
5 1

.
5 1

.
5 1

.
5 1

.
5 1

.
5 1

.
5

0
.
00-0.25

>0.25-0.50

>0.5O-0.75

>0.75-1.00

>1.00-1.50

>1.50

1
.
5

1
.
5

1
.
5

2
.
0

2
.
5

3
.
0

1
.
5

1
.
5

1
.
5

2
.
0

2
.
5

3
.
0

1
.
5

1
.
5

1
.
5

2
.
0

2
.
5

2
.
5

1
.
5

1
.
5

1
.
5

2
.
0

2
.
5

2
.
5

1
.
5

1
.
5

1
.
5

1
.
5

2
.
0

2
.
0

1
.
5

1
.
5

1
.
5

1
.
5

2
.
0

2
.
0

1
.
5

1
.
5

1
.
5

1
.
5

2
.
0

2
.
0

1
.
5

1
.
5

1
.
5

1
.
5

2
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.
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.
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.
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(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual,
December 2000, Exhibit 29-8, p. 23-10.)

when it is relatively isolated in the traffic stream; as the flow
of heavy vehicles increases, they begin to form their own
platoons, within which they can operate more efficiently. The
cumulative impact, however, of more heavy vehicles is a
reduction in operating quality.

In some cases, the downgrade impact of a heavy vehicle
is worse than the same heavy-vehicle situation on a similar
'Jpgrade. Downgrade impacts depend on whether or not trucks
and other heavy vehicles must shift to low gear to avoid losing

control of the vehicle. This is a particular problem for trucks
on downgrades steeper than 4%; for lesser downgrades,

values of ET for level terrain are used.

Composite Grades

The passenger-car equivalents given in Tables 14.12 through
14.14 are based on a constant grade of known length. In most
situations, however, highway alignment leads to composite
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Table 14.13: Passenger-Car Equivalents for RVs on Upgrades

Grade

(%)
Length

(mi)

R

Percentage of RVs (%)

2 4 5 6 8 10 15 20 S:25

<2 All 1
.
2 1

.
2 1

.
2 1

.
2 1

.
2 1

.
2 1

.
2 1

.
2 1

.
2

'

.

'

.

'

!

>2-3

>3-4

>4-5

>5

0
.
00-0.50

>0.50

0
.
00-0.25

>0.25-0.50

>0.50

0
.
00-0.25

>0.25-0.50

>0.50

0
.
00-0.25

>0.25-50

>0
.
50

1
.
2

3
.
0

1
.
2

2
.
5

3
.
0

2
.
5

4
.
0

4
.
5

4
.
0

6
.
0

6
.
0

1
.
2

1
.
5

1
.
2

2
.
5

2
.
5

2
.
0

3
.
0

3
.
5

3
.
0

4
.
0

4
.
5

1
.
2

1
.
5

1
.
2

2
.
0

2
.
5

2
.
0

3
.
0

3
.
0

2
.
5

4
.
0

4
.
0
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.
2

1
.
5
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.
2

2
.
0
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.
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.
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.
0

3
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.
0
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.
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.
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.
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.
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.
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.
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1
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.
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2
.
0
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.
5

2
.
5
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.
5

2
.
5

3
.
0

3
.
5

1
.
2

1
.
2

1
.
2

1
.
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2
.
0
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.
5

2
.
0

2
.
5

2
.
0

2
.
5

3
.
0

1
.
2

1
.
2

.

1
.
2

1
.
5

1
.
5

1
.
5

2
.
0

2
.
0

2
.
0

2
.
5

2
.
5

1
.
2

1
.
2

1
.
2

1
.
5

1
.
5

1
.
5

2
.
0

2
.
0

1
.
5

2
.
0

2
.
0

(Source: Used with permission of Transportation Research Board, National Research Council, Highway
Capacity Manual, December 2000, Exhibit 23-10, p. 23-10.)

Table 14.14: Passenger-Car Equivalents for Trucks and
Buses on Downgrades

Downgrade
.(%) ..

Length
(mi)

ET

Percentage Thicks
and Buses (%)

<4

>4-5

>5-6

>6

All

<4

>4

<4

>4

<4

>4

5 10 15 20

1
.
5

L5

2
.
0

1
.
5

5
.
5

1
.
5

7
.
5

1
.
5

1
.
5

2
.
0

1
.
5

4
.
0

1
.
5

6
.
0

1
.
5

1
.
5

2
.
0

1
.
5

4
.
0

1
.
5

5
.
5

1
.
5

1
.
5

1
.
5

1
.
5

3
.
0

1
.
5

4
.
5

The general approach is to find a uniform upgrade, 8,000 feel
in length, which has the same impact on the traffic stream as
the composite described.

Average Grade Technique One approach to this problem
is to find the average grade over the 8,000-foot length of the
composite grade. This involves finding the total rise in
composite profile, as follows:

Rise on 3% Grade: 3,000*0.03 = 90 ft

Rise on 5% Grade: 5,000*0.05 =
.

 250 ft

TOTAL RISE ON COMPOSITE: 340 ft

The average grade is then computed as the total rise divided
by the total length of the grade, or:

GAV

{Source: Used with permission of Transportation Research Board,
National Research Council, Highway Capacity Manual, December
2000, Exhibit 23-11, p. 23-11.)

grades (i.e., a series of upgrades and/or downgrades of vary-
ing steepness). In such cases, an equivalent uniform grade
must be used to determine the appropriate passenger-car
equivalent values.

Consider the following composite grade profile: 3,000
feet of 3% upgrade followed by 5,000 feet of 5% upgrade.
What heavy vehicle equivalents should bemused in this case?

340

8
,
000

0
.
0425 or4.25%

The appropriate values would now be entered to find passeng
car equivalents using a 4.25% grade, 8,000 feet (1.52 miles)1"
length.

The average grade technique is a good approximaU0"
when all subsections of the grade are less than 4%, or when

the total length of the composite grade is less than 4,000 .
Note that for the example given,

 this is not the case. One por
tion of the grade is more than 4%, and the total length of 
grade more than 4,000 feet.

Co

mc

m
atl-

as;

if MS
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£0inposite Grade Technique For more severe grades, a

more exact technique is used. In this procedure, a percent

orade of 8,000 feet is found that results in the same final oper-

ating spee  0  trucks as tiit composite described. This is

essentially a graphic technique and requires a set of grade

performance curves for a "typical" truck, with a weight-
to-horsepower ratio of 200. Figure 14.5 shows these perform-
ance curves, and Figure 14.6 illustrates their use to find the
equivalent grade for the example previouslysolved using the
average-grade technique.

60

1%
 7"-'-

50
3>r.

2%

/
40

3%-

4%
30- /// 5%D

I//// 6%BT/V
ft 7%20-

8%

10

0

0 1

n
 

1
-

:-i
 

r
 

i
 

r
2       3        4        5        6 7

Length in Thousands of Feet

8 9 10

Figure 14.5: Performance of a Typical Truck on Grades
{Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual, December
2000, Exhibit A23-2, p. 23-30.)
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r
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Figure 14.6: Composite Grade Solution for Example
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The following steps are followed in Figure 14.6 to find
the composite grade equivalent:

. The curves are entered on the jc-axis at 3
,000 feet, the

length of the first portion of the grade. The intersec-
tion of a vertical line constructed at this point with the
3% grade curve is found.

. The intersection of 3
,000 feet with a 3% grade is pro-

jected horizontally back to the y-axis, where a speed
of 41 mi/h is determined. This is the speed at which a
typical truck is traveling after 3,000 ft on a 3% grade.
It is also, however, the speed at which the truck enters
the 5% segment of the grade.

. The intersection of 41 mi/h with the 5% grade curve
is found and projected vertically back to the jc-axis.
The "length" found is approximately 1,350 ft. Thus,
when the truck enters the 5% grade after 3,000 feet of
3% grade, it is as if the truck were on the 5% grade
for 1,350 feet.

. The truck will now travel another 5
,
000 ft on the

5% grade-to an equivalent length of 1350 + 5000 =.
6350 ft. A vertical line is constructed at this point,
and the intersection with the 5% curve is found.

When projected horizontally to the y-axis, it is seen
that a typical truck will be traveling at 27 mi/h at the
end of the composite grade as described.

. To find the equivalent grade, the intersection of
27 mi/h and the length of tfic composite grade
(8,000 feet) is found. This is the solution point

,

indicating that the equivalent grade is a 5% grade of
8

,
000 feet.

Although this methodology is considered "more" exact
than the average-grade approach, it embodies a number of
simplifications as well. The selection of 200 lbs/hp as the
"

typical" truck for all cases is certainly one such simplifica-
tion. Further, the performance curves assume that the truck
enters the grade at 55 mi/h and never accelerates to more than

60 mi/h, which are very conservative assumptions. Finally.

passenger-car equivalents for all types of heavy vehicles will
be selected based on a composite grade equivalent based on a
typical truck.

Despite these simplifications, this is viewed as a more
appropriate technique for severe grade profiles than the
average-grade technique. A composite grade equivalent can
be found using this technique for any number of subsections
and may include upgrade and downgrade segments.

It should also be noted that for analysis purposes,
 the

impact of a grade is worst at the end of its steepest (uphill)
section. Thus, if 1,000 feet of 4% grade were followed by
1

,000 feet of 3% grade, passenger-car equivalents would be
found for a 1,000 feet, 4% grade.

14.4

14.

The

assu

with

rout

rout

dep

14

i

Figv
a fo

ture

;f-

Consider the following situation: A volume of 2,500 veh/h traverses
a section of freeway and contains 15% trucks and 5% RVs. The sec-
tion in question is on a 5% upgrade, 0.75 miles in length. What is the
equivalent volume in passenger-car equivalents?

Solution: The solution is started by finding the passenger car
equivalent of trucks and RVs on the freeway section described (5%
upgrade, 0.75 miles). These are found in Tables 14.12 and 14.13,
respectively:

ET= 2.5 (Table 14.12,15% trucks, >4-5%, >0.50-0.75 mi)
EK = 3.0 (Table 14.13,5% RVs, >4-5%, >0J0 mi)

In entering values from these tables, care must be taken to
observe the boundary conditions.

The heavy-vehicle adjustment factor may now be computed as:

1

1
.
325

0
.
7547

The

peal
trafi

sue!

waj

So/

and the passenger-car equivalent volume may be estimated as:

V =
%ph 

_

 2,500

/tfV 0
.
7547

3
,313 pc/h

fm -
1

The solution can also be found by applying the passenger-cJt
equivalents directly:

Truck pees: 2,500*0.15*2.5 = 938

RV pees: 2,500*0.05*3.0 = 375
Pass Cars: 2,500*0.80*1.0 = 2,000

TOTAL pees: 3,313

1 + 0.15(2.5 - 1) + 0.05(3.0- 1)

I
f
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i

I

(

;

14.3.4 Determining the Driver Population
Factor

fhe base procedures for freeways and multilane highways

assume a driver population of commuters or drivers familiar

with the roadway and its characteristics. On some recreational

routes, the majority of drivers may not be familiar with the

route. This can have a significant impact on operations.
This adjustment factor is not well defined and

depends on local conditions. In general, the factor ranges

14.4 Sample Problems

between a value of 1.00 (for commuter traffic streams) to
0

.85 as a lower limit for other driver populations. Unless
specific evidence for a lower value is.

available, a value of

1
.00 is generally used in analysis. Wfiere unfamiliar users

dominate a route, field studies comparing their characteris-
tics to those of commuters are suggested to obtain a better
estimate of this factor. Where a future situation is being
analyzed, and recreational users dominate the driver popu-
lation, a value of 0.85 is suggested because it represents a
"

worst-case
" scenario.

f
.

Figure 14.7 shows a section of an old freeway in New York City. It is
a four-lane freeway (additional service roads are shown in the pic-
ture) with the following characteristics:

. Ten-foot travel lanes

. Lateral obstructions at 0 feet at the roadside

. Total ramp density is 4.5 ramps/mile

. Rolling terrain

The roadway has a current peak demand volume of 3,500 veh/h. The
peak-hour factor is 0.95, and there are no trucks, buses, or RVs in the
traffic stream because the roadway is classified as a parkway and
such vehicles are prohibited. At what level of service will the free-
way operate during its peak period of demand?

So/uf/on;

Step 1: Determine the Free-Flow Speed of the Freeway
The free-flow speed of the freeway is estimated using
Equation 14-5 as:

FFS = 75.4 - /w-/ic - 3.22 TRD0M

wheit:fLW = 6.6 mi/h (Table 14.5,10-ft lanes)

Ac = 3-6 mi/h (Table 14.6,2 lanes, 0-ft obstructions)

TRD = 4.5 ramps/mi

Him

mm

Step 2: Determine the Demand Flow Rate in Equivalent pee
Under Base Conditions The demand volume may be con-
verted to an equivalent flow rate under base conditions using
Equation 14-1:

V

PHF*N*fHV*fP

where: V = 3,500 veh/h (given)

P//f = 0.95 (given)

N = 2 lanes (given)

fHV= 1.00 (no trucks, buses, or RVs in the traffic
stream)

fp = 1.00 (assumed commuter driver population)

Then:

3500
v

P 0
.
95*2*1.00*1.00

1
,842 pc/h/ln

Thus:

FFS=75 A - 6.6 - 3.6 - 3.22(4.50-84) = 53.8 mi/h

Because this free-flow speed lies between 52.5 and 57.5 mi/h
(Table 14.10), the 55-mi/h speed-flow curve is used to repre-
sent base conditions.

Step 3: Find the Level of Service and the Speed and Density
of the Traffic Stream The demand flow of 1,

842 veh/h is

used to enter the 55-mi/h FFS curve of Figure 14.2 to find
level of service and speed.

From Figure 14.8, a demand flow of 1,842 pc/h/ln on a
freeway with a 55 - mi/h free-flow speed will result in an
approximate operating speed of 54.9 mi/h. Even at the rela-
tively high demand flow, the free-flow speed will be main-
tained. It can also be seen that the level of service for this

freeway is D, just barely missing LOS E.



Figure 14.7: Freeway Segment for Sample Problem 1
(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual, December 2000,
Illustration 12-1, p. 12-6)
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Figure 14.8: Speed Determination for Sample Problem 14.4
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The density on the freeway may be estimated as the

demand flow rate divided by the speed, or:

D
1842

54.9

This value can be used to enter Table 14.2 to confirm the level
of service, which is D, falling within the defined boundaries
of 26-35 pc/mi/ln for LOS D.

33.6 pc/mi/ln

ffi:

A four-lane multilane highway section with a Ml median carries a
peak-hour volume of 2,600 veh/h in the heaviest direction. There are

12% trucks and 2% RVs in the traffic stream. Motorists are primarily
regular users of the facility. The section under study is on a 3%
sustained grade, 1 mile in length. The PHF is 0.88.

Field studies have been conducted to determine that free-flow

speed of the facility is 55.0 mi/h.
At what level of service will this facility operate during the

peak hour?

Solution: As the free-flow speed has been found from field data, it
is not necessary to estimate it using Equation 14-6. The analysis
section is a sustained grade. Because the peak volume would be
expected to travel upgrade during one peak and downgrade during
the other, it will be necessary to examine the downgrade as well as
the upgrade under peak demand conditions.

Stepl: Determine the Upgrade Demand Flow Rate in
Equivalent pees Under Base Conditions Equation 14-1 is
used to convert the peak hour demand volume to an equivalent
flow rate in pees under base conditions:

V
v
" PHF*N*fHV*fp

where: V = 2,600 veh/h (given)

PHF = 0.88 (given)

N = 2 lanes (given)

fp = 1.00 (regular users)

The heavy-vehicle factor,/,  is computed using Equation 14-9:

1
hv

\+PT{ET- 1)+ /»*(£*- 1)

where:/V = 0.12 (given)

PR = 0.02 (given)

ET= 1.5 (Table 14.12, >2-3%, >0.75-1.00 mi,
12%tmcks)

ER = 3.0 (Table 14.13, >2-3%, >0.50 mi, 2% RVs)

Then:

ffiV
1

1 + 0.12(1.5 - 1) + 0.02(3.0 - 1)

1

1
.
10

0
.
909

and:

2
,
600

v

0
.
88*2*0.909*1.00

1
,625 pc/h/In

Step 2: Determine the Downgrade Demand Flow Rate in
Equivalent pees Under Base Conditions The downgrade
computation follows the same procedure as the upgrade com-
putation, except that the passenger-car equivalents for trucks
and RVs are selected for the downgrade condition.

 These are

found as follows:

ET= 1.5 (Table 14.14, <4%, all lengths, 12% trucks)

 = 1.2 (Table 14. II, level terrain)

Note that passenger-car equivalents for downgrade RVs are
found assuming level terrain. Then:

1

1 +0.12(1.5 - 1) +0.02(1.2 - 1)

1

1
.
064

0
.
940

2
,
600

v
P 0

.
88*2*0.940*1.00

1
,572 pc/h/ln

Step 3: Find the Level of Service and the Speed and Density
of the Traffic Stream Level of service and speed determina-
tions are made using Figure 14.3 for multilane highways,

 as

shown in Figure 14.9. Remember that the free-flow speed was
field-measured as 55 mi/h.

0
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Figure 14.9: Estimating Speeds for Sample Problem 2

From Figure 14.9, it can be seen that the expected speeds
for both the upgrade and downgrade sections are approxi-
mately 54 mi/h, although it might be argued that the upgrade
speed is a fraction less than the downgrade speed. The scale of
Figure 14.3 makes it difficult to estimate this small difference.
The level of service for both upgrade and downgrade sections is
expected to be D during periods of peak demand flow.

The density for upgrade and downgrade sections is
estimated as the flow rate divided by the expected speed, or:

up

1625

54
30.1 pc/mi/ln

1572
Dd* = - j- = 29.1 pc/mi/ln

both of which are between the limits defined for LOS
D-26-35 pc/mi/ln.

A six-lane urban freeway has the following characteristics: 12-foot
lanes, 6-feet clearances on the right side of the roadway, rolling ter-
rain, a ramp density of 2.8 ramps per mile, and a PHF of 0.92. The
traffic consists of 8% trucks and no RVs, and all drivers are regular
users of the facility.

The peak-hour volume on the facility is currently 3,600 veh/h,
which ifexpected to grow at a rate of 6% a year for the next 20 years.

What is the current level of service on the facility, and what
levels of service can be expected in 5 years? In 10 years? In 15 years?
In 20 years?

Solution: These questions could be answered by conducting five
separate operational analyses, determining the expected LOS for the
various demand flows both now and expected in the future target
years. It is often easier to solve a problem involving multiple demand
levels by simply computing the service flow rates (SF) and service
volumes (SV) for the section for each level of service. Then, demand

volumes can be easily compared to the results to determine the LOS
for each target demand level.

Determine the Free-Flow Speed of the Freeway:

Step 1: The free-flow speed of the facility is found iisi"'
Equation 14-5:

FFS = 75.4 -fLW -fLC-3.22 TRD0M

where: fLW = 0.0 mi/h (Table 14.5, 12-ft lanes)

fiC = 0.0 mi/h (Table 16.6, 6-ft lateral clearance)
Then:

FFS = 75.4 - 0.0 - 0.0 - 3.22 (2.8-84) = 67.8 mi/h

Because this value is between 67.5 and 72.5 mi/h
,
 the spe

flow curve for 70 mi/h is used in this solution
.
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Table 14.15: Spreadsheet Computation of Service Flow Rates and Service Volumes

Level of Service MSF (pc/h/ln) N fnv fp SF (veh/h) PHF SV (veh/h)

A

B

C

D

E

770

1
,
250

1
,
690

2
,
080

2
,
400

3

3

3

3

3

0
.
863

0
.
863

0
.
863

0
.
863

0
.
863

1
.
000

1
.
000

1
.
000

1
.
000

1
.
000

1
,
994

3
,
236

4
,
375

5
,
385

6
,
214

0
.
92

0
.
92

0
.
92

0
.
92

0
.
92

1
,
834

2,977

4
,
301

4
,
954

5
,
617

Step 2: Determine the Maximum Service Flow Rates for
Each Level of Service Maximum service flow (MSF) rates
for each level of service are drawn from Table 14.3 for a free-
way with a 70-mi/h free-flow speed. These values are A: 770
pc/h/ln, B: 1,250 pc/h/ln, C: 1,690 pc/h/ln, D: 2,080 pc/h/ln,
and E: 2,400 pc/h/ln.

Step 3: Determine the Heavy-Vehicle Factor The heavy-
vehicle factor is computed as:

fnv
1

l+PTiET- 1)+ 1)

where: PT = 0.08 (given)

PR = 0:00 (given)

ET = 2.5 (Exhibit 14-11, rolling terrain)

Then:

/wv
1 1

1+0.08(2.5-1) -1.12
0

.
893

Step 4: Determine the Service Flow Rates and Service
Volumes for Each Level of Service Service flow rates
and service volumes are computed using Equations 14-2
and 14-3:

SFi
SV;

WSF(*/VVtfV*/P
SFj* PHF

where: MSF,.

N

fnv

fp
PHF

as determined in Step 2

3(given)

0
.893 (as computed in Step 3)

1
.00 (regular users)

0
.92 (given)

These computations are shown in Table 14.15.
The service flow rates (SF) refer to the peak 15-minute

interval; service volumes apply to peak-hour volumes.

Step 5: Determine Target-Year Peak-Demand Volumes
The problem statement indicates that present demand is
3

,
600 veh/h and that this volume will increase by 6% per year

for the foreseeable future. Future demand volumes may be
computed as:

Vj= V0{\.%n)

where: Vj = peak-hour demand volume in target year j
V0 - peak-hour demand volume in year 0, 3,600 veh/h

N=number of years to target year

Then:

V
0
 = 3

,
600 veh/h

V, = 3,600(1.065) ="5

V20

4
,
818 veh/h

3
,6OO(l-06lo) = 6,447 veh/h

3
,600(1.06I5) = 8,628 veh/h

3
,600a0620) = 11,546 veh/h

Step 6: Determine Target Year Levels of Service The tar-
get year demand volumes are stated as full peak-hour vol-
umes. They are, therefore, compared to the service volumes
computed in Table 14.15 to determine LOS. The results are
shown in Table 14.16.

As indicated in Table 14:16, level of service F prevails
in target years 10,15, and 20. In each of these years,

 demand

exceeds capacity. Clearly, the point at which capacity is
reached occurs between years 5 and 10. Capacity, stated in
terms of a full peak hour, is 5,617 veh/h (Table 14.15).
The exact year that demand reaches capacity may be found as
follows:

5617 = 3600(1.06")

n = 7.63

Table 14.16: Levels of Service for Sample Problem

Demand Volume

Target Year (veh/h) Level of Service

0 3
,
600 C

5 4
,
818 D

10 6
,
447 F

15 8
,
628 F

20 11,546 F
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Analysis The results of this analysis indicate that demand
will reach the capacity of the freeway in 7.63 years. If no action
is taken, users can expect regular breakdowns during the peak
hour in this freeway section. To avoid this situation, action must
be taken to either reduce demand and/or increase the capacity
of the section.

Increasing the capacity of the section suggests adding a
lane. Computations would be redone using a four-lane, one-
direction cross section to see whether sufficient capacity was
added to handle the 20-year demand forecast. Reduction in
demand is more difficult and would involve intensive study of
the nature of demand on the freeway section in question.
Reduction would require diversion of users to alternative routes
or alternative modes, encouraging users to travel at different
times or to different destinations, encouraging car-pooling and
other actions to increase auto occupancy. Given the constraints
of capacity on the current cross section, it is also unlikely that

demand would grow to the levels indicated in later yean
because queuing and congestion wouftf reach intolerable levels

,

In Year 20, the projected demand of 11,546 veh/h is more than
twice the capacity of the current cross section.

As is the case in many uses of the HCM, this analysis
identifies and gives insight into a problem. It does not
definitively provide a solution-unless engineers are pre-
pared to more than double the current capacity of the facility
or modify alternative routes to provide the additional capac-
ity needed. Even these options involve judgments. Capacity
and level-of-service analyses of the various alternatives
would provide additional information on which to base
those judgments, but would not, taken alone, dictate any par-
ticular course of action. Economic

, social, and environmen-

tal issues would obviously also have to be considered as pan
of the overall process of finding a remedy to the forecasted
problem.

i

A new freeway is being designed through a rural area. The direc-
tional design hour volume (DDHV) has been forecast to be 2,700
veh/h during the peak hour, with a PHF of 0.85 and 15% trucks in
the traffic stream. The total ramp density is 0.50 ramps/mi. A long
section of the facility will have level terrain characteristics, but
one 2-mile section involves a sustained grade of 4%. If the objec-
tive is to provide level of service C, with a minimum acceptable
level of D, how many lanes must be provided?

Solution: The problem calls for the determination of the
number of required lanes for three distinct sections of freeway:
(1) a level terrain section, (2) a 2-mile, 4% sustained upgrade,
and (3) a 2-mile, 4% downgrade.

Step 1: Determine the Free-Flow Speed of the Freeway
This is a design situation. Unless additional information con-
cerning the terrain suggested otherwise, it would be assumed
that lane widths (12 ft) and lateral clearances ( 6 ft) conform
to modem standards and meet base conditions. The free-flow

speed is estimated using Equation 14-5:

FFS = 75.4-/ -Z -3.22 TOD0"84

FFS = 75.4-0.0-0.0 (O -84) = 74.8 mi/h75mi/h

Step 2: Determine the Maximum Service Flow Rate (MSF)
for Levels of Service C and D Because the target level of
service is C, with a minimum acceptable level of D, it is

necessary to determine the maximum service flow rates
that would be permitted if these levels of service are to be
maintained. These are found from Table 14.3 for a 75 miA

free-flow speed;

MSFC = 1,750 pc/h/ln

MSFD = 2,110 pc/h/ln

Step 3: Determine the Number of Lanes Required for ik
Level, Upgrade, and Downgrade Freeway Sections The
required number of lanes is found using Equation 14-4:

DDHV

PHF*MSFi*fHV*fp

where: DDHV= 2,700 veh/h (given)

/>//f=0.85 (given)

MSFC= l,795pc/h/ln (determined in Step 2)

,
 = 1

.00 (regular users assumed)

Three different heavy-vehicle factors (fHv) must be considered
one for level terrain, one for the upgrade, and one for the down

grade. With no RVs in the traffic stream, the heavy-vehicle

factor is computed as:

fffV
1

1 + Pr {ET - 1)
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where: Pt = 0.15 (given)

£r (level) = 1.5 (Table 14.11, level terrain)
(up) = 2.5 (Table 14.12,>3-4%,> 1.5 mi, 15% trucks)

ET (down) = 1-5 (Table 14.14, >4-5%, >4 mi, 15% trucks)

Then:

fHV (level, down)
1

Analysis The results of such an analysis most often result in frac-
tional lanes. An operational analysis could be performed using the
DDHV and a four-lane freeway cross section to determine the
resulting LOS. It is at least possible that theTevel of service will
be better than the target.

Because level of service of D would have been minimally
acceptable, it is useful to examine what LOS would have resulted on
the upgrade if only two lanes were provided. Then:

1 + 0.15(1.5 - I)

1

V 2
,
700

1
.
075

0
.
930

1

PHF*N*fHV*fp
 0.85*2*0.816*1.00

1
,949 pc/W In

/W(up)- J + 0
iI5(2.5 _ ,)

1

and:

N (level, down)

.
 (up)

1
.
225

2700

0
.
816

0
.
85*1795*0.93*1.00

2700

0
.
85*1795*0.816*1.00

1
.
9 lanes

2
.
2 lanes

This suggests that the level and downgrade sections
require two lanes in each direction but that the upgrade
requires three lanes. The computed values are minimal to
provide the target level of service. This suggests that the
facility should be constructed as a four-lane freeway with a
truck-climbing lane on the sustained upgrade.

Because this is less than the MSFD of 2,110 pc/h/ln determined
in Step 2, provision of two lanes on the upgrade would provide
LOS D.

Thus a choice must be made of providing the target LOS C (or
better) on the upgrade by building a three-lane cross section with a
truck-climbing lane, or accepting the minimal LOS D with a two-lane
cross section. A compromise solution might be to build two lanes but to
acquire sufficient right-of-way and build all structures so that a climbing
lane could be added later.

Also note that the analysis of a three-lane upgrade cross-section
is approximate. If one of the lanes is a truck-climbing lane, then there
will be substantial segregation of heavy vehicles from passenger cars in
the traffic stream. The HCM freeway methodology assumes a mix of
vehicles across all lanes.

Again, it must be emphasized that although the results of the
analysis provide the engineer with a great deal of information to
assist in making a final design decision on the upgrade section, it
does not dictate such a decision. Economic, environmental, and
social factors would also have to 6e considered.

14.5 Calibration Speed-Flow-
Density Curves

The analysis methodologies of the HCM for basic freeway
sections and multilane highways rely on defined speed-flow
curves for base conditions, and on a variety of adjustment fac-
tors applied to determine free-flow speed and the demand
flow rate in equivalent pee.

It is important to understand some of the issues involved
in calibrating these basic relationships, both as background
knowledge and because the HCM allows traffic engineers to
substitute locally calibrated relationships and values where
they are available. Chapter 6, "Traffic Flow Theory," provides

a more detailed discussion of basic speed-flow-density curves
and how they are calibrated.

14.6 Calibrating Passenger-Car
Equivalents

The heavy-vehicle adjustment factor is the most significant in
converting a demand volume under prevailing conditions to a
flow rate in equivalent passenger-car equivalents under base
conditions. As noted, the adjustment is based on calibrated
passenger-car equivalents for trucks and buses and for RVs
under various conditions of terrain. The calibration of these



J 1U CHAKl bK 14   BASIC FREEWAY SEGMENTS AND MULTILANE HIGHWAYS

equivalents, therefore, is of interest. To simplify the presenta-
tion, assume that only one category of heavy vehicle and one
passenger-car equivalent value {EH) is being used. Recalling
several previous relationships:

vvph
fm -

v,
pee

1

\+PH{EH- 1)

If these equations are manipulated to solve for EH, the follow-
ing is obtained:

H

V Vvph J
pH

(14-10)

The values of and vvph can be related to headway
measurements in any traffic stream. If, for example, headways
in a traffic stream are categorized by both leading and trailing
vehicles in each pair and if only two types of vehicle are used,
the following classifications, defined previously, result: P-P,
P-H

,
 H-P, and H-H. Using the general relationship of flow

rates to headways:

v,pee

and:

3
,
600

haPP

3600

(14-11)

vvph h
(14-12)

a

where ha is the average of all vehicle headways, which may
be expressed as:

K = PlhaHH + PhO - Ph)Khp

+ (1 - P PHhaPH + (1 - Ph)\pp (14-13)

where: P// = proportion of heavy vehicles in the traffic stream

hanji = average headway for heavy vehicles following
heavy vehicles, s

Khp ~ average headway for heavy vehicles following
passenger cars, s

haPH ~ average headway for passenger cars following
heavy vehicles, s

happ - average headway for passenger cars following
passenger cars, s

Inserting all of this into Equation 14-10 results in:

(1 - PH)*ihaPH + haHp- hapP) + PHhaHH
Eh = -" " 7 -(14-14)

nciPP

where all terms are as previously defined.

Where headways are classified only by the type of-follow-

ing or trailing vehicles, the following assumptions are implicii:

Khh = haHP

aP

When these assumptions are included in Equation 14-14
,
 the

relationship simplifies to:

haP
(14-15)

This is a convenient form where a number of different cate

gories of heavy vehicles exist
The entire basis for these computations, however, is the

identification of a flow of mixed vehicles that is "equivalenf
to a flow of passenger cars only. Once such an equivalence
is identified, headways can be used to compute or calibrate
values of EH. The major issue, then, is how to define "equiva-
lent" conditions for use in calibration. The following sections
discuss several different approaches.

14.6.1  Driver-Determined Equivalence

Krammas and Crowley [1] used a very straightforward
means to establish equivalence. A given traffic stream
represents an equilibrium condition in which individual
drivers have adjusted their vehicles' operation consisteni
with their subjective perceptions of optimality. KramnWJ
and Crowley suggest that individual headways within a
given traffic stream represent the drivers' view of "equiva-
lent" operational quality or level of service. This is f1
important concept. Because the service flow rate is defineil
for a given level of service, it is rational to use the concef
of level of service as a basis for equivalence.

Using this approach, during each 15-minute period"1
observations, headways would be classified by type, and

equivalents would be computed using either Equation H
or Equation 14-15.

Consider the following example: The data sho*11
in Table 14.17 were obtained during a single 15-minute inter
on a freeway. The traffic stream during this interval consisted o

10% trucks (49) and 90% (440) passenger cars.

I-

(!
a

if

h

F

t

\

t
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Table 14.17: Data for Sample Problem in Driver-
Determined Equivalence

Type of
Headway

Number

Observed

Average
Headway (s)

P-P

P-T

T-P

T-T

400

40

40

9

3
.
0

3
.
4

4
.
2

4
.
6

Note that the distribution of headway types is consistent

with the distribution of trucks (10%) and passenger cars

(90%) in the traffic stream. Using trailing vehicle types, there
are 440 passenger cars and 49 trucks in the traffic stream. If

lead vehicles are counted, the same distribution arises. With
headways classified by both leading and trailing vehicle
types, Equation 14-14 is used to determine the value of ET:

B
(1 - 0.10)*(3.4 + 4.2 - 3.0) + (0.10*4.6)

T 3
.
0

1
.
53

i

!

1

Based on the Krammas and Crowley theory of equiva-
lence, each truck consumes as much space or capacity as 1.53
passenger cars.

It would also be interesting to see how the results would
be affected by using the simpler Equation 14-15, where head-
ways are classified only by the type of trailing vehicle. To do
this, weighted average headways for trailing passenger cars
and trailing trucks would have to be computed from the data
in Table 14.17. The weighted average headways are:

kaT

h

(40*4.2) + (9*4.6)

(40 + 9)

(400*3.0) + (40*3.4)

4
.
27 s

aP
(400 + 40)

Then
, using Equation 14-15:

4
.
27

3
.
04 s

ET
3

.
04

1
.
40

This equation, however, is based on the assumption that head-
ways depend only on the type of trailing vehicle.

 From the data

in Table 14
.17, this is obviously not true in this case-happ ?

Krr and hajf # haTp. Thus the second computation is more
aPproximate than the first The results in the two cases,

 how-

ler
, differ by only 0.13, indicating that use of Equation 14-15

with headways classified only by the trailing vehicle may be a
reasonable approach, particularly where multiple vehicle types
exist.

This example, however, illustrates the calibration of one

value of ET. ET, however, varies with type of terrain, the propor-
tion of trucks in the traffic stream

, and the length and severity of
a sustained grade. Some studies have suggested that these values
vary by flow levels and/or level of service as well.

Calibrating a complete set of ET and/or ER values would,

therefore, require a large database covering a wide range of
underlying conditions. This is both expensive and time consum-
ing. For practical reasons, most studies of heavy-vehicle equiva-
lence have relied at least partially on simulations to produce the
desired data set. Field studies are then conducted to validate a

selection of cells in the multivariable space. Validation results
may then be used to adjust equivalents to reflect discrepancies
between field data and simulation values.

14.6.2 Equivalence Based on Constant
Spacing

Another approach to equivalence is to select headways of var-
ious vehicle types such that their spacing is constant. This is
done by plotting headways of various types of vehicles at a
given location (using only the trailing vehicle to classify) vs.
their spacing. This is an interesting approach,

 illustrated in

Figure 14.10. Spacing is related to density {D = 5,280/5a), and
density is the measure that defines level of service for free-
ways and multilane highways. Thus this process results in
passenger-car equivalents that define traffic streams of equal
density and, therefore, of equal level of service.

H/ "aT

Hs
aP

IT HaT

a
"

a

X

"aP

Spacing (ft)

Figure 14.10: Equivalence Based on Constant Spacing
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The plot of headways versus spacing can be made
from data covering any time period sufficient to define the
relationships. The plots would, however, be valid only for
the site in question and would relate to the size of the facil-
ity (number of lanes), terrain, grade, and length of grade
present. Passenger-car equivalents might be shown to vary
with spacing (density) as the result of any given set of plots.
This approach, however, would not reveal any variation in
ET based on the proportion of trucks in the traffic stream,
PT. Implicit in this approach is the assumption that there is
no such variation.

Note also that the equivalent headways selected
using this procedure do not have to occur within the same
15-minute period because the plots are calibrated using a set
of points for many 15-minute periods. This is fundamentally
different from the Krammas and Crowley approach. It
defines "equivalent" in terms of traffic streams having equal
average spacings.

14.6.3 Equivalence Based on Constant
Speed

It is also possible to prepare a plot of average headways ver-
sus space mean speed for each 15-minute interval. Similar to
the approach of Figure 14.10, equivalents may then be based
on traffic streams having equal space mean speeds. This is
an attractive alternative if speed is the measure defining
level of service. Thus, although this method was used to cal-
ibrate passenger-car equivalents for t\yo-lane rural highways
in the 1965 HCM, it is not particularly well suited to such
calibrations for freeways or multilane highways. In the 1985
HCM, speed is a secondary service measure for two-lane
highways [2].

14.6.4 Macroscopic Calibration of the
Heavy-Vehicle Factor

Because fHV is defined as a ratio of equivalent flows in veh/h
and pc/h, it seems that a simpler approach would be to meas-
ure these values directly and calibrate the factor, rather than
using passenger-car equivalents.

Figure 14.11 illustrates plots of flow versus density
for similar geometric sites and time periods during which
the percentage of trucks varies. Curves are illustrated
for 0% trucks (the base condition), and for 10% trucks.
Given that level of service for multilane uninterrupted flow
facilities is defined by density, equivalent flow levels can
be found by holding density constant, as shown in the

F(pdh)

F(veMi)

a

\

/

\

Density (veh/mi)
fHV = F(vph)/F(pce)
 Passenger cars only
 10% Trucks

Figure 14.11: Direct Calibration of fHV Using Speed-
Density Curves

figure. The ratio of these flows now yields a value of fm

directly.
The data collection for such a calibration is difficult

A family of curves representing different percentages of trucks
would be needed as would sites with varying conditions of ter-
rain and/or grade. Finding sites sufficient to produce a curve
for truck percentages ranging from 0% to as high as 25% to
30% is a significant challenge that makes this approach less
practical than others discussed previously.

A similar approach can be taken using speed-flow curves.
but this would not be as philosophically consistent because
speed is not the measure of service quality used in the HCM.

14.6.5 Additional References on Heavy
Vehicle Factors

The literature contains numerous theoretical and practical
treatments of passenger-car equivalents and the heavy-vehicle
factor [5-5]. No common concept of equivalence has emerged
nor do all researchers agree on specific calibration approaches
Reference 6 explains the approach to multilane uninterrupted'
flow passenger-car equivalents used in HCM 2000.

14.7 Calibrating the Driver
Population Factor

The adjustment factor for driver population, fp virtually alwa)'-
requires local calibration, if a value other than 1.00 (for a com-
muting traffic stream, or familiar users of a facility) is to be used
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This is because the potential 
"other" driver popula-

tions and their impacts on operations are widely variable,

depending on the specific situation in question. Recre-

ational routes frequently involve nonregular users who

ay not be familiar with local characteristics. However,

familiarity or lack thereof, is not a 
"

yes
"

 or "no" proposi-

tion but a matter of degrees. Further, recreational and other

routes may have a range of driver characteristics, including
some familiar or regular users. Geometry also matters. An
unfamiliar user of a roadway with severe geometry in a

mountainous area will be far more cautious than an

unfamiliar user on a roadway that is basically straight and

level.
The same facility may have markedly different driver

populations on weekdays and weekends if it serves both
work-related and recreational destinations. Calibration is

often done by observing capacity operations on a single
facility on weekdays and on weekends, or by comparing
observed capacities of similar routes with different
driver populations. Such calibration is always approximate
because the extension of results from one facility (or a group
of facilities) to others cannot ensure accuracy. Nevertheless,
this is the best approach available at present and is a reason-
able approach to getting a local estimate of a very volatile
adjustment factor.

Another approach is to collect data at a number of sites with
varying conditions and use regression analysis to establish a
relationship for predicting free-flow speei_The relationship
might then be used to examine the impact of individual fea-
tures on the result.

14.9 Software

One major software package claims to replicate the method-
ologies of the HCM 2000 and will be updated to reflect
changes and new methodologies of the HCM 2010.

 The

Highway Capacity Software package (HCS) continues to be
maintained and available through McTrans Center at the Uni-
versity of Florida,

 Gainesville.

Note that the Highway Capacity and Quality of Ser-
vice Committee of the Transportation Research Board does
not examine, certify, or endorse any software product.

 The

burden of demonstrating that a software package faithfully
replicates the current HCM is entirely that of the software
producers.

14.10 Source Documents

14.8 Adjustment Factors
to Free-Flow Speed

The HCM 2000 applies some adjustments to the prediction
of free-flow speed. These adjustments (for lane width, lateral
clearance, number of lanes or median type, and interchange
or access-point density) are different from the driver popula-
tion and heavy-vehicle factors, in that they are subtractive
rather than multiplicative. The data on which these factors
are based were quite sparse. Lane width and lateral clearance
adjustments, for example, were calibrated using some field
data and by projecting former adjustments to flow rates for
these factors onto the speed axis using standard speed-flow
curves

.

Free-flow speed for any facility is easily measured as
the average speed (of passenger cars uninfluenced by heavy
vehicles) when flow rates are low. For freeways and multi-
lane highways,

 measurements taken when flow is less than

800 to 1
,000 veh/h/ln will provide reasonable estimates.

Calibration requires controlled experiments in which one
variable (i.e., lane width) is varied while others are held con-
stant. Sites fulfilling this objective will be difficult to find.

The methpdologies for basic freeway segments and multilane
highways are based on two National Cooperative Highway
Program projects (7,8). Reference 9 was used to further
update material related to basic freeway segments. Reference
10 is a good overview of the history of the development of
HCM procedures.
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Problems

14-1. Estimate the free-flow speed of a four-lane undivided
multilane highway having the following characteristics:

(a) Base free-flow speed = 60 mi/h

(b) Average lane width = 11 ft.

(c) Lateral clearance = 3 ft at both roadsides

(d) Access-point density = 15/mi on each side of the
roadway.

14-2. Estimate the free-flow speed of a six-lane suburban
freeway with 12-ft lanes, right-side lateral clearance of
2 ft, ancba ramp density of 3.5/mi.

14-3. Find the appropriate composite grade for each of the
following grade sequences: 

(a) 2,000 ft of 3% grade followed by 1,000 ft of 2%
grade, followed by 900 ft of 4% grade.

(b) 2,000 ft of 4% grade, followed by 5,000 ft of 3%
grade, followed by 3,000 ft of 5% grade.

(c) 4,000 ft of 5% grade, followed by 3,000 ft of 3%
grade.

14-4. A freeway operating in generally rolling terrain has a
traffic composition of 12% trucks and 3% RVs. If the
observed peak hour volume is 3,200 veh/h, what is the

equivalent volume in pc/h?

14-5. Find the upgrade and downgrade service flow rates and
service volumes for an eight-lane urban freeway with
the following characteristics:

(a) 11-ft lanes

(b) 2-ft right-side lateral clearance

(c) 4.2 ramps/mi

(d) 3% trucks, no recreational vehicles

(e) Driver population consisting of regular facility usen

The section in question is on a 4% sustained grade of
1
.
5 mile. The PHP is 0.92.

14-6. An existing six-lane divided multilane highway with
a field-measured free-flow speed of 45 mi/h serves a
peak-hour volume of 4,000 veh/h, with 12% trucks
and no RVs. The PHF is 0.88. The highway has
rolling terrain. What is the likely level of service for
this section?

14-7. A long section of suburban freeway is to be designed
on level terrain. A level section of 5 miles is

,
 however.

followed by a 5% grade, 2.0 mi in length. If the DDHV
is 2,500 veh/h with 10% trucks and 3% RVs, how

many lanes will be needed on the

(a) Upgrade

(b) Downgrade

(c) Level terrain section

to provide for a minimum of level of service
Assume that base conditions of lane width and lateral
clearance exist and that ramp density is 0.50/mi.
PHF = 0.92.

14-8. An old urban four-lane freeway has the followin?
characteristics:

(a) lift lanes

(b) No lateral clearances (0 ft)

P

1
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(c) A ramp density of 4.5/mi
(d) 7% trucks, no RVs

(e) PHF = 0.90,
(f) Rolling terrain

The present peak-hour demand on the facility is
2
,
100 veh/h, and anticipated growth is expected to be

3% per year. What is the present level of service
expected? What is the expected level of service in
5 years? 10 years? 20 years? To avoid breakdown (LOS
F), when will substantial improvements be needed to
this facility or alternative routes?

14-9. The following headways are observed during a 15-minute
period on an urban freeway:

Type of
Headway

Number

Observed
Average

JValue (s)

P-F

P-T

TP

T-T

128

32

32

8

3
.

1

3
.
8

4
.
3

4
.
9

Compute the effective passenger-car equivalent (pee) for
trucks in this case, assuming that all headway types are dif-
ferent. Recompute the pee for trucks, assuming that head-
way values depend only on the type of following vehicle.

Are the results different? Why? Use the "driver selected
equivalent" approach in solving this problem.

.

>v-:



CHAPTER
15

. 

-

Weaving, Merging, and
Diverging Movements

on Freeways and
Multilane Highways

J

15.1 Turbulence Areas on Freeways
and Multilane Highways

In Chapter 14, we presented and illustrated capacity and
level-of-service (LOS) analysis approaches for basic freeway
and multilane highway sections. Segments of such facilities
that accommodate weaving, merging, and/or diverging
maneuvers, however, experience additional turbulence as a
result of these movements. This additional turbulence in the

traffic stream results in operations that cannot be simply
analyzed using basic segment techniques.

Although there are no generally accepted measures of
"turbulence" in the traffic stream, the basic distinguishing
characteristic of weaving, merging, and diverging segments
is the additional lane-changing these maneuvers cause. Other
elements of turbulence include the need for greater vigilance
on the part of drivers, more frequent changes in speed, and
average speeds dial may be somewhat lower than on similar
basic sections.

Figure 15.1 illustrates the basic maneuvers involved in
weaving, merging, and diverging segments. Weaving occurs
when one movement must cross the path of another along a
length of facility without the aid of signals or other control
devices, with the exception of guide and/or warning signs-
Such situations are created when a merge area is closely
followed by a diverge area. The flow entering on the left les
of the merge and leaving on the right leg of the diverge musi
cross the path of the flow entering on the right leg of the
merge and leaving on the left leg of the diverge. Dependin?
on the specific geometry of the segment,

 these maneuver?

may require lane changes to be successfully complele(1

Further, other vehicles in the segment (i.e., those that don"1

weave from one side of the roadway to the other) may
additional lane changes to avoid concentrated areas of turbn

lence within the segment.
Merging occurs when two separate traffic streams join '0

form a single stream. Merging can occur at an on-ramp to a fi '
way or multilane highway or when two significant facilities jo'"

to form one. Merging vehicles often make lane changes to ali?5

1
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(a) Weaving movements cross each others path.

(b) Merging movements join to
form a single traffic stream.

(c) Diverging movements divide
to form separate traffic streams.

Figure 15.1: Weaving, Merging, and Diverging Movements Illustrated

;mselves in lanes appropriate to their desired movement.
mmerging vehicles also make lane changes to avoid the turbu-
tce caused by merging maneuvers in the segment.

Diverging occurs when one traffic stream separates to
m two separate traffic streams. This occurs at off-ramps
m freeways and multilane highways, but it can also occur
ten a major facility splits to form two separate facilities.
;ain, diverging vehicles must properly align themselves in
propriate lanes, thus inducing lane-changing; nondiverging
hides also make lane changes to avoid the turbulence
:ated by diverge maneuvers.

The difference between weaving and separate merging
d diverging movements is unclear at best. Weaving occurs
ten a merge segment is "closely followed

" by a diverge seg-
;nt. The exact meaning of 

"closely followed
" is not well

fined. The HCM 2000 [1] employed a uniform 2,5QO-foot
igth as the maximum for weaving operations; the latest
iearch [15] indicates that this length is variable. At some
int

, however, the merge and diverge end of the weaving
iment are far enough apart to operate independently. Even
'
.ere the distance between a merge and diverge is less than
! maximum

, the classification of the movement depends on
: details of the configuration. For example, a one-lane,
ht-hand

, on-ramp followed by a one-lane, right-hand,
-ramp is considered a weaving section only if the two are
unacted by a continuous auxiliary lane. If the on-ramp and
-ramp have separate,

 discontinuous acceleration and decel-

ition lanes
, they are treated as isolated merge and diverge

;as
, respectively, independent of the distance between them.

e 1965 HCM [2] recognized weaving movements over

distances up to 8,000 feet, but this was based on a small num-
ber of data points, and lengths greater than 2,500 feet were
subsequently removed from consideration as weaving areas.

Even though the nature of lane-changing and other tur-
bulence factors is similar in weaving, merging, and diverging
segments, the methodologies for analysis of weaving seg-
ments are different from those for merging and diverging
segments. This is primarily an accident of research history
because conceptually, similar procedures would seem to be
more appropriate. Research efforts on these subjects have
been done at different times using different databases,

 as

mandated by sponsoring agencies. In writing material for the
HCM 2000 and for the forthcoming 2010 edition, however,
considerable effort was expended to make the two analytic
approaches more consistent, particularly in terms of level-of-
service measures and criteria.

HCM methodologies for weaving and for merging/
diverging segments are calibrated for freeways. These methods

have some limited application to multilane highways with
uncontrolled weaving or merging/diverging operations, but they
must generally be considered more approximate in these cases.

15.2 Level-of-Service Criteria

The measure of effectiveness for weaving, merging, and
diverging segments is density. This is consistent with freeway
and multilane highway methodologies. Level-of-service crite-

ria are shown in Table 15.1.
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Table 15.1: Level-of-Service Criteria for Weaving, Merging, and Diverging Segments

Level of

Service

Weaving Areas
Merge or

Diverge Areas

Density Range (pc/mi/In)

On Freeways
On Multilane Highways

or C-D Roadways
On Freeways, Multilane

Highways, or C-D Roadways

A

B

C

D

E

F

0-10

>10-20

>20 28
>28-35

>35

0-12

>12-24

>24-32

>32-36

>36

0-10

>10-20

>20-28

>28-35

>35

Demand Exceeds Capacity

(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual,
2000. Compiled from Exhibit 24-2, p. 24-3, and Exhibit 25-4, p. 25-5.)

For weaving areas, separate criteria are specified for
segments on freeways and on multilane highways. Boundary
conditions for multilane highways are set at somewhat higher
densities than for freeways, reflecting users' lower expectations
on multilane highways. This is somewhat inconsistent with the
criteria for basic sections, which are the same for freeways and
multilane highways, except for the LOS E/F boundary. For
merge and diverge junctions, only one set of criteria are speci-
fied, which is applied to both freeways and multilane highways.

For weaving segments, merge .segments, and diverge
segments, LOS F occurs when demand exceeds capacity of
the segment (i.e., when v/c is more than 1.00). The limit of
LOS E is defined as the capacity of the segment.

For basic freeway segments and multilane highways, a
maximum density is used to define the boundary between
levels of service E and F. Basic speed-flow curves for both
basic freeway and multilane highways show capacity occur-
ring at fixed values of density. Therefore, for any given
segment, there is a one-to-one correlation between capacity
and the density at which it occurs. In terms of apphcation,
LOS F for both basic freeway segments and multilane high-
ways is identified when demand exceeds capacity (i.e., v/c is
more than 1.00). This is because the analytic procedures do
not allow the estimation of a specific density value. Thus
although it is known that density will be greater than the
boundary value, an exact value cannot be computed. The cri-
teria of Table 15.1 are compiled from the HCM 2000, and
they will not change in the forthcoming fifth edition in 2010.

The spatial definitions of influence areas for weaving
segments are different, however, than those for merging and

diverging segments. For weaving areas, the density reflects an
average for all vehicles across all lanes of the segmenl
between the entry and exit points of the segment plus 500 feel
upstream and downstream of the segment. For merge and
diverge areas, densities reflect the "merge/diverge influence
area,

"

 which consists of lanes 1 and 2 (right and next-to-riglit
lanes of the freeway) and the acceleration or deceleration lane
for a distance 1,500 feet upstream of a diverge or 1,

500 feel

downstream of a merge. These influence areas are illustrated
in Figure 15.2.

In some cases, these definitions cause overlaps. For
example if an on-ramp is followed by an off-ramp less than
3

,000 feet away, the two 1,500-feet influence areas will ai "J J
least partially overlap. In such cases, the worst density or LOS
is applied to the overlap area. Other overlaps between ramp
and weaving segments and/or basic segments are simiiarl}
treated.

The most significant inconsistency between the analysis
methodologies for weaving segments and merge and diverse
segments is the manner in which capacity is determined and in
the results obtained. For merge and diverge segments,

 capaci'!
is most often controlled by the upstream (diverge) or down-
stream (merge) freeway or multilane highway segment. Thus
ramp junctions rarely limit the capacity of the basic facilii}
For weaving sections, capacity values are generally less than
a basic segment capacity for the same number of lanes. This

inconsistency is not, however,
 unreasonable. In weavin?

segments, some lanes, particularly auxiliary lanes, cannot I*
fully used due to the distribution of weaving and nonweavi":
demands in the segment

Be
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pa

CO

be

w]



WEAVING SEGMENTS: BASIC CHARACTERISTICS AND VARIABLES15.4

z

1
.
500 fl

319

Merge Influence Area
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Figure 15.2: Influence Areas for Merge, Diverge, and
Weaving Segments

(Source: Used with permission of Transportation Research
Board. National Research Council,, modified from Highway

Capacity Manual,2m,ExbibA 13-13, p. 13-21.)

15.3 A Common Point: Converting
Demand Volumes

Both procedures for weaving areas and for merge/diverge areas
rely on algorithms calibrated in terms of demand flow rates in
passenger car units for base or ideal conditions. Thus a point
common to both is that all component demand volumes must
be converted before proceeding to use either methodology.

Vi

PHF*fHV%
(15-1)

where:  v
,
- = demand flow rate

, pc/h, under equivalent base
conditions

Vi = demand volume, veh/h, under prevailing
conditions

PHF = peak hour factor

ffw = heavy-vehicle adjustment factor

fp - driver-population adjustment factor

The heavy-vehicle and driver-population factors are the same
ones used for basic freeway and multilane highway segments.
They are found using the methods and values presented in
Chapter 14.

15.4 Weaving Segments: Basic
Characteristics and Variables

Weaving areas have been the subject of a great deal of
research since the late 1960s, yet many features of current
procedures continue to rely, at least partially, on judgment.
This is primarily due to the great difficulty and cost of collect-
ing comprehensive data on weaving operations. Weaving
areas cover significant lengths and generally require videotap-
ing from elevated vantage points or time-linked separate
observation of entry and exit terminals and visual matching of
vehicles. Further, a large number of variables affect weaving
operations, and therefore a large number of sites reflecting
these variables would be needed to provide a statistically
desirable database.

The first research study leading up to the third edition
1985 HCM focused on weaving areas [3], This was unfortu-
nate because basic section models would be revised later,

causing judgmental modification in weaving models for
consistency. It relied on 48 sets of data collected by the then
Bureau of Public Roads in the late 1960s and an additional

12 sets collected specifically for the study. The methodology
that resulted was complex and iterative. It was later modi-
fied as part of a study of all freeway-related methodologies
[4] in the late 1970s. In 1980, a set of interim analysis pro-
cedures was published by TRB [5], which included the mod-
ified weaving analysis procedure. It also contained an
independently developed methodology that often produced
substantially different results. The latter methodology was
documented in a subsequent study [6}. To resolve the differ-
ences between these two methodologies, another study was
conducted in the early 1980s, using a new database consist-
ing of 10 sites [7]. This study produced yet a third method-
ology, substantially different from the first two. As the
publication date of the 1985 HCM approached, the three
methodologies were judgmentally merged, using the 10 sites
from the 1980s for general validation purposes [8], A num-
ber of studies throughout the 1980s and 1990s continued to
examine the various weaving approaches, with no common
consensus emerging [9-12].

0



320 CHAPTER 15  WEAVING, MERGING, AND DIVERGING MOVEMENTS

It was, therefore, no surprise that a new study, relying on
some new data but primarily on simulation, was commissioned
as part of the research for the HCM 2000 [75]. Unfortunately,
the simulation approach was not particularly successful, and it
yielded a number of trends that were judged (by the Highway
Capacity and Quality of Service Committee of the Transporta-
tion Research Board) to be counterintuitive. The method of the
HCM 2000 resulted from a further judgmental modification of
earlier procedures [14].

The weaving segment analysis methodology presented
in this text is drawn from the National Cooperative Highway
Research Program Project 3-75, Analysis of Freeway Weav-
ing Sections [15]. This procedure was developed for inclu-
sion in the 2010 HCM and was formally approved by the
HCQSC at its 2009 summer meeting. Because the HCM
2010 is not yet (at this writing) in production, it is possible
that some minor revisions will be made before inclusion in

the HCM.

15.4.1  Flows in a Weaving Area

In a typical weaving area, four component flows may exist
By definition, the two that cross each other's path are called
weaving flows; those that do not are called nonweaving, or
oM/er.yZows. Figure 15.3 illustrates.

Vehicles entering on leg A and exiting on leg D cross the
path of vehicles entering on leg B and exTting on leg C. These are
the weaving flows. Movements A-C and B-D do not have to cross
the path of any other movement, even though they may share
lanes, and they are referred to as nonweaving, or outer, flows

.

By convention, weaving flows use the subscript V;
outer or nonweaving flows use the subscript "a" The larger of
the two outer or weaving flows is given the second subscript
"1"; the smaller uses the subscript "2." Thus:

vol = larger outer flow, pc/h, equivalent base conditions

v02 = smaller outer flow, pc/h, equivalent base conditions

vwi = laiger weaving flow, pc/h, equivalent base conditions

vw2 - smaller weaving flow, pc/h, equivalent base conditions

The schematic line drawing of Figure 15.3 is called the
weaving diagram. In block form, it shows the weaving and non-
weaving flows and their relative positions on the roadway. By con
vention, it is always drawn with traffic moving from left to righl
It is a convenient form to illustrate the component flows in a
consistent way for analysis.

Other critical variables
, used in analysis algorithms,

may be computed from these:

vw = total weaving flow, pc/h =      + vW2

Vw = total non-weaving or outer flow, pc/h = vol +

-

c
A

vw2

vo2

B
D

Weaving Segment Flows

A
vw2

B

C

vo2 D

Weaving Diagram

Figure 15J: Flows in a Weaving Segment and the Weaving Diagram
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ti
.v:J

v = total demand flow, pc/h = vw + vnw

VR = volume ratio = vw/v

R = weaving ratio = vW2lvw

15.4.2 Critical Geometric Variables

Three geometric variables have a significant effect on the

quality of weaving operations:

. Lane configuration

. Length of the weaving area (in feet)

. Width (number of lanes) in the weaving area

Each of these has an impact on the amount of lane-changing
lhat must or may occur and its intensity.

Lane Configuration

Lane configuration refers to the manner in which entry and
exit legs "connect

" with each other. This is a critical charac-

teristic because it ultimately determines how many lane
changes must be made by weaving vehicles to successfully
complete their weaving maneuver. These are mandatory lane

changes because they must be made for the weaving vehicle

to get from its entry leg to its desired exit leg. By definition,
these lane changes must be made within the weaving section.

Lane Configuration Classifications Many lane configura-
tions may exist based on the number and location of entry and
exit lanes, and the number of lanes within the weaving seg-
ment. Weaving segments are categorized in two ways:

. One-sided versus two-sided weaving segments

. Ramp-weave versus major weaving segments

In a one-sided weaving segment, weaving movements
are substantially restricted to lanes on one side of the facility,
usually (but not always) the right side. In two-sided weaving
sections

, at least one of the weaving movements must use
lanes on both sides of the facility. Weaving turbulence in one-
sided segments is more localized, whereas in two-sided seg-
ments

, it may spread across most or all lanes of the facility. In
more specific terms, the following definitions apply:

. A one-sided weaving segment is one in which no weav-
ing maneuver requires more than two lane changes.

. A two-sided weaving segment is one in which one
weaving maneuver requires three or more lane
changes, or one in which a one-lane on-ramp on one

side of the facility is closely followed by a one-lane
off-ramp on the other side of the facility.

Weaving segments may also be classified as ramp weaves
or major weaves. The ramp-weave segment is very common and
has a standard characteristic: A one-lane on-ramp is followed by
a one-lane off-ramp (on the same side of the facility) and are
connected by a continuous auxiliary lane. In major weaving seg-
ments, at least three of the entry and exit legs have more than
one lane. In ramp-weaves, ramp roadways generally have design
speeds that are lower, sometimes significantly, than that of the
main facility. Because of this, on-ramp and off-ramp vehicles
are most often accelerating or decelerating as they traverse the
weaving segment. In major weave segments, entry and exit legs
are often designed to standards that are closer to those of the
main facility. Consequently, there is less acceleration and decel-
eration within the segment than for ramp-weaves. Figure 15.

4

illustrates some of these characteristics.

Figure 15.4 (a) shows a one-sided ramp-weave seg-
ment. Created by an on-ramp followed by an off-ramp con-
nected by a continuous auxiliary lane, every weaving vehicle
must make at least one lane change: on-ramp vehicles from
the auxiliary lane to the right lane of the facility, and off-ramp
vehicles from the right lane of the facility to the auxiliary
lane. Because both ramps are on the right side of the freeway,

these lane changeis are somewhat restricted to one side of the
facility. Figure 15.4 (b) is a major weave segment because
three of the four entry and exit legs have two lanes. Once
again, however, the focus of weaving lane changes is on one
side (the right) of the facility. Figure 15.4 (c) is the most com-
mon two-sided configuration. In this case, a left-side on-ramp
is closely followed by a right-side off-ramp; the reverse
arrangement produces a similar configuration Ramp-to-ramp
vehicles must cross the entire facility and will occupy every
lane within the segment for some period of time. Figure 15.4
(d) is a major weave, again because -three entry and exit lanes
have two or more lanes. It is clearly also a two-sided configu-
ration because ramp-to-ramp vehicles again must cross most
of the lanes of the facility, making at least three lane changes.

Numerical Characteristics of One-Sided Weaving Config-
urations Three numerical descriptors have been defined
that quantify the key element of configuration. It is noted that
these definitions apply only to one-sided weaving segments,

in which the ramp-to-facility and faciiity-to-ramp movements
are the weaving movements:

LCRf = minimum number of lanes changes that a
ramp-to-facility weaving vehicle must make
to successfully complete the ramp-to-facility
movement.
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r-v

1

X

(a) One-Sided Ramp-Weave

(b) One-Sided Major Weave

I

1

(c) Two-Sided Weaving Segment w/ Single-Lane Raps

.

!

I

(d) Two-Sided Weaving Segment w/ Three Lane Changes

Figure 15.4: Weaving Configurations Illustrated

(Source: Roess, R:, et al.. Analysis of Freeway Weaving Sections, Final Report, Draft Chapter for the HCM, National Cooperative High-
way Research Program Project 3-75, Polytechnic University and Kittelson and Associates, Brooklyn, NY, September 2007, Exhibits 24-3
and 24-4, p. 5.)

i

LCfk = minimum number of lane changes that a
facility-to-ramp weaving vehicle must
make to successfully complete the facility-
to-ramp movement.

Nyy = number of lanes from which a weaving
maneuver may be completed with one lane
change, or no lane change.

Figure 15.5 illustrates these critical parameters. Theval
ues of LCRF and LCfR are determined by assuming that eveO
weaving vehicle enters the segment in the lane closest to *

desired exit and leaves the segment in the lane closest to il>
entry. In Figure 15.5 (a), all ramp-to-facility vehicles enter'11
the auxiliary lane and leave in the right-most lane of 
facility. Facility-to-ramp vehicles enter in the right-most 1

:

:
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(a) A Five-Lane Ramp-Weave Section

(b) A Four-Lane Major Weave Section
(No Lane Balance)

(c) A Four-Lane Major Weave Section
(With Lane Balance)

Figure 15.5: Configuration Parameters Illustrated
(Sourte: Roess, R., et ah, Analysis of Freeway Waving Sections, Final Report, Draft Chapter for the HCM, National Cooperative Highway
Research Program Project 3-75, Polytechnic University and Kittelson and Associates, Brooklyn, NY, September 2007, Exhibit 24-4, p. 7.)

of the facility and leave in the auxiliary lane. Each vehicle in
both flows must make one lane change to successfully com-
plete its desired maneuver. For this case, LCRf = LCfR - 1.
Any weaving vehicle entering or leaving on a facility lane that
is not the right-most lane would have to make two or more
lane changes. Thus the only lanes in which weaving may be
accomplished with a single lane change are the auxiliary lane
and the right lane of the facility (i.e., Nyy = 2).

Figure 15.1 (b) is a major weaving segment. Vehicles
weaving from right to left are assumed to enter on the left lane
nf the on-ramp and leave on the right lane of the left exit leg.

The configuration requires that one lane change be made to do
.his (i

.e. LCRF = 1). Weaving vehicles moving from the left
'eg to the right leg have a simpler task. A vehicle entering on
.he right lane of the left entry leg and leaving on the left lane
"f the right entry leg can do so without making any lane
Ganges. This occurs because two entry leg lanes merge into a

gle lane
. In this case, LCFR = 0. As shown by the dotted

line in Figure 15.5 (b), a left-to-right weaving vehicle may
also enter in the second lane of the left leg and leave in the left
lane of the right leg by making a single lane change. Because
of this, weaving vehicles may enter the segment on either of
the two middle lanes and weave with no more than one lane

change (i.e., /Vw = 2).
Figure 15.5 (c) is also a major weave section. Its most

distinctive characteristic occurs at the exit gore area: lane
balance. Lane balance exists at an exit gore when the
number of lanes leaving the exit gore is one more than the
number of lanes entering it. In this case, four lanes approach
the exit gore, but five lanes depart it. One approaching lane
splits to two at the exit. This provides for great flexibility in
use of that lane. Vehicles approaching in that lane may
access either exit leg without making a lane change. Vehi-
cles entering on the left lane of the right entry leg and exit-
ing on the right lane of the left exit leg can do so without
making a lane change (i.e., LCRF = 0). Vehicles entering on
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the left lane of the right leg and leaving on the left lane of
the right leg may do so by making a single lane change (i.e.,
LCpR = 1). As shown by the dotted line in Figure 15.5 (c),
vehicles may also enter on the right lane of the right leg and
leave on the right lane of the right leg by making a single
lane change. Thus weaving vehicles may enter any of the
three right-most lanes of the weaving segment and successfully
complete their desired maneuvers with no more than one
lane change (i.e., iV y = 3).

In terms of one-sided weaving segments, values of
LCFR and LCRF are normally 0 or 1. In some cases, a value of
2 is also possible. The value of Nwy can be either 2 or 3; no
other values are possible.

Numerical Characteristics of Two-Sided Weaving Configu-
rations In two-sided configurations, ramp-to-facility and
facility-to-ramp movements are not the weaving flows. In such
configurations, the ramp-to-raimp vehicles weave across facility-
to-facility vehicles. Although the through vehicles on the
facility actually weave in such sections, they are the dominant
movement and do not have to make any lane changes in the
segment. Therefore, in a two-sided weaving configuration, only
the ramp-to-ramp vehicles are considered to be 

"

weaving.
" The

minimum number of lane changes needed to successfully move
from ramp to ramp is the key characteristic - LCrr. In both
Figures 15.4 (b) and (c), this value is 3. By definition, in all
two-sided weaving segments, A y is set to 

"0
.

"

Length of the Weaving Area

Although configuration has a tremendous impact on the num-
ber of lane changes that must be made within the confines of
the weaving area, the length of the section is a critical determi-
nant of the intensity of lane-changing within the section.

Because all of the required lane changes must take place
between the entry and exit gores of the weaving area, the

length of the section controls the intensity of lane-changing.
 If

1
,000 lane changes must be made within the weaving area

.

then the intensity of those lane changes will be half as high if
the section length is 1,000 feet as compared with 500 feet.

Figure 15.6 shows several two potential ways in whicti
the length of a weaving segment could be measured. Both of

these represent changes from the definition of length in HCM
2000 and previous editions.

These lengths are defined as:

Ls = Short length (ft); the distance between the end
points of any barrier markings that prohibit or
discourage lane changing.

LB = Base length (ft); the distance between points in
the respective gore areas where the left edge of
the ramp travel lanes and the right edge of the
facility travel lanes meet.

Although logic would indicate that the base length would
be the best measure, all of the algorithms calibrated for this
methodology produced significantly better results when the
short length was used. Therefore, the methodology used the
short length as the input parameter in all elements. This is not to
suggest that there is no lane-changing over a barrier line in a
weaving segment. Lane changes can generally be observed
over barrier lines, and indeed, even painted gore areas. Sucti
barrier markings do, however, act as a partial deterrent,

 and the

majority of lane changes do take place over the dashed line.
In some cases, barrier markings are not used, and the

two lengths are the same. If an analysis of a future situation is
conducted, the appropriate length should be based on local or
agency policy regarding the marking of weaving segments

j

LB

Figure 15.6: Measuring the Length of a Weaving Segment
(Source: Roess, R., et aL, Analysis of Freeway Weaving Sections, Final Report, Draft Chapter for the HCM, National Cooperative Highway
Research Program Project 3-75, Polytechnic University and Kittelson and Associates, Brooklyn, NY, September 2007, Exhibit 24-2, p- 2 )
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Where even that is not available, a default value (based on the

database used in developing the methodology) may be used in

which 5 = Om*LB.

Width of a Weaving Area

The total width of the weaving area is measured as the total

number of lanes available for all flows, N. The width of the

section has an impact on the total number of lane changes that

drivers can choose to make.

. Algorithms to predict the capacity of the weaving
segment under both ideal and preyailing conditions.

. An algorithm to estimate the maximum length at
which weaving operations exist. Longer segments,

even if an apparent weaving configuration exists
,

operate as if the merge and diverge operations
were separate. In such cases, the entry and exit gore
areas are separately analyzed using the merge
and diverge methodologies presented later in this
chapter.

.V

.
:.!

HI

15.5 Computational Procedures
for Weaving Area Analysis

Xhe computational procedures for weaving areas are most
easily used in the operational analysis mode (i.e., all geomet-

ric and traffic conditions are specified), and the analysis
results in a determination of LOS and weaving segment
capacity. The steps in the procedure are illustrated by the flow
chart in Figure 15.7.

As with most analysis methodologies, the first step is
always to specify the segment under study and its demand
flows. For an existing case, these will be based on measured
characteristics. For future cases, the geometry would be
based on a proposed plan or design, and the demand flows
(and characteristics) would be based on forecasts. Where not
all information is available, default values may be used; these
can be based on regional or agency policies, or on national
recommendations. Such recommendations are included in

the 2010 edition of the HCM.

The second step has already been discussed. All
demand volumes must be converted to flow rates in pc/h for
equivalent ideal conditions. This is done using Equation 15-1
and adjustment factors from Chapter 14 for basic freeway and
multilane highway segments.

The remainder of the methodology is based on four
lypes of models:

. Algorithms to predict the total rate of lane-changing
taking place in the weaving segment. This includes
both required and optional lane changes made by
weaving vehicles and lane changes made by non-
weaving vehicles. The total rate of lane-changing is
a measure of turbulence, and it reflects both demand

flow rates and configuration characteristics.

. Algorithms to predict the average speed of weaving
and nonweaving vehicles within the weaving seg-
ment

, given stable operations (i.e., not LOS F).

15.5.1 Parameters Used in Weaving
Segment Analysis

A very large number of variables are used as input to,

output from, or intermediate values in the overall methodol-
ogy. It is convenient to define them in one place,

 rather than

spread them across the chapter. Figure 15.8 illustrates and
defines variables used in the analysis of one-sided weaving
segments. Figure 15.9 does so for two-sided weaving
segments. As discussed, the basic definition of weaving and
nonweaving flows is different in one-sided and two-sided
segments, and this influences several portions of the
methodology.

15.5.2 Volume Adjustment (Step 2)

Equation 15-1, presented previously, is used to convert all
component demand volumes to demand flow rates under
equivalent base (or ideal) conditions

.

15.5.3 Determining Configuration
Characteristics (Step 3)

Two parameters quantify the impact of configuration on
lane-changing. One of these is the number of lanes from
which weaving maneuvers can be completed with no more
than one lane change, yvw, which has been previously dis-
cussed and defined. The second is LCMiN. This is defined as

the minimum rate at which weaving vehicles must change
lanes to successfully complete all weaving maneuvers in
lane-changes per hour (Ic/h). It is easily determined from the
values of lJCpR, LCRf, and LCRR, which have also been
defined previously:

For one-sided weaving segments:

LCmN = {LCfr*Vfr) + (LCgf gp) (15-2)
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STEP 1: INPUT

Specify geometry, weaving and non-weaving demand volumes, the free-flow speed of the section.

STEP 2: VOLUME ADJUSTMENT

Adjust demand volumes to reflect the peak hour factor (PHF), heavy vehicle presence, and driver population.

STEP 3: DETERMINE CONFIGURATION CHARACTERISTICS

Determine the lane-change characteristics that define the effects of configuration.

15

STEP 4: DETERMINE THE MAXIMUM WEAVING LENGTH

Estimate the maximum length for weaving operations under the conditions specified.

If length exceeds the maximum:
TREAT AS SEPARATE RAMP JUNCTIONS

If length < the maximum:
CONTINUE

STEP 5: DETERMINE THE CAPACITY OF THE WEAVING SECTION

Estimate weaving section capacity and the v/c ratio for the existing or projected demand flow rates.

lfv/c>1.00:
LEVEL OF SERVICE = F

-
r-

Ifv/c<1.00:

CONTINUE

STEP 6: DETERMINE LANE-CHANGING RATES

Estimate the rate at which weaving and non-weaving vehicles make lane changes.

STEP 7: DETERMINE THE AVERAGE SPEED OF WEAVING AND NON-WEAVING VEHICLES

Estimate the average speed of weaving and non-weaving vehicles in the weaving section; compute the space mean speed
of all vehicles in the weaving section.

STEP 8: DETERMINE THE LEVEL OF SERVICE

Convert the space mean speed to the density of the weaving section. Compare results to level-of-service criteria and
assign the appropriate level of service.

Figure 15.7: Flow Chart for the Weaving Segment Analysis Methodology

{Source: Roess, R., et al., Analysis of Freeway Weaving Sections, Final Report, Draft Chapter for the HCM, National Cooperative
Highway Research Program Project 3-75, Polytechnic University and Kittelson and Associates, Brooidyn, NY, September 2007,
Exhibit24-6, p. II.)



1

J

!

4

I
r

COMPUTATIONAL PROCEDURES FOR WEAVING AREA ANALYSIS15.5
327

I

ve

'7
.

Facility Facility

Ramp
Ramp

V
RF

V FR

VRR

Symbol Definition
Vpp freeway-to-freeway demand flow rate in the weaving section (pc/h)

vrp ramp-to-freeway demand flow rate in the weaving section (pc/h)

VpR freeway-to-ramp demand flow rate in the weaving section (pc/h)

vRR ramp-to-ramp demand flow rate in the weaving section (pc/h)

vw weaving demand flow rate in the weaving section (pc/h): v  = vrp + vj

vnw non-weavjng demand flow rate in the weaving section (pc/h); Vj   Vpp + vRR

v total demand flow rate in the weaving section (pc/h), v Vw + Vnw

VR volume ratio: VR = vw/v

N number of lanes within the weaving section

Nw number of lanes/rom which a weaving maneuver may be made with one or no lane changes.
S w average speed of weaving vehicles within the weaving section (mi/h)

Snw average speed of non-weaving vehicles within the weaving section (mi/h)

S average speed of all vehicles within the weaving section (mi/h)

FFS free-flow speed of the weaving section (mi/h)

D average density of all vehicles within the weaving section (pc/mi/ln)

W weaving intensity factor

Ls length of the weaving section (ft), based on short length definition.

LChf       minimum number of lane changes that must be made by a single weaving vehicle moving from the
on-ramp to the facility.

LCre       minimum number of lane changes that must be made by a single weaving vehicle moving from
the facility to the ramp.

LCmin      minimum rate of lane changing that must exist for all weaving vehicles to successfully
complete their weaving maneuvers (Ic/h) LCmin := (LCrfX vrf) + (LCpR X vp )

LCw        total rate of lane changing by weaving vehicles within the weaving section (Ic/h)

LCnw       total rate of lane changing by non-weaving vehicles within the weaving section (Ic/h)

LCAix     total lane-changing rate of all vehicles within the weaving section (Ic/h) LCALL = LCW + LCnw

Figure 15.8: Weaving Variables Defined for One-Sided Weaving Segments

{Source: Roess, R  et al.. Analysis of Freeway Weaving Sections, Final Repoit, Draft Chapter for the HCM, National
Cooperative Highway Research Program Project 3-75, Polytechnic Univashy and Kittelson and Associates, Brooklyn,
NY, September 2007, Exhibit 1A-1, p. 12.)

i
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VRR
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All variables are defined as in Figure 15.8, except for the following variables related to flow designations and lane-
changing variables.

Symbol Definition
vw total weaving demand flow rate within the weaving section (pcAi) vw = vrr

vNW        total non-weaving demand flow rate within the weaving section (pc/h) vj  = vfr + vrp + vpp

LCrr       minimum number of lane changes that must be made by one ramp-to-ramp vehicle to complete a weaving
maneuver.

LCMOM minimum rate of lane changing that must exist for all weaving vehicles to successfully complete their
weaving maneuvers (Ic/h) LCmin - (LCrr X vrr)

Figure 15.9: Weaving Variables Defined for Two-Sided Weaving Segments
[Source: Roess, R., et al.. Analysis cf Freeway Weaving Sections, Final Report, Draft Chapter for the HCM, National
Cooperative Highway Research Program Project 3-75, Polytechnic University and Kittelson and Associates, Brooklyn, NY,
September 2007, Exhibit 24-8, p. 13.)

For two-sided weaving segments:

(15-3)

where all variables are as defined in Figures 15.8 and 15.9.
LCmin effectively defines the hourly rate of lane

changes that must be made by all weaving vehicles to suc-
cessfully reach their desired destinations. It is not the total
lane-changing rate in the segment, which is determined
later in the methodology. Total lane-changing includes
optional lane changes made by weaving vehicles and all
lane changes made by nonweaving vehicles. The impor-
tance of LCmin's A 15 primarily a function of the con-

figuration, which forces all of these lane changes to be
made within the confines of the weaving segment. Optional

lane changes, whether made by weaving or nonweavins
vehicles, can be made within the weaving segment bui
could just as easily be made upstream or downstream of tn{
weaving section.

15.5.4  Determining the Maximum
Weaving Length (Step 4)

"Weaving" implies that vehicles involved in such man6"'
vers are using the length of the segment to complete the''

maneuvers. When the length of the segment is long enoug'1

however, merging at the entry gore and diverging at the e*
gore are physically separate, and weaving does not exi* f
Analytically, such cases are treated as separate merge a
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 cesments, with the potential for some length of

basic fac'1 66"

Defining the 
"maximum length," however, can be

molished using two different interpretations. In general
aC c it is the length at which weaving turbulence no longer

an impact on operations in or capacity of the segment.

ortunately, basing the maximum length on operational
ivalence to basic facilities results in far longer distances

'

.omparcd to basing it on capacity equivalence. If the opera-

ijonal definition were used, however, the resulting capacities
0f the weaving segments could be significantly higher than
the capacities of similar basic facility segments. Therefore,

ihe methodology bases the determination of maximum weav-
jng length on capacity equivalence. The following regression

equation has been calibrated:

Lm = [5,728(1 + W?)1
-
6] - [1,566 Afw] (15-4)

where all variables are as defined in Figures 15.8 and 15.9.
The model indicates that the maximum weaving

length increases as VR, the volume ratio, increases. This
is quite logical because when more of the total traffic is
weaving, the impact of weaving is expected to extend over a
longer distance. The maximum weaving length decreases
with tyw- This variable can only be 2 or 3, and it represents
the number of lanes from which a weaving maneuver can be
completed with one or fewer lane changes. Given the same
[low and split of weaving vehicles, there will be fewer lane
changes in a segment in which/Vw is 3 than in one in which
the value is 2.

Once estimated, the actual weaving length of the seg-
ment under study (short length definition) must be compared
to the maximum:

. If LMAx     continue the analysis using the weav-

ing methodology.
* If LMAx < Ls, use merge and diverge analysis method-

ologies presented later in this chapter.

Noted that Equation 154 was calibrated for freeways. Its
application to weaving segments on multilane highways and
C D roadways is highly approximate.

w%
 15.5.5  Determine the Capacity of the

theii        Weaving Segment (Step 5)
)Ugh
jexi The methodology calls for determining capacity before
;xisi investigating operating parameters and LOS. This is because
; art the models used in estimating densities and speeds within

the weaving segment are only valid for cases in which flow
is stable, that is, LOS is not F. LOS F exists when the

demand flow exceeds the capacity of the Segment. Logically,

then, capacity must be known to determine if stable flow
exists; only then can valid estimates of density and speed be
made.

There are two situations in which breakdown is expected
in a weaving segment:

. Breakdown of a weaving section is expected when
the total demand flow exceeds the total capacity of
the segment. In practice, this breakdown occurs when
an approximate density of 43 pc/mi/ln is reached in
the weaving segment.

. Breakdown of a weaving section is expected when the
total weaving flow rate exceeds the capacity of the
segment to handle weaving flows. The following
criteria define the maximum weaving flow rates (total,

both weaving flows) that can be accommodated in a
weaving segment:

2
,400 pc/h when Nwv = 2 lanes.

3
,500 pc/h when A y = 3 lanes.

Capacity of a Weaving Segment Based
on Breakdown Density

The breakdown density of 43 pc/mi/ln is a logical extension
of the calibrated breakdown density on basic freeway seg-
ments: 45 pc/h/ln. Given the aidditional turbulence present in
weaving segments, it is logical to assume that breakdown
would occur at a lower density. Further, the research behind
this methodology [75] found no stable operations at higher
densities. Fortunately, the methodology does not require
trial-and-error computations until the breakdown density is
reached. A relatively straightforward regression relationship
was calibrated that estimates the capacity at which the
density occurs.

Because of turbulence in the weaving segment, and the
fact that some weaving segment lanes cannot be used to full
advantage due to the existing split between component flows,
the capacity controlled by a density of 43 pc/h/ln must be less
than the capacity of a lane on a basic facility segment with the
same free-flow speed as the weaving segment. Therefore, the
algorithm for estimating this capacity is essentially a deduc-
tion from the basic freeway segment capacity:

cml = c,FL - [438.2 (1 + VR)16
]

+ [0.0765 L5] + [1I9.8/VW] (15-5)
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where: ciwL = capacity per lane of the weaving section under
ideal conditions (pc/h/ln)

Cifl = capacity per lane of a basic facility segment
with the same free-flow speed as the weaving
segment (pc/h/ln).

All other variables are as previously defined.
Values of basic facility capacity under ideal conditions

are taken from Chapter 14 but are repeated in Table 15.2 for
convenience.

The weaving segment capacity per lane under ideal
conditions must now be converted to a total capacity for the
weaving segment under prevailing conditions:

cwi - ciWLNfmfp (15-6)

where: cwi capacity of the weaving section based on
breakdown density, yeh/h.

All other variables are as previously defined.

Capacity of a Weaving Segment Based
on Maximum Weaving Flow Rates

It is possible for the split among component flows to be such
that the number of weaving vehicles reaches its capacity before
the density of the entire weaving segment reaches 43 pc/h/ln.
In these cases, the effective controls on the capacity of the seg-
ment are the limiting values of weaving flow rate noted eariier.
Because the proportion of weaving vehicles is a traffic charac-
teristic of the demand (i.e., fixed for any given analysis), weav-
ing turbulence can cause a breakdown while there is still
"capacity

" available for nonweaving vehicles. In this type of
breakdown, on-ramp vehicles queue on the ramp, whereas off-
ramp vehicles queue on the approaching facility segment. Freer
flow may exist in the most distant outade lane(s). Capacity of
the weaving segment based on maximum weaving flow rates is
found as:

2
,
400

VR
for Ny/y = 2

3
,
500

VR
for Nwv = 3 (15-7]

where: cw capacity of the weaving segment under idea!
conditions (pc/h)

All other variables are as previously defined.

Note that unlike Equation 15-5, which defined weavinj c
capacity under ideal conditions per lane, Equation 15-]
defines the total capacity of the weaving segment under ideal
conditions. This, of course, must be converted to prevailin«
conditions:

CW2 - ciWfHVfp (15-8)

where: c ? capacity of a weaving segment based on maii
mum weaving flow rate,

 veh/h

All other variables are as previously defined.

Final Capacity of the Weaving Segment
and the v/c Ratio

Because there are two controls on capacity of a weaviiij
segment, the actual capacity is based on the smallest of tht
two values computed in Equations 15-6 and 15-8:

15.5

Final

If the

and a

to 1.0

the w

Three

ingse

cw = mm {cwi, cW2) (15-9)

The effective demand-to-capacity ratio is simply to
ratio of the total demand flow to the estimated capacity. At this
point in the methodology, the demand flow rate, v, is expressed
in pc/h under equivalent ideal conditions, whereas capacily
cw, is expressed in veh/h under prevailing conditions. Thus, in

find the appropriate ratio, one must be converted so that boili
are stated in the same terms:

v/c
vfHvfp

cw
(15-10)

where all terms have been previously defined.

Table 152: Basic Facility Capacity Values (qpi) for Use in Equation 15-5

Freeways Muldlane Highways and C-D Roadways

FFS (mi/h) Capacity (pc/h/ln) FFS (mi/h) Capacity (pc/h/ln)
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65

60

55

2
,
400

2
,
350

2
,
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,
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I 15.5.6 Determining Total Lane-Changing
        Rates Within the Weaving
       Segment (Step 6)

Three types of lane-changing maneuvers exist within a weav-
1   "t] ing segment:

i

'

tis

5-9

the

this

ssei

cit

s
,
to

bolb

101

final Assessment of Capacity

If the v/c rati0 exceeds 1.00, LOS F is automatically assigned,

d ail computations cease. If the v/c ratio is less than or equal

I0 j qo
,
 computations continue to find speed and density within

rt,e weaving segment.

. Required lane changes made by weaving vehicles:
These lane changes must be made to successfully
complete a weaving maneuver. They represent the
absolute minimum lane-changing rate that can exist in
the weaving section for the defined demands. By defi-
nition, these lane changes must be made within the
confines of the weaving segment. This has been
discussed previously, and the rate for such lane
changes is defined as LCmim and was determined in
Step 3 of the methodology.

. Optional lane changes made by weaving vehicles:
These involve lane changes by weaving vehicles that
choose to enter segment on a lane that is not the closest to
their desired destination, ov leave the segment on a lane
that is not the closest to their entry leg. Such entries and
exits require additional lane changes to be made within
the weaving segment, and act to increase turbulence.

. Optional lane changes made by nonweaving vehi-
cles: Nonweaving vehicles are never required to
make lane changes within a weaving segment. They
may, however, choose to make lane changes to avoid
perceived turbulence.

Although LCmin is known based on the segment con-
figuration and component demand flow rates, the last two
categories of optional lane changing are estimated based on
regression equations developed in Reference 15. Total lane-
changjng rates are separately determined for weaving vehi-
cles and nonweaving vehicles.

Total Lane-Changing Rate for Weaving Vehicles

The total lane-changing rate for weaving vehicles in a weav-
ing segment is estimated as:

iCy = LC  + 0.39[(L5 - SOOfWd + /D)08] (15-11)

where: LCyy = total lane-changing rate for weaving vehicles
within a weaving segment, Ic/h.

N = number of lanes in the weaving segment.

ID = interchange density, interchanges/mi.

Other variables are as previously defined.
The term Ly-300 is interesting. It suggests that for a

segment shorter than 300 feet, weaving vehicles do not make
any optional lane changes. Because the second term of the
equation cannot be negative {LCw can never be less than
LCMiN), for all weaving lengths less than 300 feet "(a hope-
fully very rare event), Ls must be set at 300 ft.

The equation is logical in its form. As length increases,

weaving vehicles have more distance and time to make
optional lane changes. As the number of lanes, N, increases,

more possible lane changes can be made.
This is the first place that interchange density shows

up in capacity and LOS analysis. Whereas interchange
density was used in HCM 2000 to predict the FFS of a basic
freeway segment, in HCM 2010, interchange density
has been replaced by total ramp density. A higher inter-
change density yields more lane-changing as weaving vehi-
cles align themselves as a result of upstream or downstream
turbulence.

Fbr weaving sections, interchange density considers a
faciUty segment 3 miles upstream and downstream of the
middle of the weaving segment. The weaving segment itself
counts as one interchange within this 6-mile range.

When applying Equation 15t1 I to a weaving segment on
a multilane highway, interchange density is replaced by the
density of roadside access points in the analysis direction.
Only significant unsignalized access points should be consid-
ered in this density. Application of Equation 15-11 to multi-
lane highway weaving segments is highly approximate.

Total Lane-Changing Rate for Nonweaving N 
Vehicles 

.

 c V /'
Because no .nonweaving vehicle must make a lane change
within the weaving segment, all such lane changes are optional.
This makes them far more difficult to predict than weaving
vehicle lane changes, which are tied to the configuration of
the weaving segment and the demand flow rates. The method-
ology has two basic equations that are used to estimate non-
weaving lane-changing rates:

LCw/ = (0.206 vw) + (0.542 L5) - (192.6 AO

LCfw = 2,135 + 0.223(vw - 2,000) (15-12)
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where: LC i = first estimate, nonweaving vehicle lane-
changing rate, Ic/h.

LCiwi ~ second estimate, nonweaving vehicle lane-
changing rate,

 Ic/h.

All other variables are as previously defined.

The first equation covers-the majority of situations.

It presents a logical set of trends. As nonweaving flow
increases, nonweaving lane-changing also increases.

 As the

length of the segment increases, nonweaving lane-changing
increases because such vehicles have more distance and time to

make such movements. Nonweaving lane-changing decreases
as the number of lanes in the weaving segment increases.

 This

is less obvious. As the width of the weaving segment increases,

nonweaving vehicles have a better opportunity to segregate
from weaving vehicles in outer lanes.

 This would tend to

decrease their desire to make lane changes out of these lanes.

The first equation has an arbitrary minimum of "0.

"

The two equations, unfortunately, are very discontin-
uous. Therefore

, it is critical to have a methodology that
provides for smooth transitions from one equation to the
other without distorting the results. This is done using a
lane-changing index,

NW

LsIDvm
10,000

(15-13)

where all variables are as previously defined. The origin of this
index is to explain when the second Equation 15-12 is used.

 It

applies to cases in which long lengths, high interchange densi-
ties, and/or high nonweaving flows conspire to create far more
lane-changing among such vehicles than normally expected.

In calibrating these algorithms [/5], the first equation applies
to cases in which < 1

,300. The second applies to cases in
which / v > 1,

950. For values in between
, a straight-line

interpolation of the two equations is used.
 Thus:

Mlm  1,300:

If 1,950:

If 1,300 <lm< 1,950:

(15-14)

(15-15)

650

(15-16)

Total Lane-Changing in a Weaving Segment

The total lane-changing rate in any weaving segment is
simply the sum of the lane-changing rate for weaving vehicles
and the lane-changing rate for nonweaving vehicles:

where: LC n

ALL LCy/ + LCi (15-17)

total lane-changing rate in a weaving
segment, Ic/h.

All other variables are as previously defined.

15.5.7 Determining the Average Speed
of Vehicles Within a Weaving
Segment (Step 7)

The heart of the methodology for weaving segments is the
estimation of average speeds within the weaving segment.
The average speeds of weaving and nonweaving vehicles are
estimated separately because they are affected by different
factors

, and can be quite different in some cases. Estimated
speeds, together with known demand flow rates, will yield a
density estimate, which is used to determine the LOS. Thus.
although speed is a secondary performance measure for

weaving segments, it must be computed to obtain an estimate

of density, the primary measure of effectiveness used for

weaving segments.

Average Speed of Weaving Vehicles

The general algorithm for prediction of the average speed of

weaving vehicles in a weaving segment is basically the same

as that in HCM 2000:

'MAX

V     1 + w
(15-18)

where: Sjy average speed of weaving vehicles, mi/h.
minimum average speed of weaving vehicle5

expected in a weaving segment, mi/h.
Smax = maximum average speed of weaving vehicle5

expected in a weaving segment, mi/h.
IV = weaving intensity factor.

Although this basic algorithm is the same as that in *
HCM 2000, the new methodology changes some of the vaK
used in it. The maximum speed of weaving vehicles is the

flow speed of the facility. In HCM 2000, the maximum was
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the FFS + 5-t0 coirect for a tendency in the algorithm to
35

,  igdict high speeds. The minimum average speed remains
15 mi i-1116 most significant change' however, is a change in

 algorithm specifying the weaving intensity factor, W:

1
4

W = 0.226(LCai

V h

0
.789

(15-19)

where all variables are as previously defined. The term

lCaLLILs is essentially a measure of lane-changing intensity

over length-total lane changes per foot of weaving segment

length. Thus lane-changing behavior becomes the primary

measure of weaving intensity. Then:

5.w 15
f FFS -

V i + w
(15-20)

;the where all terms are as previously defined.

ieni The tenn ('s use(' instea  of  because W can be

s ait less than or greater than 1.00. Dividing by a number that can

:rea be less than or more than 1.00 creates inconsistent arithmetic

ated results. The (\+W) assures that all denominators are more

eldj lhan 1.00 and that as W increases, speed decreases.
Tius,

:  Average Speed of Nonweaving Vehicles
matt

1 fet The average speed of nonweaving vehicles is treated as a
reduction from the free-flow speed according to the following

algorithm:

Sw = FFS - (0.0072LCMW) - (0.0048 7/v) (15-21)

edd where all terms are as previously defined.
same      Nonweaving speed obviously decreases as v/N incre-

ases. More surprising is the appearance of LCuin in
equation. Because this is a regression equation, its appear-
ance is as a measure of weaving turbulence. For nonweaving

5-181 speeds, it was a stronger statistical predictor than other
measures

, such as W or LCALL.

hides I Average Speed of All Vehicles
Given estimates of both average speed of weaving vehicles

:hicte
md average speed of nonweaving vehicles, a space mean

ed for all vehicles may be computed as:

Sin*
vaiise*

jvastf "We all variables are as previously defined.

swj \Snw/

(15-22)

15.5.8 Determining Density and Level
of Service in a Weaving
Segment (Step 8)

The final computation in the analysis of weaving segments is
the conversion of average speed and demand flow rate into an
estimate of density, from which LOS is determined using
Table 15.1.

D
5

(15-23)

where D is the density in pc/mi/ln and all other variables are
as previously defined.

The methodology results in estimating both and
average speed and an average density of all vehicles within
the weaving segment, and a determination of the prevailing
LOS given the geometric characteristics of the segment
and the demand characteristics. The capacity of the weav-
ing segment is also determined for the prevailing condi-
tions specified. This information provides for significant
insight into the expected operational characteristics of
the segment, as well as insight into existing or potential
problems

15.6 Basic Characteristics of Merge
and Diverge Segment Analysis

As illustrated in Figure 15.2, analysis procedures for merge
and diverge areas focus on the merge or diverge influence area
that encompasses lanes 1 and 2 (shoulder and adjacent) free-
way lanes and the acceleration or deceleration lane for a dis-
tance of 1,500 feet upstream of a diverge or 1,500 feet
downstream of a merge area.

Analysis procedures provide algorithms for estimat-
ing the density in these influence areas. Estimated densities
are compared to the criteria of Table 15.1 to establish the
LOS.

Because the analysis of merge and diverge areas
focuses on influence areas including only the two right-most
lanes of the freeway, a critical step in the methodology is
the estimation of the lane distribution of traffic immedi-

ately upstream of the merge or diverge. Specifically, a
determination of the approaching demand flow remaining in
lanes 1 and 2 immediately upstream of the merge or diverge
is required. Figure 15.10 shows the key variables involved in
the analysis.

0
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Figure 15.10: Critical Variables in Merge and Diverge
Analysis

(Source: Used with permission of Transportation Research
Board, National Research Council, Highway Capacity Manual,
2000, Exhibit 25-2, p. 25-2.)

The variables included in Figure 15.10 are defined as
follows:

v/r = freeway demand flow rate immediately
upstream of merge or diverge junction, in pc/h
under equivalent base conditions

- freeway demand flow rate in lanes 1 and 2 of
the freeway immediately upstream of the
merge or diverge junctions, in pc/h under
equivalent base conditions

vR = ramp demand flow rafer in pc/h under equiva
lent base conditions

vr\2 = total demand flow rate entering a merge
influence area, vR + vn, in pc/h under
equivalent base conditions

vpo = total outbound demand flow continuing
downstream on the freeway, pc/h under equiv-
alent base conditions

DR = average density in the ramp influence area
pc/mi/ln

SR = space mean speed of all vehicles in the ramp
influence area, mi/h

Other than the standard geometric characteristics of the facility
that are used to determine its free-flow speed and adjustments
to convert demand volumes in veh/h to pc/h under equivalent
base conditions (Equation 15-1), there are two specific geomet-

ric variables of importance in merge and diverge analysis:

Lamd ~ length of the acceleration or deceleration
lane, ft

RFFS = free-flow speed of the ramp,
 mi/h

The length of the acceleration or deceleration lane is meas
ured from the point at which the ramp lane and lane 1 of the
main facility touch to the point at which the acceleration or
deceleration lane begins or ends. This definition includes the
taper portion of the acceleration or deceleration lane and is
the same for both parallel and tapered lanes. Figure 15.11
illustrates the measurement of length of acceleration and
deceleration lanes.
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Figure 15.11: Measuring the Length of Acceleration and Deceleration Lanes H1'
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Xhe free-flow speed of the ramp is best observed in the

,. ut jnay be estimated as the design speed of the most

ctive element of the ramp. Many ramps include compound
16 ontal curves or a number of separate horizontal or vertical

.urves The free-flow speed is generally controlled by the

design speed (or maximum safe operating speed) of the most

severe of these.

 7 Computational Procedures
for Merge and Diverge
Segments

15.7.1 Overview

 i

Figure 1512 is a flow chart of the analysis methodology for
merge or diverge junctions. It illustrates the following five
fundamental steps:

1
. Specify all traffic and roadway data for the junc-

tion to be analyzed: peak-hour demands, peak-
hour factor (PHF), traffic composition, driver
population, and geometric details of the site,
including the free-flow speed for the facility and
for the ramp. Convert all demand volumes to flow
rates in pc/h under equivalent base conditions
using Equation 15-1.

2
.
 Determine the demand flow in lanes 1 and 2 of the

facility immediately upstream of the merge or
diverge junction using the appropriate algorithm as
specified.

3
.
 Determine whether the demand flow exceeds the

capacity of any critical element of the junction.
Where demand exceeds capacity, LOS F is assigned
and the analysis is complete.

4
. If operation is determined to be stable, determine

the density of all vehicles within the ramp influ-
ence area. Table 15.1 is then used to determine

LOS based on the density in the ramp influence
area.

5
. If the operation is determined to be stable, determine

the speed of all vehicles within the ramp influence
area and across all facility lanes as secondary meas-
ures of performance.

Once all input characteristics of the merge or diverge
junction are specified and all demand volumes have been
converted to flow rates in pc/h under equivalent base

I

i

e

i

1

conditions, remaining parts of the methodology may be
completed.

Note that the base methodology fofrherge and diverge
segments is based on single-lane, right-hand on- and off-ramps.

There are a many other types of configuration, including multi-
lane on- and olf-ramp junctions, left-hand ramps, major merge
and diverge segments, and ramps on five-lane (one direction)
facility segments. These are handled as "Special Cases,

" which

are included in the appendix to this chapter. These cases involve
logical modifications to the base methodology for each case.

In few cases, substantial databases were available to calibrate

these modifications. In most cases, the modifications are

based on theoretical models and informed judgment of the
HCQSC.

15.7.2 Estimating Demand Flow Rates
in Lanes 1 and 2 (Step 2)

The starting point for analysis is the determination of
demand flow rates in lanes I and 2 (the two right-most lanes)
of the facility immediately upstream of the merge or diverge
junction. This is done using a series of regression-based
algorithms developed as part of a nationwide study of ramp-
freeway junctions [I6\. Different algorithms are used for
merge and diverge areas.

On-Ramps (Merge Segments)

For merge areas, the flow rate remaining in lanes 1 and 2
immediately upstream of the junction is computed simply as a
proportion of the total approaching facility flow:

v\2 = VF*PFM (15-24)

where: PFM proportion of approaching vehicles remaining
in lanes 1 and 2 immediately upstream of the
merge junction, in decimal form

All other variables are as previously defined.
The value of PFM varies with the number of lanes on the

facility, demand flow levels, the proximity of adjacent ramps
(in some cases), the length of the acceleration lane (in some
cases), and the free-flow speed on the ramp (in some cases.)
Table 15.3 summarizes algorithms for estimating PFM,

 and

contains a matrix for determining which algorithm is appro-
priate for various analysis scenarios.

For four-lane facilities (two lanes in each direction),

the value is trivial because the entire flow is in lanes 1 and 2.

For such cases, PFm is 1.00. For six- and eight-lane facilities,
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STEP 1
.

STEP 2

STEP 3

STEP 4

STEPS

Input Data
Geometric data

FFS Freeway
FFSRamp

Demand Flows

Demand Flow Adjustments
Peak Hour Factor, PHF

Heavy Vehicle Adjustment, lHV
Driver Population Adjustment, lp

Compute Adjusted Flow Rates
Equation 15.1

On-Ramp (merge) Off-Ramp (diverge)

Compute demand flow rate in Lanes 1
and 2 immediately upstream of
merge influence area:

Eqn 15-24 and Table 15.3
Check Reasonableness

Adjust as Needed

Compute demand flow rates in Lanes
1 and 3 immediately upstream of
diverge influence area:

Eqn 15-32 and Table 15.4
Check Reasonableness

Adjust as Needed

Compute capacity of merge area and
compare to demand flows:

Table 15.5

Merge Area Capacity
Ramp Roadway Capacity

Maximum Flow Enterin Merge Influence
Area

Is demand greater than capacity?

No I

Compute capacity of diverge area
and compare to demand flows:

Table 15:5

Diverge Area Capacity
Ramp Roadway Capacity

Maximum Flow Entering Diverge
Influence Area

Is demand greater than capacity?

Yes

Compute Density
Equation 15-40

1
LOS = F

±
No | Yes

Compute Density
Equation 15-41

Determine LOS

Table 15.1

1
LOS = F

Determine LOS

Table 15.1

Estimate Speeds
Table 15.6

Estimate Speeds
Table 15.7

15.7

N

4

6

|

1

Figure 15.12: Flow Chart for Analysis of Ramp-Facility Junctions
(Source: Draft Chapter 13, HCM20I0, National Cooperative Highway Research Program Project 3-29, Kittelson and Associates, Portia11'1

OR, Exhibit 13-4, p. 13-8,2008.)
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I

Table 15.3: Estimating PFM at On-Ramps (Merge Segments)

jto, of Freeway Lanes3 Model for Determining PFM

i

4

6

PFM 1
.
000

PFM = 0.5775 + 0.000028 Equation 15-25

PF = 0.7289 - 0.{)000135(VV + vR) - 0.0032965fJ? + 0.000063  Equation 15-26

PFM = 0.5487 + 0.2628(v£)/LDo ) Equation 15-27

For Vf/RFFS < 72:PFM = 0.2178 - 0.000125  + 0.0115( l*/S
fr

 ) Equation 15-28
For Vf/RFFS > 72: PFM = 0.2178 - 0.000125 vR Equation 15-29

Selecting Equations for PFM for 6-Lane Freeways

Adjacent Up stream
Ramp Subject Ramp

Adjacent Downstream
Ramp

Equation(s)
Used

None

None

None

On

Off

On

On

Off

Off

On

On

On

On

On

On

On

On

On

None

On

Off

None

None

On

Off

On

Off

Equation 15-25
Equation 15-25
Equation 15-27 or 15-25
Equation 15-25
Equation 15-26 or 15-25
Equation 15-25
Equation 15-27 or 15-25
Equation 15-27 or 15-25
Equation 15-25, 15-26,

 or 15-27.

Note: a4 lanes = 2 lanes in each direction.
(Source: Modified from Draft Chapter 13, HCM20W, National Cooperative Highway Research Program Project 3-92, Kittelson and
Associates, Portland OR, Exhibit 13-6, p. 13-12,2008.)

Ihe values are established using the appropriate algorithm
shown in Table 15.3. All variables are as previously defined:
L

up
 is the distance to the adjacent upstream ramp in feet, and

i

nd

Lfa is the distance to the adjacent downstream ramp.
For six- and eight-lane facilities, it is believed that the

flow remaining in lanes 1 and 2 depends on the distance to and
flow rate on adjacent upstream and downstream ramps. A driver
entering the facility on a nearby upstream on-ramp is more
likely to remain in lanes 1 and 2 if the distance between ramps
is insufficient to allow the driver to make two lane-changes to

reach outer lanes. Likewise, a driver knowing he or she has to
exit at a nearby downstream off-ramp is more likely to move
into lanes 1 and 2 than a driver proceeding downstream on the
main facility. Although these are logical expectations, the
database on ramp junctions was sufficient to establish these
relationships for only a few scenarios on six-lane fteeways.
Thus Equation 15-26 considers the impact of adjacent
upstream off-ramps, whereas Equation 15-27 considers the
impact of adjacent downstream off-ramps on lane distribution
at merge areas on six-lane facilities. There are no relationships

considering the impact of adjacent upstream or downstream
on-ramps on six-lane facilities or for any adjacent ramps on
eight-lane facilities. Equation 15-25 is used for isolated merge
areas on six-lane freeways and is used as the default algorithm
for all merge areas on six-lane freeways that cannot be
addressed using Equations 15-26 or 15-27.

As shown in the selection matrix of Table 15
.
3

,
 there

are situations in which more than one algorithm may be
appropriate. In such cases, it must be determined whether or

not the subject ramp is far enough away from the adjacent
ramp to be considered "isolated."

Equation 15-26 or 15-25 may be used to analyze merge
areas on six-lane facilities with an adjacent upstream off-ramp.

The selection of the appropriate equation for use is based on the
distance at which the two equations yield the same result,

 or:

LEq = 0.2l4{vr + vR) + 0.444 La

+ 5332 RFFS - 2
,
403

where: LEq - equivalence distance,
 ft

(15-30)
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All other variables are as previously defined.
When the actual distance to the upstream off-ramp is

greater than or equal to the equivalence distance (Lup > Leq),
the subject ramp may be considered to be 

"isolated." Equation
15-25 is used. Where the reverse is true (Lup < LEq), the effect
of the adjacent upstream off-ramp must be considered.
Equation 15-26 is used.

Similarly, Equation 15-27 or 15-25 may be used to
analyze merge areas on six-lane facilities with an adjacent
downstream off-ramp. Again, the equivalence distance is
established:

EQ 0
.1096 + 0.000107La

(15-31)

where: LEq = equivalence distance, ft
= demand flow rate on the adjacent down-stream

off-ramp, pc/h under equivalent base conditions

All other variables are as previously defined.
As previously, if the actual distance to the adjacent

downstream off-ramp (L ) is greater than or equal to the
equivalence distance (LA s L£e), the subject merge may
be considered to be "isolated." Equation 15-25 would
be used. If the reverse is true {L  < LEq), the effect of the
adjacent downstream off-ramp must be considered, and
Equation 15-27 is used.

Equations 15-28 and 15-29 both apply to isolated
on-ramp junctions on eight-lane freeways (four lanes in each
direction). Two equations are used to avoid a potential solu-
tion in which lengthening the acceleration lane leads to an
increase in density. .

It is also possible that two equations will legitimately
apply to a given situation. Where a merge area has both iari
upstream and a downstream adjacent off-ramp, it would be
considered first in combination with the adjacent down-
stream ramp, then with the adjacent upstream ramp. Two
different answers may result. In such situations, the
appjBachjfielding the worst prediction of operating condi-
tions is used?

Diverge Areas

The general approach to estimating the demand flow rate in
lanes 1 and 2 immediately upstream of a diverge is some-
what different from the one used for merge areas. This is
because all of the off-ramp traffic is assumed to be in lanes 1
and 2 at this point. Thus the flow in lanes 1 and 2 is taken as
the off-ramp flow plus a proportion of the through traffic on
the facility.

V12 = vR + (yF - VftWru (15-32

where: P[?D proportion of approaching vehicles remaining
in lanes 1 and 2 immediately upstream of the

diverge junction,
 in decimal form

15.7

Tabl

IS

Adj

All other variables are as previously defined.

Table 15.4 shows the algorithms used to estimate PFb

as well as a matrix that may be consulted when selecting the
appropriate algorithm. Lup is the distance to the adjaceni
upstream ramp, and Ld? is the distance to the adjacent down
stream ramp.

Again, the database for ramp junctions was sufficiem
to establish relationships for the impact of adjacent ramp
activity for only two cases, restricted to six-lane facilities:
Equation 15-34 considers the impact of an adjacent upstream
on-ramp and Equation 15-35 considers the impact of an adja
cent downstream off-ramp. There are no algorithms for the
effects of adjacent upstream off-ramps or adjacent down
stream on-ramps on six-lane facilities. For eight-lane facili-
ties, the value of PFD is taken to be a constant (0.

436

primarily due to a sparse database of off-ramps on an ejehl-
,     , .... [Sourclane facility. Mu

When an adjacent upstream on-ramp on a 6-lane
freeway exists, an equilibrium distance must be established
beyond which the subject off-ramp is considered to be C|,ec
isolated: |)jS{r

L
,

0
.071 + 0.0OOO23vF - 0.000076V/J

(15-36)

where: LEq = equivalence distance,
 ft

v,, = demand flow rate on the adjacent up-stream
on-ramp pc/h under equivalent base condition

All other variables are as previously defined.
If L,  > LEq, the subject ramp may be considered to be

isolated, and Equation 15-33 would be used. \{Lup
LEQ,  f

effect of the adjacent upstream on-ramp is taken into accoun'

i

Once

neces

Becai

outsic

result

ianec

by using Equation 15-34.
When an adjacent downstream off-ramp on a 6-lane n&'

way exists, an equivalence distance must also be computed:

I
1
.15 - 0.000032vF - 0.000369

(15-371

where all variables have been previously defined. ULdn  
the subject off-ramp may be considered to be isolatedi 
Equation 15-33 is appUed. If LA < LEQ,

 the effect of the down-

stream off-ramp is considered by using Equation 15-35.

ffec

la,

ev

Psi
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Xable 15.4: Estimating PFD at Off-Ramps (Diverge Segments)

No. of Freeway Lanes3

Model for Determining PfD

4 ?FD = 1.000
6 PFD = 0.760 - 0.000025 vF - 0.000046 vjj

PFD = 0.717 - 0.000039 vf + 0.604 (v  / L )
PFD = 0.616 - 0.000021 vf + 0.124 (vD/LD0WN)

8

Equation 15-33
Equation 15-34
Equation 15-35

FD 0
.
436

Selecting Equations for PFD for 6-Lane Freeways

Adjacent Upstream Ramp Subject Ramp Adjacent Downstream Ramp Equation(s) Used

None

None

None

On

Off

On

On

Off

Off

Off

Off

Off

Off

Off

None

On

Off

None

None

On

Off

Equation 15-33
Equation 15-33
Equation 15-35 or 15-33
Equation 15-34 or 15-33
Equation 15-33
Equation 15-34 or 15-33
Equation 15-33, 15-34, or 15-35

Note: a4 lanes = 2 lanes in each direction.
(Source: Modified from Draft Chapter 13, HCM2010, National Cooperative Highway Research Program Project 3-92, Kittelson and Associates,
Portland OR, Exhibit 13-6, p. 13-12,2008.)

Checking the Reasonableness of Lane
Distribution Predictions

Once the flow rate for lanes 1 and 2 have been predicted, it is
necessary to subject the results to a 

"reasonableness" check.

Because the algorithms used are regression based, when used
outside the boundaries of the database Used to calibrate them,

results can lead to illogical lane distributions. The estimated
lane distribution must meet these two conditions:

1
. Average flow rate in the outer lanes may not exceed

2
,700 pc/h/ln.

2
. Average flow rate in the outer lanes may not be more

than 1.5 times the average flow rate in lanes 1 and 2.

Obviously, the size of the freeway determines the num-
ber of outer lanes. For four-lane freeways (two lanes in each
direction), there are no outer lanes, and all vehicles approach
in lanes 1 and 2

. For six-lane freeways (three lanes in each
direction), there is one outer lane (lane 3). For eight-lane
freeways (four lanes in each direction),

 there are two outer

lanes (lanes 3 and 4).

If either or both of these criteria are violated by the
predicted lane distribution, the flow rate in lanes 1 and 2

must be adjusted to accommodate these limits. If the aver-
age flow rate in outer lanes exceeds 2,700 pc/h/ln, it is set

at 2,700 pc/h/ln, and the flow rate in lanes 1 and 2 is
recomputed as:

Vn =Vf- 2700No (15-38)

where N0 is the number of outer lanes. If the average flow
rate in outer lanes exceeds 1

.5 times the average flow rate in
lanes 1 and 2

, the outer lane flow is set at 1.5 times the aver-

age flow in lanes 1 and 2, and the flow rate in lanes 1 and 2 is

recomputed as:

ForN0= 1:  Vl2 = Vr/L15

For N0=2:  V,2 =

For Nq>2

2
.
50

2v
f
-/(1

.5Af0+2) (15-39)

In cases where both limitations are violated
,
 the revision that

meets both criteria is used.

15.7.3 Capacity Considerations

The analysis procedure for merge and diverge areas deter-
mines whether the segment in question has failed (LOS = F)
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based on a comparison of demand flow rates to critical capac-
ity values. In general, the basic capacity of the facility is not
affected by merging or diverging activities. Because of this,
the basic facility capacity must be checked immediately
upstream and/or downstream of the merge or diverge. Ramp
roadway capacities must also be examined for adequacy.
When demand flows exceed any of these capacities, a failure
is expected, and the LOS is determined to be F.

The total flow entering the ramp influence area is also
checked. Although a maximum desirable value is set for this
flow, exceeding it does not imply LOS F if no other capacity
value is exceeded. In cases where only this maximum is violat-
ed, expectations are that service quality will be less than that
predicted by the methodology. Capacity values are given in
Table 15.5. The freeway capacity values shown are the same as
those for basic freeway sections used in Chapter 14. When
applying these procedures to merging or diverging segments
on multilane highways or collector-distributor roadways, use
the values indicated in Chapter 14 for multilane highway
sections directly. Other values shown in Table 15.5 may be
approximately applied to merging or diverging multilane high-
way segments.

Table 15.5: Capacity Values for Ramp Checkpoints

The specific checkpoints that should be compared to the

capacity criteria of Table 15.5 may be summarized as follows

. For merge areas, the maximum facility flow occurs
downstream of the merge. Thus the facility capacity is
compared with the downstream facility flow {vF0

 

vf + Vfi). dive

. For diverge areas, the maximum facility flow occurs caP;
upstream of the diverge. Thus the facility capacity Jeir

is compared to the approaching upstream faciiity 's'
flow, vF. lant

. Where lanes are added or dropped at a merge or I™
diverge, both the upstream {vF) and downstream
(vF0) facility flows must be compared to capacily rm
criteria. one

han

. For merge areas, the flow entering the ramp influ- 
ence area is = + VR. This sum is com- wo,

pared to the maximum desirable flow indicated in facj
Table 15.5.

. For diverge areas, the flow entering the ramp influ-
ence area is v , as the off-ramp flow is already

Freeway FFS
(mi/h)

Maximum Freeway Flow Upstream/Downstream
of Merge or Diverge (pc/h)

Number of Lanes in One Direction

2 3 4 5

Maximum

Desirable Flow

Entering Merge
Influence Area

(pc/h)

Maximum

Desirable Flow

Entering Diverge
Influence Area

(pc/h)

15

if;

bie

in

Eq
div

>70

65

60

55

4
,
800

4
,
700

4
,
600

4
,
500

7
,
200

7
,
050

6
,
900

6
,
750

9
,
600

9
,
400

9
,
200

9
,
000

2
,
400/ln

2350/ln

2
,
300/ln

2
,
250/ln

4
,
600

4
,
600

4
,
600

4
,
600

4
,
400

4
,
400

4
,
400

4
,
400

Ramp Free-Flow Speed RFFS (mi/h)

Capacity of Ramp Roadway(pc/h)

Single-Lane Ramps Two-Lane Ramps

>50

>40-50

>3(M0

>20-30

<20

2
,
200

2
,
100

2
,
000

1
,
900

1
,
800

4
,
400

4
,
100

3
,
800

3
,
500

3
,
200

(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual, 2000, compiled fr01"
Exhibits 25-3, p. 25-4,25-7, p. 25-9, and 25-14, p. 25-14.) I
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B

included. It is compared directly with the maximum
desirable flow indicated in Table 15.5.

. All ramp flows, vR must be checked against the ramp
capacities given in Table 15.5.

The ramp capacity check is most important for
diverge areas. Diverge segments rarely fail unless the

capacity of one of the diverging legs is exceeded by the
demand flow. This is most likely to happen on the off-ramp.
/Vlso note that the capacities shown in Table 15.5 for two-
lane ramps may be quite misleading. They refer to the

famp roadway itself, not to the junction with the main facil-

ity. There is no evidence, for example, that a two-lane on-
famp junction can accommodate any greater flow than a
one-lane junction. It is unlikely that a two-lane on-ramp can

handle more than 2,250 to 2,400 pc/h through the merge
area. For higher on-ramp demands, a two-lane on-ramp
would have to be combined with a lane addition at the

facility junction.

15.7.4 Determining Density and Level
of Service in the Ramp
Influence Area

If all facility and ramp capacity checks indicate that sta-
ble flow prevails in the merge or diverge area, the density
in the ramp influence area may be estimated using
Equation 15-40 for merge areas and Equation 15-41 for
diverge areas:

D 5
.475 + 0.00734v/? 

+ 0.0078v,2 - 0.00627La (1540)

DR = 4.252 + 0.0O86vI2 - 0.009  (15-41)

where all variables have been previously defined.
 In both

cases, the density in the ramp influence area depends on the
flow entering it {vR and V|2 for merge areas, and vu for
diverge areas) and the length of the acceleration or decelera-
tion lane. The density computed by Equation 15-40 or 15-41
is directly compared to the criteria of Table 15.1 to determine
the expected LOS.

15.7.5 Determining Expected Speed
Measures

Although it is not a measure of effectiveness,
 and the determina-

tion of an expected speed is not required to estimate density (as
was the case for weaving areas), it is often convenient to have an

average speed as an additional measure or as an input to system
analyses. Because speed behavior in the vicinity of ramps
(vicinity = 1,500-ft segment encompassing the ramp influence
area) is different from basic sections, three algorithms are pro-
vided for merge areas and three for diverge areas as follows:

. Estimation algorithm for average speed within the
ramp influence area.

. Estimation algorithm for average speed in outer lanes
(where they exist) within the 1,500-foot boundaries
of the ramp influence area.

. Algorithm for combining the above into an average

space mean speed across all lanes within the 1,
500-

foot boundaries of the ramp influence area.

Table 15.6 summarizes these algorithms for merge areas,
 and

Table 15.7 summarizes them for diverge areas.

Table 15.6: Estimating Average Speeds in Merge Areas

Avg Spd In
.

Estimation Algorithm

' Ramp Influence Area SR = FFS - {FFS - 42) Ms
Ms = 0.321 + 0.0O39e(Vl00O) " 0.002(La */?Ff5/l,000)

Outer Lanes So
s

n

FFS voa< 500 pc/h
FFS - 0.0036(vOT - 500) i oa 500 - 2,300 pc/h

S
.o FFS - 6.53 - 0.0060  - 2300)      > 2,300 pc/h

All Lanes
S

(
VQm + VoaN0
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Table 15.7: Estimating Average Speeds in Diverging Areas

Avg Spd In
.

Estimation Algorithm

Ramp Influence Area SR = FFS - (FFS - A2}Ds
Ds = 0.883 + 0.00009v|2 - Q.QURFFS

Outer Lanes

All Lanes

S0 = 1.091 FFS  voa< 1,000 pc/h
5

,,
 = \

.091 FFS - 0.0039  - 1,000) voa> 1000pc/h

S

The variables in Tables 15.6 and 15.7 are defined as

follows:

5  = space mean speed of vehicles within the ramp
influence area; vR\2 for merge areas; for
diverge areas; mi/h

.
 S0 - space mean speed of vehicles traveling in outer

lanes (lanes 3 and 4 where they exist) within
the 1,500 ft length range of the ramp influence
area, mi/h

5 = space mean speed of vehicles in all lanes within
the 1,500-ft range of the ramp influence area,
mi/h

Ms = speed proportioning factor for merge areas

= speed proportioning factor for diverge areas

= average demand flow rate in outer lanes
,
 com

puted as (vF - v VA , pc/h/ln

N0 = number of outer lanes (one for three-lane
segments, two for four-lane segments)

All other variables are as previously defined.

15.7.6 Special Cases

As we noted previously, the methodology for merge and
diverge analysis presented here applies direcdy to one-lane.
right-hand on-ramps and off-ramps. A number of special
modifications can be used to apply them to a variety of othef
merge and diverge situations. These special cases are
described in the appendix to this chapter.

15.8 Sample Problems in Weaving, Merging, and Diverging Analysis

mm
m

Figure 15.13 illustrates a typical ramp-weave section on a six-lane
freeway (three lanes in each direction). The analysis is to determine
the expected LOS and capacity for the prevailing conditions shown.

Solution:

Steps 1 and 2: Convert AU Demand Volumes to Fbw Rates
in pc/h Under Equivalent Base Conditions Each of the
component demand volumes is converted to a demand flow rate in
pc/h under equivalent base conditions using Equation 15-1:

where: PHF = 0.9 (given)

Jj, = 1.00 (assume drivers are familiar with 
site)

The heavy-vehicle factor,// , is computed using Equation
and a value of ET selected from Table 14.13 for trucks on leV'

terrain (£7- = 1.5). Then:

I 1

V I + Pt{Et~ I)     I + 0.10(1.
5 - 1)

V
0

.
952

f

e.
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it

w

are

1
,
500 ft

3
,
500 veh/h

500 veh/h

600 veh/h

100 veh/h

Figure 15.13: Ramp-Weave Segment for Example 15-1

J

and:

3
,
500

v0i

Vol

Vh-1

VW2

0
.
90*0.952*1.00

100

0
.
90*0.952*1.00

600
'

 0.90*0.952*1.00

500
"

 0.90*0.952*1.00

= 4
,085 pc/h

= 117pc/h

= 700pc/h

= 584 pc/h

Other critical variables used in the analysis may now be com-

puted and/or summarized:

v,, = 700 + 584 = 1,284 pc/h

v?w = 4,085 + 117 = 4,202 pc/h

v = 1,284 + 4,202 = 5,486 pc/h     
.

    . .

v/N = 5,486/4 = 1,372 pc/h/In

Wf =
'

 1,284/5,485 = 0.23

L = 1,500ft

Step 3: Determine Configuration Characteristics The
two critical numeric variables that define configuration are Nm,
the number of lanes from which a weaving movement can be suc-
cessfully executed with no more than one lane change, and
LCMlN, the minimum number of lane changes that must be made
by all weaving vehicles to complete their maneuvas successfiilly.

The number of weaving lanes, Ny/y, is determined by
perusing the site drawing (Figure 15.13) and comparing it to
the illustration of Figure 15.5. As a ramp-weave, the value of
Nm is 2. The value of LCMm is found from Equation 15-2:

ICuin = iLCFR*vFR) + (Z,CRF*vRf)

10% trucks, all mvts.
Level terrain.

PHF = 0.90

FFS = 65 mi/h

ID = 1.2 interchanges/mile

where: LCfR = minimum number of lane changes for a free-
way-to-ramp vehicle needed to execute a
weaving maneuver successfully; from Figure
15.13, this value is 1.

Vfx = freeway-to-ramp demand flow rate, pc/h = vwI
=700pc/h.

LC/if = minimum number of lane changes for a ramp-
to-freeway vehicle needed to execute a weav-
ing maneuver successfully; from Figure 15.13,
this value is 1.

V/yr = ramp-to-freeway demand flow rate, pc/h = vW2
=584 pc/h.

Then:

LCmin - (1*700)
.

 +. (1*584) = 1,284 Ic/h

Step 4: Determine the Maximum Weaving Length
The maximum length for which this segment may be con-
sidered to be a "

weaving segment" is estimated using
Equation 14-4:

Imax = [5,728(1 + W?)1-6] - [l,566%v

Lmax = [5,728(1 + 0.23)1-6] - [ 1,566*2]

Lmax = 7,977 - 3,132 = 4,845 ft

Because the actual length of the segment, 1,500 feet, is far less

than this maximum, the segment is operating as a weaving
segment, and the analysis may continue.

Step 5: Determine the Capacity of the Weaving
Segment The capacity of the weaving segment can be deter-
mined by overall operation at a density of 43 pc/h/ln,

 the

density at which it is believed breakdown occurs in weaving

0
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segments, or on the capacity of the segment to handle weaving
flows. The former is estimated using Equation 15-5. It is based
on the per lane capacity of a basic freeway segment with a 65
mi/h free-flow speed, which is 2,350 pc/h/ln (Table 15.2):

ciwl = ClFL - [438.2(1 + V/?)16) + (0.0765Ls] + [ 119.9 ]
cIWL = 2,350 - [438.2(1 + 0.23)1

-6] + [0.0765*1500]
+ [119.9*2]

cIWL = 2,350 - 610.3 + 114.8 + 239.6 = 2,094 pc/h/ln

This value must be converted to a capacity under prevailing
conditions using Equation 15-6:

h-i = ciwL fnvfp

c j = 2094*4*0.952*1 = 7,974 veh/h

The capacity based on maximum weaving demand flow rate,
based on Nwv = 2, is estimated using Equation 15-7:

2400 2400

VR 0
.
23

10,235 pc/h

This value must also be converted to prevailing conditions
using Equation 15-8:

cW2 = cmfnvfp = 10,235*0.952*1 = 9,744 veh/h

The limiting capacity is obviously based on the density con-
dition (i.e., 7,974 veh/h). As with any capacity, this is
defined in terms of a maximum demand flow rate that the

segment can accommodate without breakdown. This must
be compared with the demand flow rate, also under prevail-
ing conditions. The total demand volume, V, is given as
4

,700 veh/h (Figure 15.13). This must be converted to a
flow rate:

PHF
47007o

.

9o = 5,222 veh/h

Because the demand flow rate is less than the capacity of the
segment (v/c = 5222/7974 = 0.655), operations will be sta-
ble, and LOS F does not exist in the segment. The analysis
may move forward to estimate density, LOS, and speed with-
in the segment

Step 6: Determine Lane-Changing Rates To estimate
speed and density in the weaving segment, total lane-changing
rates within the segment must be estimated. Lane-changing
rates for weaving and nonweaving vehicles are separately
estimated. The lane-changing rate for weaving vehicles is
computed using Equation 15-11:

LCy, = LCum + 0.39 [(Lj - 300)0"5 N2 (1 + /D)a8|

LCW = 1284 + 0.39 [(1500 - 300)0542(1 + 1.2)08]

LCW = 1284 + 0.39 (34.64*16* lsg8) = 1284
+ 406.4 = 1

,
690.4 Ic/h

The lane-changing rate for nonweaving vehicles is obtained

from Equations 15-12. Use of this equation requires thatihe

nonweaving lane-change index be determined, as defined ia
Equation 15-13:

LsIDvNW 1500*1.
2*4202

756.4
10

,000 10,000

For this value, the equation 15-12 for Imv < 1,300 is used:

LCw = (0.206 v ) + (0.542 Ls) - (192.6/V)

LCw = (0.206*4202) + (0.542*1500) - (192.6*4)

LCm = 856.6 + 813.0 - 770.4 = 899.2 Ic/h

The total lane-changing rate in the segment is the sum o(
the weaving vehicle rate and the nonweaving vehick
rate, or:

LCALL = LCW + LCw = 1690.4 + 899.2 = 2
,
589.6 Ic/h

Step 7: Determine the Average Speed of Weaving ad
Nonweaving Vehicles The average speed of weaving
vehicles in the weaving segment is estimated using Equations
15-19 and 15-20. Equation 15-19 is used to find the weavin;
intensity factor,

 W; 

W = 0.226
/ jr     \ 0.789

V L7
( 2,589.6 \0-789

0
.

226( 
 

 )     = 0.348
1
,500 }

Then:

V   1 + W  / V 1 + 0.348 /

The average speed of nonweaving vehicles in the weavin!
segment is estimated using Equation 15-21:

5  = FFS - (0.0072/A,w) - (0.0048 7W)

5/  = 65 - (0.0072*1284) - 0.0048*  j
Saw = 65 - 9.2 - 6.6 = 49.2 mi/h

These results indicate that weaving vehicles are actual';
traveling somewhat faster than nonweaving vehicles w'*'"

15.8

i
Thef

to de

the c

volur

equi\
ing \
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the weaving segment. Although unusual for ramp-weaving
segments, this is entirely possible given the dominance of
the through freeway flow in the segment. Nonweaving vehi-
cles may be crowding into the two outer freeway lanes to
avoid the weaving turbulence, and they may therefore experi-
ence slightly lower speeds (and higher densities) than weav-
ing vehicles.

The average speed of all vehicles in the segment is computed
from Equation 15-22:

Step 8: Determine Density and Level of Service in the
Weaving Segment The average density in the weaving seg-
ment is computed from Equation 15-2JI_

D
{%) 

=

 (   U)

S 49.9
27.5 pc/mi/ln

5
1284 + 4202

+ ( 1284  | (4202
\SW)    \Sm)     \52.l) \A9.2)

5486

24.64 + 85.41
49.9 mi/h

From Table 5.1
, this is LOS C, but it is very close to the LOS

D boundary of 28 pc/h/ln.

This ramp-weave segment is operating acceptably at LOS C.

Because the density is very close to the LOS D boundary,
 vir-

tually any growth in demand will cause the segment to enter
LOS D operations. The capacity of the segment is 2,

752

vehs/h (as a flow rate) larger than the current demand (7,
974

pc/h versus 5,222 pc/h), so that demand can grow by 52.7%
(2752* 100/5222) before capacity is reached.

i

IS

h

-J
Ij

eft,

The freeway weaving area shown in Figure 15.14 is to be analyzed
to determine the expected LOS for the conditions shown and
.he capacity of the weaving area. For convenience,

 all demand

volumes have already been Converted to flow rates in pc/h under
equivalent base conditions. For information purposes, the follow-
ing values were used to make these conversions: PHF = 0.95,
fnv - 0.93,/p = LOO.

Solution:

Steps 1 and 2: Convert All Demand Volumes to Flow
Rates in pc/h Under Equivalent Base Conditions
Because all demands are specified as flow rates in pc/h under
equivalent base conditions, no further conversion of these is
necessary. Key analysis variables are summarized here:

vw = 800 + 1,700 = 2,500 pc/h

vnw = 1,700 + 1,
500 = 3

,200 pc/h

v = 2,500 + 3
,
200 = 5

,700 pc/h

v/N = 5
,700/3 = 1,900 pc/h/ln

VR = 2,500/5,700 = 0.439

L = 2,000 ft

Note that this is a major weaving configuration.
 The weave from

left to right can be made with no lane changes (LCf-R = 0),

whereas the weave from right to left requires one lane change
(LCgp = I)..Successful weaving maneuvers can be made from

2
,
000 ft

1
,700 pc/h

800 pc/h

1
,700 pc/h

FFS = 70 mi/h

ID = 0.8int/ini

1
,500 pc/h

Figure 15.14: Weaving Segment for Example Problem 15-2

0
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any of the three lanes in the segment with no more than one lane
change (i.e., A y = 3).

Step 3: Determine Configuration Characteristics One
of the configuration characteristics, Nyv, was determined to be 3.
The second configuration characteristic needed is LCMW, as
determined by Equation 15-2:

LCWN = (LCfi<vfr) + {LCrfVrf)

LCmin = (0*1,700) + (1*800) = 8001c/h

Step 4: Determine the Maximum Weaving Length The
maximum weaving length is estimated using Equation 15-4:

Lmax = [5,728(1 + VR)1-6] - [1,566 Nm]

Lmax = [5,728(1 + 0.439)1-6] - [ 1,544*3] = 5,556 ft

Because the actual length of the weaving segment is only
2

,000 feet, it falls within this limit, and the analysis of the seg-
ment as a weaving segment may continue.

Step 5: Determine the Capacity of the Weaving
Segment To determine whether stable operations prevail,
the capacity of the weaving segment must be determined.
Capacity may be determined in two ways. It may be limited
by a breakdown density of 43 pc/h/ln or by a maximum weav-
ing flow rate the segment can accommodate. Capacity, as
determined by a breakdown density of 43 pc/h/ln, is estimated
using Equation 15-5:

cm = cm - [438.2 (I+W'
- + SlJ  119.8 1

ciwi = .2400 - [438.2 (l+0.439)1-6)+[o.0765*2000]
+ [119.8*3]

cm
.
 = 2400 - 784.5+153+359.4 = 2,128pc/h/ln

This capacity is stated in terms of pc/h/ln under equivalent
ideal conditions. Because there are three lanes in the

segment, the total capacity of the weaving segment is 2128*3
= 6

,384 pc/h. This value is still for equivalent ideal condi-
tions. It could be converted to veh/h under prevailing condi-
tions by multiplying by the appropriate///vand //> value. This
is not necessary in this case because the demand flow rates
are already stated in equivalent ideal terms.

The capacity of the segment, as limited by maximum weaving
flow rate, is estimated using Equation 15-7 for      = 3:

Qw
3 00 3,500

VR 0
.
439

7
,973 pc/h

Because this value is larger than capacity limited by densi

ty, the smaller value is used. The capacity of the weavin;

segment is 6,384 pc/h under equivalent ideal conditions
.

Because the total demand flow rate is 5
,700 pc/h, capacity |,

sufficient. The v/c ratio is 5
,
700/6,384 = 0.893

, which mean
that demand flows are quite near capacity. A 10.7% incrent

in demand would create a LOS F situation
.

Step 6: Determine Lane-Changing Rates To esti-
mate speeds in the weaving segments, and then densiu
and LOS, the total lane-changing rate within the weavin;

segment must be determined using Equations 15-11
.

15-12, and 15-13. Lane-changing rates are separately est
mated for weaving and nonweaving vehicles. Equation 15-11
is used to estimate the lane-changing rate for weavinj
vehicles:

LCW = l£mN + 0.39 [(L OO)0"5 /V2 (7+/D)a8]

LCW = 800+0.39 [(2000 - 300)a5 32 (1-K).8)0-8]

LCW= 800+O.30*[41.23*9*1.6] = 1,
032 Ic/h

Equation 15-12 is used to estimate the rate of lane-changinj
among nonweaving vehicles. There are two equations 15-12.
and the lane-changing index must be computed to interpret tk
results from theses equations. The index is computed usinf
Equation 15-13:

L./DV v 2000*0.
8*3200

W =   : T =  = 512 < 1,300
10,000 10,000

Because the index is less than 1
,
300

, the first equation 15-1-
is used:

LCm = (0206 Vfw) + (0.542 Ls) - (192 AO

LCjvw = (0.206*3200) + (0.542*2000) - (192*3)

ljCm = 659.2 + 1,084.0 - 576.0 = 1,167 Ic/h

The total lane-changing rate in the weaving segrnenl
the sum of the rates for weaving and nonweavi"?
vehicles:

LCall = 512 + 1167 = 1,
679 Ic/h

Step 7: Determine the Average Speeds of Weaving 
Nonweaving Vehicles The average speed of we**1-
vehicles within the weaving segment is estimated us'n-'

W

An 01

Figure
LOS 1
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equations 15-19 and 15-20. Equation 15-19 determines the

weaving intensity factor, W;
S

2500 + 3200

{sw)    Umv /     V 55:+-; + V 60.9 J
5700

45.37 + 52.55
58.2 mi/h

Then:

/ FFS - 5 \     
,
    f 70 - 15 \ _

15 +   = 5 +  --   = 60.9mi/h
1     V   1 + W  / V 1 + 0.197 /

Step 8: Determine the Density and Level-of-Service
Density in the weaving segment is computed using
Equation 15-23:

2
,

le

12

The average speed of nonweaving vehicles in the segment is
estimated using Equation 15-21:

Sffw = FFS - (0.0012*LCM,N) - (0.0048* 7W )

Sm = 10 - (0.0072*800) - (0.0048*1900) = 55.1 mi/h

In this case, nonweaving vehicles will be traveling over 5 mi/h
slower than weaving vehicles. This is not unexpected. Weav-
ing vehicles dominate this segment (3200 pc/h versus 2500
pc/h), and

'

the configuration favors weaving vehicles.

The average speed of all vehicles is computed Using
equation 15-22:

D
{%) 1900

S 58.2
32.6 pc/mi/h

From Table 15.2, this is LOS D.

The weaving segment is currently operating stably in LOS D
but not far from the LOS E boundary. Although speeds
appear to be acceptable, the demand is almost 90% of the

capacity, and there is little room for growth in demand at this
location. The bottom line is that with virtually any traffic
growth, this segment will reach capacity. Operations will
deteriorate rapidly with demand growth. Even if only ambi-
ent growth is expected (as opposed to growth caused by new
development), the segment should be looked at now for
potential improvements.

mm
iliisil

An on-ramp to a busy eight-lane urban freeway is illustrated in
Figure 15.15. An analysis of this merge area is to determine the likely
LOS under the prevailing conditions shown.

Solution:

Step 1: Convert All Demand Volumes to Flow Rates in
pc/h Under Equivalent Ideal Conditions The freeway
and ramp flows approaching the merge area must be convert-
ed to flow rates in pc/h under equivalent base conditions using

Equation 15-1. In this case, note that the truck percentages
and PHF are different for the two. From Chapter 14, the pas-
senger car equivalent for trucks is 2.5. It Is assumed that
drivers are familiar users

, and that fp
 = 1

.
00. Then for the

ramp demand flow:

fnv- -
1

0
.10(2.5 - 1)

900

0
.
870

0
.
89*0.870*1.00

1
,162 pc/h

is

5
,
200 veh/h

5% trucks

Rolling Terrain
PHF = 0.92

FFS = 65 mi/h

900 veh/h

10% trucks

Rolling Terrain
PHF = 0.89

1
,
000 ft

RFFS = 40 mi/h

; Figure 15.15: On-Ramp Segment for Example Problem 15-3
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For the freeway demand flow:

1

vF

1 + 0.05 (2.5 - 1)
0

.
930

5200

0
.
92*0.930*1.00

6
,078 pc/h

Step 2: Determine the Demand Flow Remaining in
Lanes I and 2 Immediately Upstream of the Merge
Table 15.3 gives values of PFM, the proportion of freeway
vehicles remaining in lanes 1 and 2 immediately upstream of a
merge. For an eight-lane freeway (four lanes in each direction),
Table 15.3 contains two equations. Selection depends on the
value of v/VRFFS = 6078/40 = 151.9. Because this is more
than 72, Equation 15-29 is used. Then, Equation 15-32 is used
to find the flow rate in lanes 1 and 2:

PFM = 0.2178 - 0.000125 vR = 0.2178
- (0.000125*1162) = 0.0726

v12 = vF*PFM = 6078*0.0726 = 441 pc/h

This prediction must be checked for "reasonableness." The
average flow rate in lanes 1 and 2 is 441/2 = 221 pc/h is very
low by any judgment. This leaves 6,078 - 441 = 5,637 pc/h
in the two outer lanes (lanes 3 and 4), or 5637/2 = 2,819

pc/h/ln. This violates the maximum reasonable limit of 2,700
pc/h/ln. It also violates the 1.5 rale: 2819 > 1.5*221= 332
pc/h/ln. In this case, the 1.5 rule is violated by a great deal.
The expected flow rate in lanes l and 2, therefore, must be
revised in accordance with Equation 15-39:

V,2 2
.
50

6078
72

.

50 = 2,431 pc/h

With this value for v , the outer lanes would carry 6,078 -
2

,431 = 3,647 pc/h, or 3647/2 = 1,824 pc/h/ln, which now
satisfies both "reasonableness" criteria. The example will
move forward using this value.

Step 3: Check Capacity of Merge Area and Compare
to Demand Flows To determine whether the section will

fail (LOS F), the capacity values of Table 15.5 must be con-
sulted. For a merge section, the critical capacity check is on
the downstream freeway section.

vfo = vf + vr = 6,078 + 1,162 = 7,240 pc/h

From Table 15 J, the capacity of a four-lane freeway section is
9

,400 pc/h when the EPS is 65 mi/h. As 9,400 > 7,240, no
failure is expected due to total downstream flow.

The capacity of a one-lane ramp with a free-flow speed of
40 mi/h must also be checked. From Table 15.5, such a

ramp has a capacity of 2,000 pc/h. Because this is greater

than the ramp demand flow of 1,162 pc/h, this element
not fail either.

Total flow entering the merge influence area is:

vRn = VR + v12 = 1,162 + 2,431 = 3
,593 pc/h

Because the maximum desirable entering flow for single
lane merge area is 4,600 pc/h, this element is alsc -
acceptable.

Step 4: Estimate Density and Level of Service in the

Ramp Influence Area Because stable operations w

expected. Equation 15-40 may be used to estimate the densiii

in the ramp influence area:

Figu
(thre

dete
DR = 5.475 + 0.00734 vR + 0.0078 v12 - 0.

0O627 L
a

DR = 5.475 + (0.00734*1162) + (0.0078*2431) - (0.00627*10001

DR = 5.475 + 8.529 + 18.962 - 6
:270 = 26.7pc/miyin

From the criteria in Table 15
.
1

, this is LOS C
,
 but close to the

LOS D boundary of 28 pc/mi/ln.

Step 5: Estimate Speed Parameters for Information.

Although not used to determine LOS
, the algorithms of

Table 15.6 may be used to estimate speed parameters of
interest:

Ms = 0.321 + 0.0039 W000' " 0.002 (La*RFFS / 1000)

Ms = 0.321 + [0.0039 <?<3593/IO0O)j - [0.002 (1000*40 /1000)

Ms = 0.321 + 0.142 - 0.080 = 0
.
383

SR = FFS- (FFS - 42) Ms = 65 - (65 - 42)*0.
383

= 562 mi/h

S0 = FFS - 0.0036  - 500) = 65 - (0.0036(1824 - 500)1
= 60

.
2 mi/h

The average speed in the ramp influence area is 56.

2 mi/h, anJ
the average speed in outer lanes is 60.

2 mi/h. The avera?
speed of all vehicles is:

S
3593 + (1824*2)

f   + f "o Q \ / 3593 \ / 824*2 \
\ SR )   \ S0   J     [ 56.2 J + [ 60.2 /

So/(
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7241

63.93 + 60.60
57.2 mi/h

t

so

ty

Several additional items may be of interest. The lane distribu-
tion of the incoming freeway flow (vf) was checked for rea-
sonableness, and altered as a result.

It is also useful to check the LOS on the downstream basic

freeway section. It carries a total of 7,240 pc/h in four lanes,

or 1,810 pc/h/ln. Using the standard speed-flow curve for FFS
= 65

,
 this is LOS D.

What does this mean
, considering ffiat the LOS for the ramp

influence area is determined to be C? It means that the total
freeway flow is the determining element in overall LOS

.
 This

is as it should be because it is always undesirable to have
minor movements (in this case, the on-ramp), controlling the
overall operation of the facility.

mm
mm mm m

0)

on

of

Figure 15.16 shows a series of three ramps on a six-lane freeway
(three lanes in each direction). All three ramps are to be analyzed to
determine the LOS expected under the prevailing conditions shown.

Solution:

Step 1: Convert All Demand Volumes to Flow Rates in
pc/h Under Equivalent Ideal Conditions Before apply-
ing any of the models for ramp analysis, all demand volumes
must be converted to flow rates in pc/h under equivalent base
conditions. This is done using Equation 15-1. Peak-hour fac-
tors for each movement are given, as are truck percentages.
The heavy-vehicle factor is computed using ET values from
Chapter 14. For level terrain, £7- = 1.5 for all movements. It
is assumed that the driver population consists primarily of
familiar users and that fp, therefore, is 1.00. The conversion

computations are shown here:

4
,
000

/mKRampl)

0
.
90*0.952*1.00

1

4
,669 pc/h

1

1 + 0.15(1.5 - 1)

500

0
.
930

/Wv(Ramp2)

0
.95*0.930*1.00

1

566 pc/h

VR2

1 + 0.05(1.5 - 1)

600

0
.
976

0
.
92*0.976*1.00

668 pc/h

1
0

.
943

/wv (freeway)
1

1 + 0.10(1.5 - 1)
0

.
952 400

V/" = 0
.
91*0.943*1.00 = 466pC/h

0)1

anil

1
,
500 ft 2

,
500 ft

~

  

Freeway
4

,
000 veh/h

10% trucks

Level terrain

PHF = 0.90

FFS = 60 mi/h

750ft 1 /  V      ' i 1,000ft

Ramp I
500 veh/h

15% trucks

Level terrain

PHF = 0.95

RFFS = 35 mi/h

\
Ramp 2
600 veh/h

5% trucks

Level terrain

PHF = 0.92

RFFS = 40 mi/h

500 ft
Ramp 3
400 veh/h

12% trucks

Level terrain

PHF = 0.91
RFFS = 30 mi/h

Figure 15.16: Ramp Sequence for Example Problem 15-4



I

350 CHAPTER 15  WEAVING, MERGING, AND DIVERGING MOVEMENTS

Step 2: Determine the Flow in Lanes I and 2 Immedi-
ately Upstream of Each Ramp in the Sequence Each
of the ramps in the analysis section must now be considered
for the potential impact of the adjacent ramp(s) on lane
distribution.

Ramp 1: The first ramp is part of a three-ramp sequence that
can be described as None-OFF-On (no upstream adjacent
ramp; an adjacent downstream on-ramp). Using Table 15.4,
for a six-lane freeway and the sequence indicated. Equation
15-33 should be used to determine V12.

"12(1) = Vri + (vf - vR])PFD

PFD = 0.760 - 0.000025vf - 0.000046vfil

PFD = 0.760 - (0.000025*4669)
- (0.000046*566) = 0.617

vm) = 566 + (4,669 - 566)
*

0
.617 = 3,098 pc/h

The resulting lane distribution must be checked for reason-
ableness. A six-lane freeway has only one outer lane, which
would carry 4669 - 3098 = 1,571 pc/h. Because this is
less than 2,700 pc/h, and less than 1.5*(3098/2) = 2,324
pc/h, the predicted lane distribution is reasonable and will
be used.

Ramp 2: The second ramp is an on-ramp that can be
described as part of an Olf-ON-Off sequence. From
Table 15.3, there are three potential equations that might
apply: Equation 15-26, which considers the effect of the
upstream off-ramp; Equation 15-27, which considers the
effect of the downstream off-ramp; or Equation 15-25, which
treats the ramp as if it were isolated. It is even possible that
two of these apply, in which case the equation yielding the
larger estimate is used. To determine which of these apply,
however, requires the use of Equations 15-30 and 15-31 to
determine equivalence distances.

In considering whether the impact of the upstream off-ramp
must be considered, Equation 15-30 is used:

LEq = 0.214  + vf) + 0.444La + 5232RFFS - 2,403

Note that for Ramp 2, the approaching freeway flow is the
beginning freeway flow minus the off-ramp flow at
Ramp 1:

= Vf - vRl = 4,669 - 566 = 4,103 pc/h

Thus:

LEq = 0.214 (vf + vR) + 0.444 La + 53.32/?FF5 - 2,403

LEq = 0.214 (4103 + 668) ±0(0.444*1000)
+ (53.32*40) - 2,

403

LEQ = 1,021.0 + 444.0 + 2,
132.8 - 2

,
403.0 = 1

,195 ft

Because the actual distance to the upstream ramp is 1,500 fi>
1
,195 ft, the impact of the upstream off-ramp need not be con

sidered, and Equation 15-25 is used.

To determine whether or not the effect of the downstream

off-ramp must be considered. Equation 15-31 is used b
compute LEq:

L
vd

EQ 0
.1096 + 0.000107

 

466
 

0
.1096 + (0.000107*1,000)

2
,
15111

The actual distance to the downstream off-ramp is 2,
500 fi

(>2,151 ft). Thus the impact of the downstream off-ramp
is also not considered

, and Equation 15-25 is used
Through the determination of these equivalence distances.

it is seen that Ramp 2 may be considered an isolated rarap,

Only one-Equation 15-25-applies to the estimation ol
VI2(2)-

Vl2(2) = vfi*Pfm

PFM = 0.5775 + 0.000028La
 = 0

.
5775

+ (0.000028*1,000) = 0.6055

VT2(2) = 4,103*0,6055 = 2,484 pc/h

This distribution must also be tested for reasonableness,
 The

outer lane carries 4103 - 2482 = 1
,621 pc/h < 2,700 fdi

It also carries less than 1.5*(2484/2) = 1,863 pc/h. There-
fore, the predicted lane distribution is reasonable and will lx
used.

Ramp 3: Hie third ramp is now considered as part of an
On-OFF-None sequence. From Table 15.4, Equation 15-33 or
15-34 is used. To determine which is the appropriate one
application, Equation 15-36 is used to compute LEq. In apply
ing this Equation, note that includes the on-ramp flow frt"11
Ramp 2. Thus:

vn = vF2 + via = 4,103 + 668 = 4,771 pc/h

LiEQ 0
.071 + 0.000023vf - 0.000076

668

0
.071 + (0.000023*4771) - (0.000076*466)

LEQ 4
,
597 ft

15.8
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m pFD = 0
.717 - (0.000039*4771) + (0.604* )

to

pFD = 0.717 - 0.186 + 0.161 = 0.692

,,,2(3) = 466 + (4771 - 466)*0.692 = 3,445 pc/h
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Because the actual distance to the upstream on-ramp is only
2

,
500 ft (<4,597 ft). Equation 15-34 is used to consider the

impact of Ramp 2 on lane distribution at Ramp 3:

V12(3) = vfi3 + ivF3 ~ VR PfD

pFD = 0.717 - 0.000039 vn + 0.604( )

Again, the predicted lane distribution should be checked for
reasonableness. The outer lane flow is 4771 - 3445 = 1,326

pc/h/ln < 2,700 pc/h/ln. It is also less than 1.5*(3445/2)
= 2

,582 pc/h. Therefore the distribution is reasonable and will
be used.

Summarizing the results for immediately upstream of each
of the three ramps:

v12(i) = 3,098 pc/h-

v,2(2) = 2,484 pcrti

vi2(3) = 3.445 pc/h

Step 3: Check Capacities The capacities and limiting
values of Table 15.5 must now be checked to see whether

operations are stable or whether LOS F exists. The freeway
flow check is made between Ramps 2 arid 3 because this is
the point where total freeway flow is greatest (v ). These
checks are performed in Table 15:8. Remember that the free-
way EPS is 60 mi/h.

None of the demand flows exceed the capacities or limiting
values of Table 15.5. Thus stable operation is expected
throughout the section.

Step 4: Determine Densities and Levels of Service in
Each Ramp Influence Area The density in the ramp
influence area is estimated using Equations 15-40 for
on-rampsand 15-41 for off-ramps:

DRi = 4.252 + 0.0086v,2(i) - 0.mLd

DRi = 4.252 + (0.0086*3098) - (0.009*750)
= 24

.1 pc/mi/ln

Table 15.8: Capacity Checks for Example Problem 15.
4

Item       Demand Flow     Capacity (Table 15.5)

4
,771 pc/h 6

,900 pc/h

VI2(1)

v/?12(2)

v12(3)

VR2

3
,098 pc/h

2
,
484 + 668

= 3
,152 pc/h

3
,446 pc/h

566 pc/h
668 pc/h
466 pc/h

4
,400 pc/h

4
,600 pc/h

4
,400 pc/h

2
,000 pc/h (RFFS

2
,000 pc/h (RFFS

1
,900 pc/h (RFFS

35 mi/h)

40 mi/h)

30 mi/h)

DR2 5
.475 + 0.00734  + 0.0078v12(2)

- 0.00627L,
-a

DR2 5
.475 + (0.00734*668) + (0.0078*2,484)

- (0.00627*1,000) = 23.5 pc/mi/ln

4
.252 + (0,0086*3446) - (0.009*500)

= 29
.4 pc/mi/ln

From Table 15.1, Ramp 1 operates at LOS C, Ramp 2 at LOS
C

, and Ramp 3 at LOS D.

Step 5: Determine Speeds for Each Ramp As was
done in example problem 15.3, the algorithms of Tables
15.6 and 15.7 may be used to estimate space mean speeds
within each ramp influence area and across all freeway
lanes within the 1,500-foot range of each ramp influence
area; Because of the length of these computations, they are
not shown here. Each would follow the sequence illustrated
in Example 15-3. Note that the ramp influence areas of
Ramps 2 and 3 overlap for a distance of 500 ft (1,

500 +

1
,500 - 2,500). For this overlapping segment, the influ-

ence area having the highest density and lowest LOS would
be used. In this case. Ramp 3, with LOS D, controls this
overlap area.

Again, it is interesting to check the basic freeway LOS
associated with the controlling (or largest) total freeway
flow, which occurs between Ramps 2 and 3. The demand
flow per lane for this segment is 4,771/3 = 1,591 pc/h/ln.
From Chapter 14 and a FFS of 60 mi/h, the LOS is found
to be almost exactly on the border between levels of serv-
ice C and D. This is consistent with the Ramp 3 LOS,
which is D but is only barely above the LOS C/D bound-
ary. Thus the operation of the freeway as a whole and
ramp sequence are somewhat in balance, a desirable
condition.
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15.9 Analysis of Freeway Facilities

The HCM 2000 contains a methodology for the analysis of
long stretches of freeway facilities, containing many
basic, weaving, merge, and/or diverge sections, which will
be updated and expanded in HCM 2010. The methodology
is reasonably straightforward for cases in which no seg-
ments fail (i.e., LOS F) but is extremely complex in cases
that encompass segment failures. The models involved
cannot be easily implemented by hand, so the overall pro-
cedure is outlined here without detail. The methodology is
best implemented through the use of FREEVAL2010, a
computational engine that will be made available through
HCM 2010.

15.9.1 Segmenting the Freeway

The analysis of a freeway facility must begin by breaking
the facility into component sections. Sections are fairly

easily established using the definitions of basic, weavino
merge, and diverge areas as defined in Chapter 14

. y\|j
weaving, merge, and diverge areas are isolated as segments

all other sections, by definition, are basic freewa\
segments.

For analysis, however, segments must be further divid-
ed into subsegments. In addition to boundaries between sqi
ments, subsegment boundaries must be established at all
points where a change in geometric or traffic conditions oc-
curs. Because the influence areas of ramp junctions extend
1
,500 feet downstream of an on-ramp and 1,500 feet upstream

.of an off-ramp, longer acceleration or deceleration lanes will
be treated as basic freeway segments outside the influence
area; a separate basic freeway segment would then have to be
established at the point where the acceleration lane ends (or
the deceleration lane begins). A basic freeway segment migtii
have to be divided into several subsegments if there are
changes in geometry, such as a change in terrain or specific
grades. The general process of segmenting the facility for
analysis is illustrated in Figure 15.17.

Freeway Facility

\Y7/ \V7/ ~\Y7
Freeway Sections along Freeway Facility

-\7/-r y/
Freeway Segments along Freeway Facility
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Figure 15.17: Segmenting a Freeway Ricility for Analysis

{Source: Used with permission of Transpoitation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, 2000
Exhibit 22-3, p. 22-5.)
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Sec 01    Sec 02     Sec 03    Sec 04    Sec 05     Sec 06   Sec 07   Sec 08

1

2

1 3

I4

(0 5

|6

7

8

Direction of Travel

Figure 15.18: The Time-Space Domain for Analysis of a Freeway Facility
(Source: Used with permission of Transportation Research Board, Highway Capacity Manual, 4th Edition, Washington DC, 2000,
Exhibit 22-2, p. 22-4.)

I

15.9.2 Analysis Models

The analysis procedure treats the freeway facility as a time-
space domain, as illustrated in Figure 15.18. Input demands
are established for each section during each time interval.
Each time interval is usually 15 minutes, but longer pe

'

riods

may be used. Each time-section cell is then analyzed, estab-
lishing appropriate subsegments within each and obtaining
LOS and speed estimates. If any cell breaks down within
the analysis period, additional models track the spread of
queuing to upstream segments, and shift the demand in both
space and time that results from such queuing. The time-
space matrix should be set up so that the beginning and end-
ing time periods have no segment failures or residual
queues.

Using this procedure, the models produce LOS and
speed predictions for all segments and time periods and show
both the buildup and dissipation of queues due to segment
failures

.
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Problems

15-1. Consider the pair of ramps shown in Figure 15.19. Ii
may be assumed that there is no ramp-to-ramp flow

.

(a) Given the existing demand volumes and other pre
vailing conditions, at what LOS is this section
expected to operate? If problems exist,

 which

elements appear to be causing the difficulty?
(b) It is proposed that the acceleration and deceleration

lanes be joined to form a continuous auxiliary lane.

How will this affect the operation? What LOS would
be expected? Would you recommend this change?

(c) What is the capacity of the section under the two
scenarios described in parts (a) and (b)?

15-2. Consider the weaving area in Figure 15.20.
 All

demands are shown as flow rates in pc/h under equiva
lent base conditions.

(a) Describe the critical characteristics of the segment.

(b) What is the expected LOS for these conditions?

(c) What is the capacity of the weaving section under
equivalent ideal conditions?

(d) If all demands include 10% trucks in rolling terrain
and all drivers are assumed to be familiar with tlit

facility, and the PHF = 0.92, what is the capacity
of the segment under prevailing conditions?

2
,
000 ft

Freeway
3

,
400 veh/h

7% tracks
500 ft 300 ft

i

Ramp 1
SOOveMi

3% trucks

RFFS = 35 millh

General

Rolling Terrain
PHF = 0.95

FFS = 65 mi/h

ID = 1.6 interchanges/mi

Ramp 2
700 veh/h

5% trucks

RFFS = 50 mi/h

Figure 15.19: Segment for Problem 15-1

F

F
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15*
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FFS = 70mi/h,ID = 0.9int/nii

2
,
500 ft

2000 pc/h

800 pc/h

1,000 pc/h 1
,600 pc/h

Figure 15.20: Segment for Problem 1-5-2

Freeway
4 00 veh/h
8 % trucks

Level terrain

FFS = 65nii//h

PHF = 0.92

1
,
000 ft

->

Ramp
700 veh/h

5% trucks

Level terrain

RFFS = 40mi/h

PHF=fl.92.

Figure 15.21: Segment for Problem 15-3

15-3. Consider the on-ramp shown in Figure 15.21.

(a) At what LOS would the merge area-be expected to
operate?

(b) A new development nearby opens and increases
the on-ramp volume to 1,000 veh/h. How does this
affect the LOS?

15-4. Figure 15.22 illustrates two consecutive ramps on an
older freeway. It may be assumed that there is a ramp-
to-ramp flow of 150 veh/h.

(a) What is the expected LOS for the conditions shown?

(b) Several improvement plans are under consideration:

i
. Connect the two ramps with a continuous

auxiliary lane.

ii. Add a third lane to the freeway and extend the

length of acceleration and deceleration lanes
to 300feet.

iii. Provide a lane addition at the on-ramp that
continues past the off-ramp on the downstream

freeway section. The off-ramp deceleration
lane remains 200feet long.

Which of these three improvements would you
recommend? Why? Justify your answer.

FFS = 60 mi/h; ID = 2 int/mi

15-5. What is the expected LOS and capacity for the weaving
area shown in Figure 15.23? All demands are stated in
terms of flow rates in pc/h under equivalent base
conditions.

Comment on the results. Are they acceptable?
If not, suggest any solutions that might mitigate some of
the problems. You do not have to analyze the suggested
improvements but should provide a verbal description of
why they would improve on current operations.

ID = 1.3 interchanges/mi
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FFS = 60 mi/h; ID = 2 ramps/mi
1200 ft

3
,
100 veh/h

<->
100 ft 200 ft

600 veh/h

RFFS = 45 mi/h
All Movements

Level terrain

10% trucks

PHF = 0.94

700 veh/h

RFFS = 45 mi/h

Figure 15.22: Segment for Problem 15-4

FFS = 70 mi/h; ID = 1 interchange per mile

1«
1

,
300 ft

3,500 pc/h

400pc/h

1
,100 pc/h

1
,000 pc/h

Figure 15.23: Segment for Problem 15-5

Appendix

Special Cases in Merge and Diverge
Analysis

As noted in the body of the chapter, merge and diverge analysis
procedures were calibrated primarily for single-lane, right-hand
on- and off-ramps. Modifications have been developed so that a
broad range of merge and diverge geometries can be analyzed
using these procedures. These 

"

special cases
" include;

. Two-lane
, right-hand on- and off-ramps

. On- and off-ramps on five-lane (one direction) fteeway
sections

. One-lane
, left-hand on- and ofif-ramps

. Major merge and diverge areas

. Lane drops and lane additions

Each of these special cases is addressed in the sections
that follow. ()c

om

sec

COl
Two-Lane on-Ramps

Figure 15.Al illustrates the typical geometry of a two-lanc
on-ramp. Two lanes join the freeway at the merge poi"1 .
There are, in effect, two acceleration lanes. First

,
 the rigli1

ramp lane merges into the left ramp lane; subsequently-

the left ramp lane merges into the right freeway lane. Th'
lengths of these two acceleration lanes are as shown in 
figure. 0n

The general procedure for on-ramps is modified in tw1 
ways. When estimating the demand flow in lanes 1 a" ' "

immediately upstream of the on-ramp (v ),
 the standar1)

equation is used:
Pn

v,, = vF*PFM W|

foil

acc

cor

de.
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Influence Area

V
K

LA! A2

Figure 15.A1: Typical Two-Lane On-Ramp
(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual, 2000,
Exhibit 25-8, p. 25-9.)

Instead of using the standard equations to find PFM the
following values are used:

FM - 1.000 four-lane freeways

rM = 0.555 six-lane freeways

PFM - 0.209 eight-lane freeways

P
.

P

V12 =     + (vf - v )PFD

the following values are used for PFD:

Pfd = 1.000 four-lane freeways

Ppo = 0.450 six-lane freeways

Ppd = 0.260 eight-lane freeways

In addition, in the density equation, the length of the
acceleration lane is replaced by an effective length that
considers both lanes of the two-lane merge area:

LaEFF 2LM + LA2 (15-A1)

where L i and LA2 are defined in Figure 15.A1.
Occasionally, a two-lane on-ramp is used at a location where
one or two lanes are being added to the downstream freeway
section

. Depending on the details of such merge areas, they
could be treated as lane additions or as major merge areas.

Two-Lane Off-Ramps

Figure 15.A2 illustrates two common geometries used with two-
lane off-ramps. The first is a mirror image of a typical two-lane
on-ramp junction, with two deceleration lanes provided. The
second provides a single deceleration lane,

 with the left-hand

ramp lane originating at the diverge point without a separate
deceleration lane

.

As was the case with two-lane on-ramps, the standard
procedures are applied to the analysis of two-lane off-ramps
with two modifications

. In the standard equation,

1
.
500 ft

3 vFO
2

Influence Area

L L .
   ' R02 Dl

1300 ft

V
FO

Influence Area

VR

Figure 15A2: Typical Geometries for Two-Lane
Off-Ramps

(Source: Used with permission of Transportation Research
Board, National Research Council

, Highway Capacity Manual,
2000, Exhitrit 25-15

, p. 25-15.)
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Also, the length of the acceleration lane in the density
equation is replaced with an effective length, computed as
follows:

dEFF 2LDl + LD2

where LDI and are defined in Figure 15.A2. This
modification is applied only in the case of the geometry
shown in the first part of Figure 15.A2. Where there is only
one deceleration lane, it is used without modification.

On- and Off-Ramps on Five-Lane Freeway
Sections

In some areas of the country  freeway sections with five lanes in
a single direction are not uncommon. The procedure for
analyzing right-hand ramps on such sections is relatively
simple: An estimate of the demand flow in lane 5 (the left-most
lane) of the section is made. This is deducted from the total
approaching freeway flow; the remaining flow is in the right
four lanes of the section. Once this deduction is made, the

section can be analyzed as if it were a ramp on an eight-lane
freeway (four lanes in one direction). Table 15.A1 gives simple
algorithms for detemiining the flow in lane 5 (V5). Then:

V4£FF V5 (15-A3)

and the remainder of the problem is analyzed using
V4£FF as the approaching freeway flow on a four-lane (one
direction) freeway section.

Left-Hand On- and Off-Rarops

Left hand on- and off-ramps are found, with varying frequency, in
most parts of the nation. A technique for modifying analysis pro-
cedures for application to left-hand ramps was developed in the
1970s by Leisch (17). The tedmique follows the following steps:

. Estimate for the prevailing conditions as if the
ramp were on the right-hand side of the freeway.

Table 15.A1: Estimating Demand Flow in Lane 5 of a
Five-Lane Freeway Section

On-Ramps Off-Ramps

(15-A2) vf(pc/h) vs (pc/h) vF (pc/h) vs (pc/h)

>8
,
500

7
,
500-8,499

6
,
500-7,499

5
,
500-6,499

<5
,
500

2
,
500

0
.295 vF

0
.270 vF

0
.240 vF

0
.220 vF

>7
,
000

5
,
500-6

,
999

4
,
000-5,499

<4
,
000

0
.200 vF

0
.150 vF

0
.100 vF

0

AF

(Source: Used with permission of Transportation Research Board
.

National Research Council, Highway Capacity Manual
,
 200(1.

compiled from Exhibits 25-11 and 15-18, pp. 25-11 and 25-17.)

. To estimate the traffic remaining in the two left-mosi
lanes of the freeway (v  for a four-lane freeway,

for a six-lane freeway, V34 for an eight-lane freeway).

multiply the result by the appropriate factor selected
from Table 15.A2.

. Using the demand flow in the two left-most freeway
lanes instead of v12, check capacities and estimate
density in the ramp influence area without further
modification to the methodology.

. Speed algorithms should be viewed as only ven
rough estimates for left-hand ramps. Speed predjc
tions for "outer lanes" may not be applied.

Lane Additions and Lane Drops

M

A

joi
A

hi;
ro.

be

ic;

«yi
of

so

"I

Many merge and diverge junctions involve the addition of a
lane (at a merge area) or the deletion of a lane (at a diverge
area). In general, these areas are relatively straightforward to
analyze, applying the following general principles:

. Where a single-lane ramp adds a lane (at a mergei
or deletes a lane (at a diverge), the capacity of thf

Table 15.A2: Conversion of v12 Estimates for Left-Hand Ramps

vn*fLH

Adjustment Factor

To Estimate:

v\2 on four-lane freeways (2 lanes ea. dir.)
V23 on six-lane freeways (3 lanes ea. dir.)
V34 on eight-lane freeways (4 lanes ea. dir.)

For On-Ramps

1
.
00

.
12

1
.
20

For Off-Ramps

1
.
00

1
.
05

1
.
10
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ramp is determined by its free-flow speed, and it is
analyzed as a ramp roadway using the criteria of
Table 15.5. LOS criteria for basic freeway sections
are applied to upstream and downstream freeway
segments, which will have a different number of
lanes.

. Where a two-lane ramp results in a lane addition or a
lane deletion, it is treated as a major merge or diverge
area. The techniques described in the next section are
applied.

Major Merge and Diverge Areas

A major merge area is formed when two multilane roadways
join to form a single freeway or multilane highway segment.
A major diverge area occurs when a freeway or multilane
highway segment splits into two multilane downstream
roadways. These multilane merge and diverge situations may
be part of major freeway interchanges or may involve signif-
icant multilane ramp connections to surface streets. The
typical characteristic of these roadways is that they are
often designed to accommodate relatively high speeds, which
somewhat changes the dynamics of merge and diverge
operations.

At a major merge area, a lane may be dropped,
 or the

number of lanes in the downstream section may be the same
as the total approaching the merge. Similarly, at a diverge
area, a lane may be added, or the total lanes leaving the
diverge area may be equal to the number on the approach-
ing facility segment. Figure 15.A3 illustrates these
configurations.

The analysis of major merge and diverge areas is
generally limited to an examination of the demand-capacity
balance of approaching and departing facility segments. No
LOS criteria are applied.

For major diverge areas, an algorithm has been devel-
oped to roughly estimate the density across all approaching
freeway lanes for a segment 1,500 feet upstream of the
diverge:

D = 0.0109( Vr/N ) (15-A4)

where: D - density across all freeway lanes, from diverge to
a point 1,500 ft upstream of the diverge, pc/mi/ln

vF ~ approaching freeway demand flow, pc/h

N = number of freeway lanes approaching the diverge
This is an approximation at best and not used to assign

a LOS to the diverge area.
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V:1

(a) Major Merge Area
With Lane Drop

(b) Major Merge Area
Without Lane Drop

(c) Major Diverge Area
Without Lane Addition

(d) Major Diverge Area
With Lane Addition

Figure 15iA3: Major Merge and Diverge Areas
{Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual, 2000,
Exhibits 25-9 and 25-10, p. 25-10, and Exhibits 15-16 and 15-17, p. 25-16.)
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CHAPTER

Two-Lane Highways

16.1 Introduction

A significant portion of the nation
's almost 4 million miles of

paved highway are considered to be 
"rural." Of tbese, most

are two-lane highways (i.e., one lane for traffic in each direc-

lion). On such highways, passing takes place in the opposing
lane when the sight distance and opposing traffic conditions
permit. Because of these passing operations, the two-lane,
two-way rural highway is the only type of highway link on
which traffic in one direction has a distinct operational impact
on traffic in the other direction.

These roadways range from heaviLy traveled intercity
routes to sparsely traveled links to isolated areas. They pro-
vide a vast network connecting the fringes of urban areas,
agricultural regions, resource development areas, and remote
outposts. Because of the varied functions they serve, two-lane
rural highways are built to widely varying geometric stan-
dards and display a wide range of operating characteristics.

Rural two-lane highways serve two primary functions
in the nation's highway network:

. Mobility

. Accessibility

As part of state and county primary highway systems,
.hey serve a critical mobility function. Large numbers of road
users rely on these highways for regular trips of significant
kngth. Design standards for this type of two-lane highway gen-
erally reflect their use in serving higher demand flows. Higher
'ksign speeds reflect the primary mobility service provided.

Many two-lane rural highways, however, serve low
demands

, sometimes under 100 veh/day. The primary function

of such highways is to provide for basic all-weather access
to remote or sparsely-developed areas. Because such highways
are not used by large numbers of people or vehicles,

 their

design speeds and related geometric features are often not a
major concern.

Because of the broad diversity of use on these high-
ways, the 2000 edition of the Highway Capacity Manual
(HCM 2000) [/] created two distinct classes of rural two-lane,
two-way highways:

. Class I
. These are highways on which motorists

expect to travel at relatively high speeds, including
major intercity routes, primary arterials, and daily
commuter routes.

. Class If. These are highways on which motorists do not
necessarily expect to travel at high speeds, including
access routes

,
 scenic and recreational routeis that are not

primary arterials, and routes through rugged terrain.

Class I two-lane highways serve primarily mobility needs,

whereas Class 11 two-lane highways serve primarily access
needs.

Even this categorization does not completely describe
the diversity in the "look and feel" of such highways.

 Routes

through rugged terrain are classified as Class II, primarily
because the terrain limits the geometry of the roadway,

 forc-

ing low-speed operation and providing few or no passing
opportunities. Nevertheless, some of these roads must serve
mobility needs where demand is sufficient.

The American Association of State Highway and Trans-
portation Officials (AASHTO) classifies two-lane rural high-
ways as 

"rural local roads
,

" "rural collectors," or "rural arterials."
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Unfortunately, these categories overlap the HCM classifications.
Virtually all rural arterials would be Class I facilities. Rural
collectors, however, could fall into either HCM class depending
on the specifics of terrain and geometry. Virtually all rural local
roads would fall into Class D. Some judgment, therefore, is
needed to properly classify rural highways.

The Florida Department of Transportation (FOOT) has
also defined a Class III two-lane highway. Class HI two-lane
highways may serve more developed areas. Often, rural high-
ways become the 

"main street" of small towns and communities

in an otherwise rural environment. Such highways often have
reduced speed limits, tight restrictions on passing, and more

roadside driveways and unsignalized junctions. Class III higj,.
ways may also include recreational routes where scenic beaut)'
is a primary characteristic. Such highways may also have

reduced speed limits and more limited passing opportunities
.

Because of this, the operation of Class III highways is somewhai

different from Class 1 and Class II two-lane highways. As you
will see, level-of-service (LOS) criteria for two-lane high
ways differ for each of the three defined classes of two-lane

highways [2,5].

Figure 16.1 contains illustrations of two-lane highways.

together with their likely classifications according to the
HCM and the AASHTO.

(a) A Class I Rural Arterial (b) A Class I Collector

 

~'

       M

(c) A Class II Rural Collector (d) A Class II Rural Local Road

(e) Class III Arterial through a
developed Area

Figure 16.1: Rural Two-Lane Highways Illustrated
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Class I highways generally feature gentle geometries

gllowing for higher speed operation, as illustrated in
Figures 16.1 (a) and (b). Usable paved shoulders and/or stabi-
lized roadside recovery areas, full pavement markings, and sig-
nage are generally present. Figure 16.1 (c) illustrates a Class II
(yral collector. The rural local road depicted in Figure 16.1 (d)
is clearly a Class II facility. It lacks pavement markings and
usable shoulders, and a low-type penetration pavement is evi-
dent. Figure 16.1 (e) shows a Class III facility running through
a developed area in an otherwise rural environment.

Because of the wide diversity in the function and physi-
cal characteristics of rural roadways, both design standards
and LOS criteria must be flexible and must address the full

range of situations in which two-lane, two-way highways
exist.

This chapter provides an overview of the following sub-

jects related to two-lane, two-way highways:

. Design standards

. Passing sight distance requirements and the impact of
"No Passing" zones

. Capacity and LOS analysis of two-lane highways

Each of these is treated in the major sections that follow

16.2 Design Standards

Design standards for urban, suburban, and rural highways
are set by AASHTO in the current version of A Policy on

Geometric Design of Highways and Streets [4],
 often referred

to as the "Green Book" because of the color of its cover in

recent editions. The latest version of ffie Policy (at this
writing) is the fifth edition, published in 2004.

The single most important design factor controlling
the specifics of geometry is the design speed. Every element
of a highway (horizontal alignment, vertical alignment,

cross section) must be designed to allow safe operation at
the "design speed." Thus a design speed of 60 mi/h,

 for

example, requires that every element and segment of the
facility must allow for safe operation at 60 mi/h. In Chapter
3

, the impacts of speed on horizontal and vertical alignment
are discussed in detail.

Table 16.1 shows recommended design speeds for
rural two-lane highways based on function, classification,
terrain, and ADT demand volumes. AASHTO does not have

a similar classification to Class III highways as defined by
FDOT.

Figure 16.2 shows reasonable recommended design
criteria for maximum grades on two-lane, two-way rural
highways. Maximum grade relates to the function of the
facility, its design speed, and the terrain in which it is loca-
ted. The design speed, once selected, limits horizontal and
vertical alignment. Consult Chapter 3 for specific relation-
ships between design speed and horizontal and vertical
curvature.

Note that the criteria of Table 16.1 and Figure 16.2 rep-
resent m/nuniwi recommended design speeds and maximum
grades. When conditions permit, higher design speeds and
less severe grades should be used.

Table 16.1: Recommended Minimum Design Speeds for Rural Two-Lane Highways (mi/h)

Type of Facility

ADT

(veh/day)

Minimum Design Speed in

Level Terrain Rolling Terrain Mountainous Terrain

Rural Local Roads <50

50-249

250-399

400-1499

1500-1999

2:2000

30

30

40

50

50

50

20

30

30

40

40

40

20

20

20

30

30

30

Rural Collectors <400

400-2000

>2000

40

50

60

30

40

50

20

30

40

Rural Arterials All 60 50 40
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16.3 Passing Sight Distance
on Two-Lane Highways

In Chapters 2 and 3, the importance of safe stopping sight

distance was discussed and illustrated. The safe stopping

sight distance must be provided at every point on every

roadway for the selected design speed. No driver should

ever be confronted with a sudden obstacle on the roadway

and insufficient distance (and time) to stop before colliding
with it.

On two-lane highways, another critical safety feature is

the passing sight distance. Because vehicles pass by using the

opposing traffic lane, passing maneuvers on two-lane rural

highways are particularly dangerous. Passing sight distance is
the minimum sight distance required to safely begin and com-

plete a passing maneuver under the assumed conditions for the

highway.
Passing sight distance need not be provided at every

point along a two-lane rural highway. Passing should not,
however, be permitted where passing sight distance is not
available. Roadway markings and 

"No Passing" zone signs
are used to prohibit passing where sight distance is insuffi-
cient to do so safely. Note that on unmarked rural two-lane
highways, drivers may not assume that passing sight distance
is available. On unmarked facilities, driver judgment is the
only control on passing maneuvers.

AASHTO criteria for minimum passing sight distances
are based on a number of assumptions concerning driver
behavior. These assumptions accommodate most drivers and
are not based on averages.

The minimum passing sight distance is determined as the
sum of four component distances, as illustmted in Figure 16.3.
The component distances are defined as:

d\ - distance traversed during perception and reac-
tion time and during the initial acceleration to
the point of encroachment on the left lane.

dj = distance traveled while the passing vehicle
occupies the left lane.

3 = distance between the passing vehicle at the end
of its maneuver and the opposing vehicle.

4 = distance traversed by the opposing vehicle for
two thirds of the time the passing vehicle occu-
pies the left lane, or two thirds of dj above.

Criteria for the speeds and distances used in determin-
ing passing sight distances are based on extensive field stud-
ies [5] and validations [6,7). The component distances are
computed as follows:

d i 1
.47 5 - « + y ) (16-1)

where: <i = reaction time, s

S '  speed of passing vehicle, mi/h

m = difference between speed of passing vehicle and
passed vehicle, mi/h

-    a = average acceleration of passing vehicle, mi/h/s

d2 1
.47 Sr2 (16-2)

.
1 !l

11

Fust Phase

GJ

dI IBd-2
Second Phase

  n

i-

2/3 J2

.
d2-

-d

Figure 16 J: Elements of Passing Sight Distance

| {Source: Used with Permission of the American Association of State Highway and Transportation Officials, A Policy on Geometric Design
of Highways and Streets, 5th Edition, Washington DC, 2004, Exhibit 3-4, p. 119.)

1
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where: ti
S

time passing vehicle occupies the left lane, s

speed of the passing vehicle, mi/h

3 = 100 - 300 ft

d4 = f IV2
(16-3)

(16-4)

In using these equations, AASHTO assumes that the
speed of the passing vehicle is 10 mi/h (m) greater than the
speed of the passed vehicle. Acceleration rates between
1

.4 and 1.5 mi/h/s are used. Reaction times range between 3.6
and 4.5 s {t\). The time that the left lane is occupied is based
on speed parameters and ranges between 9.3 and 11.3 s (12).
The clearance distance range is as shown, with the lower end
of the scale used for slower speeds.

To be useful in design, safe passing sight distances must
be related to the design speed of the facihty. Table 16.2 shows
AASHTO passing sight distance criteria based on design
speed. The assumed passed and passing vehicle speeds are
such that they accommodate the vast majority of potential
passing maneuvers occurring oh a two-lane rural highway..

It is always desirable to have passing sections provided
as frequently as possible. The effects of 

"No Passing" zones on
operations are made clear by the capacity and level-of-service

(LOS) models presented later in this chapter. Where passing
permitted, it is also desirable to provide as much sight distance
as is practical, using the values of Table 16.2 as minimums

.

The design criteria of Table 16.2 are not the same ai,

the warrants for signing and marking "No Passing" zones

presented in the MUTCD [8]. The MUTCD requirements
.

shown in Table 16.3, are substantially lower than the design
criteria. The assumptions used in establishing the warrants
are different

'

from those described for design standards
.

When a centerline is used
, and where sight distances are less

than the criteria of Table 16.3
,
 "No Passing"

 zone markings
and signs must be installed. A more conservative, but safer

.

practice would be to post "No Passing" signs and markings
wherever the design criteria for passing sight distance are
not met.

16.4 Capacity and Level-of-Service
Analysis of Two-Lane Rural
Highways

The HCM 2000 methodology for the analysis of two-lane.
two-way rural highways was a new procedure based on an
extensive research study conducted at the Midwest Research

Table 16.2: Design Values for Passing Sight Distance on Two-Lane Highways

Design Speed
(mi/h)

Assumed Speeds (mi/h) Passing Sight Distance (ft)

Passed Veh Passing Veh Exact

Rounded for

Design

20

25

30

35

40

45

50

55

60

65

70

75

80

18

22

26

30

34

37

41

44

47

50

54

56

58

28

32

36

40

44

47

51

54

57

60

64

66

68

706

897

1
,
088

1
,
279

1
,
470

1
,
625

1
,
832

1
,
984

2
,
133

2
,
281

2
,
479

2
,
578

2
,
677

710

900

1
,
090

1
,
280

1
,
470

1
,
625

1
,
835

1
,
985

2
,
135

2
,
285

2
,
480

2
,
580

2
,
680

(Source: Used with Peimissicn of the American Association of State Highway and Transportation
Officials, A Policy on Geometric Design of Highways and Streets, 5th Edition, Washington DC,
2004, Exhibit 3-7, p. 124.)
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Table 16.3: Minimum Passing Sight Distance Criteria
for Placement of 

"No Passing" Markings and Signs

85th Percentile Speed or
Statutory Speed Limit (mi/h)

Minimum Passing
Sight Distance (ft)

25

30

35

40

45

50

55

60

65

70

450

500

550

600

700

800

900

1
,
000

1
,

100

1
,
200

[Source: Used with Permission of Federal Highway Administration,

U S. Department of Transportation, Manual of Uniform Traffic
Control Devices, Washington DC, 2003, Table 3B-1, p. 3B-9.)

Institute [9]. It builds conceptually on the methodology in
use since 1985 but introduces a number of new elements. In

1 the forthcoming HCM 2010, the procedures have once again
1 been updated but less dramatically. This chapter is based on

source materials for the HCM 2010. Although the procedures
included here have been approved by the Highway Capacity
and Quality of Service Committee of the Transportation
Research Board, consult the HCM 2010, when it becomes

available,
"

to determine whether additional changes have

been incorporated.  [. :
One of the principial difficuities in studying the behavior

of two-lane highways is the fact that few operate under condi-
tions that are even near capacity. Thus research into two-lane
highway operations relies heavily on simulation modeling in
addition to limited field observations.

Among the unique features of this methodology are the
definition of three classes of two-lane highways (described
previously) and the use of three measures of effectiveiness to
define levels of service

.

16.4.1 Capacity

The capacity of a two-lane highway has been significantly
increased from previous values to accommodate frequent,

higher observations throughout North America. The capacity
"fa two-lane highway under base conditions has been estab-
lished as 3

,200 pc/h in both directions, with a maximum of
'
.700 pc/h in one direction.

 These values were established in

HCM2000 and are maintained in HCM 2010
. The base con-

ditions for which this capacity is defined include:

. 12-foot (or greater) lanes

. 6-foot (or greater) usable shoulders

. Level terrain

. No heavy vehicles

. 100% passing sight distance available (no "No Pass-
ing" zones)

. 50-50 directional split of traffic

. No traffic interruptions

As with all capacity values, these standards reflect "rea-

sonable expectancy
"

 (i.e., most two-lane highway segments
operating under base conditions should be able to achieve
such capacities most of the time). Isolated observations of
higher volumes do not negate the standard.

In the HCM 2010, LOS F for two-lane highways continues
to exist only when demand exceeds the capacity of a segment.

16.4.2 Level of Service

LOS for two-lane rural highways is defined in terms of three
measures of effectiveness:

. Average travel speed (ATS)

. Percent time spent following (PTSF)

. Percent free-flow speed (PFFS)

Average travel speed is the average speed of all vehi-
cles traversing the defined analysis segment for the specified
time period, which is usually the peak 15 minutes of a peak
hour. Percent time spent following is similar to "percent time
delay," which was used in the 1985 through 1997 Highway
Capacity Manuals. It is the aggregate percentage of time that
all drivers spend in queues, unable to pass, with the speed
restricted by the queue leader. A surrogate measure for PTSF
is the percentage of vehicles following others at headways of
3

.0 seconds or less. Percent free-flow speed is based on the
comparison of the prevailing speed to the free-flow speed,

expressed as a percentage.
LOS criteria for two-lane highways are shown in

Table 16.4. The criteria vary for Class I, II, and III high-
ways. On Class I highways, users expect both high speeds
and the ability to pass. Both ATS and PTSF criteria are used.

The LOS is based on the measure that indicates the poorest
service quality. On Class II highways, speed is rarely an
issue because many such highways have restricted design
speeds and low speed limits. The ability to pass to get out of
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Table 16.4: Level of Service Criteria for Two-Lane Rural Highways

Level of

Service

Class I Highways

ATS (mi/h) PTSF(%)
Class II Highways

PTSF(%)
Class III Highways

PFFS(%)

A

B

C

D

E

>55

>50-55

>45-50

>40-45

<40

<35

>35-50

>50-65

>65-80

>80

<40

>40-55

>55-70

>70-85

>85

>91.7

>83.3-91.7

>75.0-83.3

>66.7-75.0

<66
.
7

(Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program
Project 3-92, Exhibit 15-3.)

slow-moving platoons is critical. For Class II highways,
therefore, only PTSF is used to determine the LOS. On
Class III highways, speed limits are often low due to the
surrounding development, and passing is generally very
much restricted by design. For Class III highways, therefore,
the LOS is based on the PFFS that can be maintained under

prevailing conditions.
Figure 16.4 illustrates the relationships between PTSF

and two-way flow rate on a two-lane highway with base con-
ditions. This figure is used only for illustrative purposes.
Although the HCM2000 originally allowed for analysis of
the two directions of a two-lane highway simultaneously, this
often produced results that were inconsistent with two sepa-
rate single-direction analyses. The illustration, however, is
important. It shows that high PTSF levels occur when flow

20
100c

80-
o

60-

B

20-

8
0

0*
0

1
500

i
-

r
1000 1500 2000 2500 3000 3500

Two-Way Flow Rate (pc/h)

Figure 16.4: Two-Way Flow vs. Percent Time Spent
Following

(Source: Used with permission of Transportation Research
Board, National Research Council, Highway Capacity Manual,
4th Edhwn, Washington DC, 2000, Exhibit 12-6(bK p. 12-14.)

rates are quite low. In the illustration, 70% PTSF is reached
with a total flow rate of only 1,500 pc/h,

 less than half the

nominal capacity of a two-lane highway.
This characteristic explains why few two-lane highway

segments are observed operating at flows near capacity. Lonj
before demands approach capacity, operational quality has
seriously deteriorated. On two-lane highways,

 this can lead to

safety problems because drivers attempt unsafe passing
maneuvers to avoid these delays. Most two-lane highways.
therefore, are reconfigured or reconstructed because of sucli
problems, which occur long before demand levels approach
the capacity of the facility.

As you will see as a result of the analysis methodology
poor levels of service oh two-lane highways can exist ai
extremely low demand flow rates. No other type of traffic
facility exhibits this characteristic.

16.4.3 Types of Analysis

Previous editiMis of the HCM required that analysis of two-lanf
rural highways operations be limited to a composite analysis o'

both directions. This requirement reflected the operational iflter
action between directional flows on a two-lane highway. DespiK

this, there are many occasions where operational characteristic
in the two directions of a two-lane highway varied considerabl)
particularly where significant grades were involved. Because ol

this, the HCM 2010 mandates single-direction analysis. The
are currently two distinct methodologies for analysis of two-la
highways:

. Single-directional analysis of general extended sectioi"

(S:2.0 mi) in level or rolling terrain

. Single-direction analysis of specific grades
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For specific grades, single-direction analysis of the

upgrade and downgrade is particularly important because

ese tend to differ significantly. In what is usually referred

j0as 
"mountainous

" terrain, all analysis is on the basis of spe-

cific grades comprising that terrain. Any grade of 3% or more

jmcl at least 0.6 miles long must be addressed using specific

srade procedures.

16.4.4 Free-Flow Speed

was the case for multilane highways and freeways, the
' | free-flow speed of a two-lane highway is a significant variable

used in estimating expected operating conditions. The HCM
recommends that free-flow speeds be measured in the field
where practical, but it also offers a methodology for their

: | estimation where measurement is not practical.

Field Measurement of Free-Flow Speed

i The free-flow speed of a two-lane highway may be measured
directly in the fieild. The speed study should be conducted at a
representative site within the study section. Free-flow speeds

, j may be directly measured as follows:
. A representative speed sample of 100 or more vehi-

cles should be obtained.

. Total two-way traffic flow should be 200 pc/h or less.

. All vehicle speeds should be observed during the
study period, or a systematic sampling (such as 1
vehicle of every 10) should be applied.

.

 . The speed sample should be selected only from the
direction under study.

i

i

t

FFS = 5m + 0.00776(-) (16-5)

If field measurements must be made at total flow levels

e
 higher than 200 pc/h, the free-flow speed may be estimated as:

i

i

3

I where: FFS = free-flow speed for the facility, mi/h
5

m
 = mean speed of the measured sample (where

total flow >200 pc/h), mi/h

Vf = observed flow rate for the period of the speed
sample, veh/h

11 hv - heavy vehicle adjustment factor

Chapter 10 of this text details procedures for measuring
| eds in the field.

i

t

(

Estimating Free-Flow Speeds

If field observation of fiee-flow speed is norpractical,
 free-flow

speed on a two-way mral highway may be estimated as follows:

FFS = BFFS -fis-f,A (16-6)

where: FFS

BFFS

fLS

fA

free-flow speed for the facility,
 mi/h

base free-flow speed for the facility,
 mi/h

adjustment for lane and shoulder width,
 mi/h

adjustment for access point density,
 mi/h

Unfortunately, the HCM does not provide any detailed
criteria for the base free-flow speed,

 BFFS. It is limited to a

range of 45 to 65 mi/h, with Class I highways usually in the
55 to 65 mi/h range. Class H highways usually in the 45 to
50 mi/h range, and Class HI highways in the 40 to 50 mi/h
range. Design speed and statutory speed limits may be used as
inputs to establishing an appropriate value for BFFS.

 The

design speed, which represents the maximum safe speed
for the horizontal and vertical alignment of the highway,

 is a

reasonable surrogate for the BFFS. Adjustment factors
account for the impact of lane and shoulder width and access
points, none of which are accounted for in the basic design
speed of the facility. Speed limits are not as good a guide
because various jurisdictions apply different philosophies and
policies in setting such limits but may be used as a last resort.
In general, the BFFS should be from 5 to 7 mi/h higher than
the posted speed limit

Adjustment factors far lane and shoulder width are shown
in Table 16.5; adjustment factors for access point density are
shown in Table 16.6. Access point density is computed by divid-
ing the total number of driveways and intersections oh both
sides of the highway by the total length of the segment in miles.

A Sample Problem

Find the free-flow speed of a two-lane mral highway segment
in rolling terrain. The lane width is 11.0 ft with 2.0-ft shoulders.
Access point density is 30 per mile, and the base free-flow
speed may be taken to be 60 mi/h.

The estimation technique is used. The free-flow speed
is determined as follows:

FFS = BFFS -fc-h

where: BFFS = 60 mi/h (given)

.
fo = 3.0 mi/h (Table 16.5)

fA = 7J mi/h (Table 16.6)

FFS = 60.0 - 3.0 - 7.5 = 49.5 mi/h
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Table 16.5: Free-Flow Speed Adjustments for Lane and Shoulder
Width

Lane Width

(ft)

Reduction in FFS (mi/hjJu

Shoulder Width (ft)

>0 < 2 >2 < 4 >4 < 6 >6

>9< 10

>10< 11

>11 < 12

>12

6
.
4

5
.
3

4
.
7

4
.
2

4
.
8

3
.
7

3
.
0

2
.
6

3
.
5

2
.
4

1
.
7

1
.
3

2
.
2

1
.

1

0
.
4

0
.
0

{Source: Used by Permission of Transportation Research Board, National
Science Council, Highway Capacity Manual, 4th Edition, Washington DC,
2000, Exhibit 20-5, p. 20-6.)

Table 16.6: Free-Flow Speed Adjustments for Access
point Density

Access Points Per Mi

Reduction in FFS (mi/h)
fA

0

10

20

30

40

0
.
0

2
.
5

5
.
0

7
.
5

10.0

(Source: Used by Permission of Transportation Research Board,
National Science Council, Highway Capacity Manual, 4th Edition,
Washington DC, 2000, Exhibit 20-6, p. 20-6.)

Note that in selecting the lane and shoulder width adjustment,
fis, care must be taken to observe the boundary conditions
in Table 16.5. The lane width of 11.0 feet falls within the
">11 <12" category; the 2.

0 feet shoulders fall within the
">2< 4" category.

16.4.5 Estimating Demand Row Rate

As for most HCM methodologies, a critical computational step
is the determination of a demand flow rate reflecting the base
conditions for the facility type being analyzed. This requires that
an hourly volume reflecting prevailing conditions be adjusted to
reflect peak flow rates within the hour and base conditions. For
two-lane highways, this adjustment is made as follows:

V

PHF*fHV*fG

where: v = demand flow rate
, pc/h

V = hourly demand volume under prevailing condi
tions, veh/h

PHF = peak hour factor

///v = adjustment for heavy vehicle presence
fG = adjustment for grades

The methodology, however, becomes more complex
Adjustment factors depend on whether the performance meas
ure to be estimated is ATS or PTSF. The PFFS for Class ill
highways is based on ArS1, so it does not involve a third flow
rate determination. Thus for single-direction analysis,

 them

are four different determinations of demand flow rate: tw
demand flow rates in each direction

,
 one for ATS determina

tion, and one for PTSF detentiiriatioh
.

Determining Grade Adjustment Factors

For every computation, two grade adjustment factors arf
required: one for the ATS determination and one for the
PTSF determination. Selection of appropriate adjustmem
factors also depends on the type of analysis being conducted
Grade adjustment factors are found as follows:

. One-direction analysis of general tenrain segmei*
for both ATS and PTSF determinations: Table 167

. One-direction analysis of specific upgrades for Art

determination: Table 16.8.

. One-direction analysis of specific upgrades for
determination: Table 16.9.

(16-7) . One-direction analysis of specific downgrades fof

both ATS and PTSF determination: Table 16.7.
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Table 16.7: Grade Adjustment Factor (fG) for General Terrain Segments and
Specific Downgrades (ATS and PTSF Determinations)

One Direction

Demand Flow Rate,
v = V/PHF (veh/h)

Level Terrain

and Specific
Downgrades,

ATS and PTSF

Rolling
Terrain

ATS

Rolling
Terrain

PTSF

<100

200

300.

400

500

600

700

800

>900

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
67

0
.
75

0
.
83

0
.
90

0
.
95

0
.
97

0
.
98

0
.
99

1
.
00

0
.
73

0
.
80

0
.
85

0
.
90

0
.
96

0
.
97

0
.
99

1
.
00

1
.
00

Note: Interpolation to the nearest 0.01 is recommended.

(Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research
Program Project 3-92, Exhibitsl5-9 and 15-16.)

Determining the Heavy-Vehicle Adjustment Factor

The heavy-vehicle adjustment factors for ATS and PTSF
determinations are found from passenger-car equivalents as
follows:

1

l+PT(ET-l) + PR{ER- 1)
(16-8)

where:/ v = heavy-vehicle adjustment factor
PT = proportion of trucks and buses in the traffic

stream

PR = proportion of recreational vehicles in the traf-
fic stream

ET - passenger-car equivalent for trucks and buses
ER = passenger-car equivalent for recreational

vehicles

As in multHane methodologies, the passenger-car equiva-
lent is the number of passenger cars displaced by one track
(or RV) under the prevailing conditions on the analysis segment.

Passenger-car equivalents depend on which measure of
effectiveness is being predicted (ATS or PTSF) and the
'errain

. Passenger-car equivalents are found from the follow-
ing tables:

. One-direction analysis of general terrain segments
for both ATS and PTSF determination: Table 16.10.

. One-direction analysis of specific upgrades for
ATS determination: Trucks: Table 16

.
11; RV's:

Table 16.12.

. One-direction analysis of specific upgrades for PTSF
determination: Table 16.13

.

. One-direction analysis of specific downgrades:
Table 16.10.

Some specific downgrades are steep enough to require
some trucks to shift into low gear and travel at crawl speeds
to avoid loss of control. In such situations

,
 the effect of

trucks traveling at crawl speed may be taken into account
by replacing Equation 16-8 with the following when com-
puting the heavy vehicle adjustment factor, ///v. for ATS
determination only:

fnv
1

I + PTc* PHEtc - I) + (1 - Pre)
*Pt{Et~\) + Pr(Er-\)

(16-9)

where: Pjc = proportion of heavy vehicles forced to travel
at crawl speeds

Ejc = passenger car equivalents for trucks at crawl
speed (Table 16.14)

All other variables are as previously defined.
ft
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Table 16.8: Grade Adjustment Factor (fo) for Specific Upgrades: ATS Determinations

Grade

(%)

Grade Length
(mi) :S100 200

Directional Demand Flow Rate, v veh/h)
300 400 500 600 700

>3 <3
.
5

>3
.
5 <4.5

11

>4
.
5 <5.5.

>5
.
5 <6.5

>6
.
5

,   -

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
78

0
.
75

0
.
73

0
.
73

0
.
73

0
.
73

0
.
73

0
.
73

0
.
75

0
.
72

0
.
67

0
.
65

0
.
63

0
.
62

0
.
61

0
.
61

0
.
71

0
.
60

0
.
55

0
.
54

0
.
52

0
.
51

0
.
51

0
.
51

0
.
57

0
.
52

0
.
49

0
.
46

0
.
44

0
.
43

0
.
41

0
.
40

0
.
54

0
.
43

0
.
39

0
.
37

0
.
35

0
.
34

0
.
34

0
.
33

0
.
84

0
.
83

0
.
81

0
.
79

0
.
79

0
.
79

0
.
78

0
.
78

0
.
83

0
.
80

0
.
77

0
.
73

0
.
72

0
.
70

0
.
69

0
.
69

0
.
79

0
.
70

0
.
65

0
.
64

0
.
62

0
.
61

0
.
61

0
.
60

0
.
68

0
.
62

0
.
57

0
.
56

0
.
54

0
.
53

0
.
51

0
.
50

0
.
64

0
.
53

0
.
49

0
.
45

0
.
45

0
.
44

0
.
44

0
.
43

0
.
87

0
.
86

0
.
85

0
.
83

0
.
83

0
.
82

0
.
82

0
.
81

0
.
86

0
.
84

0
.
81

0
.
77

0
.
76

0
.
74

0
.
74 

.

0
.
73

0
.
83

0
.
74

0
.
70

0
.
69

0
.
67

0
.
66

0
.
65

0
.
65

0
.
72

0
.
66

0
.
62

0
.
60

0
.
59

0
.
58

0
.
56

0
.
55

0
.
68

0
.
57

0
.
54

0
.
50

0
.
49

0
.
48

0
.
48

0
.
47

0
.
91

0
.
90

0
.
89

0
.
88

0
.
87

0
.
86

0
.
85

0
.
85

0
.
90

0
.
88

0
.
86

0
.
81

0
.
80

0
.
79

0
.
78

0
.
78

0
.
88

0
.
79

0
.
75

0
.
74

0
.
72

.
0

.
71

0
.
70

0
.
69

0
.
77

0
.
71

0
.
68

0:65

0
.
64

0
.
63

0
.
61

0
.
61

0
.
73

0
.
62

0
.
59

0
.
54

0
.
54

0
.
53

0
.
53

0
.
52

1
.
00

1
.
00

1
.
00

1
.
00

0
.
99

0
.
98

0
.
95

0
.
94

1
.
00

1
.
00

1
.
00

0
.
94

0
.
93

0
.
93

0
.
92

0
.
91

1
.
00

0
.
94

0
.
91

0
.
91

0
.
88

0
.
87

0
.
86

0
.
84

0
.
93

0
.
87

0
.
85

0
.
82

0
.
81

0
.
81

0
.
79

0
.
79

0
.
88

0
.
79

0
.
77

0
.
74

0
.
71

0
.
71

0
.
70

0
.
70

1
.
00

1
.
00

1
.
00

1
.
00

0
.
99

0
.
98

0
.
96

0
.
94

1
.
00

1
.
00

1
.
00

0
.
95

0
.
95

0
.
94

0
.
93

0
.
91

1
.
00

0
.
95

0
.
93

0
.
93

0
.
90

0
.
89

0
.
88

0
.
86

0
.
94

0
.
90

0
.
88

0
.
85

0
.
84

0
.
83

0
.
82

0
.
82

0
.
90

0
.
82

0
.
80

0
.
77

0
.
75

0
.
74

0
.
73

0
.
73

1
.
00

1
.
00

1
.
00

1
.

00

1
.
00

0
.
99

0
.
96

0
.
95

1
.
00

1
.
00

1
.
00

0
.
97

0
.
96

0
.
96

0
.
94

0
.
92

1
.
00

0
.
97

0
.
95

0
.
95

0
.
93

0
.
92

0
.
91

0
.
88

0
.
96

0
.
92

0
.
90

0
.
88

0
.
87

0
.
86

0
.
85

0
.
85

0
.
92

0
.
85

0
.
83

0
.
81

0
.
79

0
.
78

0
.
77

0
.
77

:

800

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
97

0
.
95

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
98

0
.
96

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
99

0
.
98

0
.
95

1
.
00

1
.
00

1
.
00

1
.
00

0
.
98

0
.
97

0
.
97

0
.
97

1
.
00

0
.
98

0
.
96

0
.
96

0
.
96

0
.
94

0
.
93

0
.
91

Note: Straight-line interpolation offgATS for length of grade and demand flow permitted to the nearest 0.01.
(Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program Project 3-92, Exhibit 15-10.)
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Xable 16.9: Grade Adjustment Factor (fc) for Specific Upgrades: PTSF Determinations

Grade

(%)

Grade Length
(mi)

Directional Demand Flow Rate, v = V/PHF (veh/h)

<100 200 300 400 500 600 700 800 :>900

2 3<3.5

23.5 <4.5

24.5 <5.5

25.5

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

>0
.
50

All

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
99

0
.
99

0
.
99

0
.
99

0
.
99

0
.
99

1
.
00

1
.
00

0
.
99

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
97

0
.
98

0
.
98

0
.
98

0
.
98

0
.
98

0
.
99

1
.
00

0
.
98

0
.
99

0
.
99

0
.
99

0
.
99

0
.
99

1
.
00

1
.
00

1
.
00 .

1
.
00

1
.
00

0
.
96

0
.
97

0
.
97

0
.
97

0
.
97

0
.
98

0
.
99

1
.
00

0
.
97

0
.
99

0
.
99

0
.
99

0
.
99

0
.
99

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
92

0
.
93

0
.
93

0
.
93

0
.
94

0
.
95

0
.
97

1
.
00

0
.
94

0
.
97

0
.
97

0
.
97

0
.
97

0
.
98

1
.
00

1
.
00

1
.
00

1
.
00

1
.
00

0
.
92

0
.
93

0
.
93

0
.
93

0
.
94

0
.
95

0
.
97

0
.
99

0
.
93

0
.
97

0
.
97

0
.
97

0
.
97

0
.
98

1
.
00

1
.
00

0
.
99

1
.
00

1
.
00

0
.
92

0
.
93

0
.
93

0
.
93

0
.
94

0
.
95

0
.
97

0
.
99

0
.
93

0
.
97

0
.
97

0
.
97

0
.
97

0
.
98

1
.
00

1
.
00

0
.
99

1
.
00

1
.
00

0
.
92

0
.
93

0
.
93

0
.
93

0
.
94

0
.
95

0
.
96

0
.
97

0
.
92

0
.
96

0
.
96

0
.
97

0
.
97

0
.
98

1
.
00

1
.
00

0
.
97

1
.
00

1
.
00

0
.
92

0
.
93

0
.
93

0
.
93

0
.
94

0
.
95

0
.
96

0
.
97

0
.
92

0
.
95

0
.
96

0
.
97

0
.
97

0
.
98

1
.
00

1
.
00

0
.
97

1
.
00

1
.
00

Hole: Interpolation for length of grade and demand flow rate to the nearest 0.01 is recommended.
(Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program Project 3-92, Exhibit 15-17.)

'       Table 16.10: Passenger Gar Equivalents for General Terrain Segments: ATS and PTSF Determinations

Vehicle

Type

Range of
One-Way

Flows, v (vehyh)
V/PHFv

For ATS Determination For PTSF Determination

Level

Terrain

Specific
Downgrades

Rolling
Terrain

Level

Terrain

Specific
Downgrades

Rolling
Terrain

Trucks and

Buses Ej

Recreational

Vehicles Er

<100

200

300

400

500

600

700

800

5900

All

1
.
9

1
.
5

1
.
4

1
.
3

1
.
2

1
.

1

1
.

1

1
.

1

1
.
0

1
.
0

2
.
7

2
.
3

2
.

1

2
.
0

1
.
8

1
.
7

1
.
6

1
.
4

1
.
3

1
.

1

1
.

1

1
.

1

1
.

1

1
.

1

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.

0

1
.
9

1
.
8

1
.
7

1
.
6

1
.
4

1
.
2

1
.
0

1
.
0

1
.
0

1
.
0

{Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program Project 3-92, Exhibits 15-10
and 15-18

.)
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Table 16.11: Passenger Car Equivalents for Trucks {ET) on Specific Upgrades: ATS Determination

Grade       Grade Length
(%) (mi)

>3 <3
.
5

>3
.
5 <4.5

>4
.
5<5.5

>5
.
5<6.5

>6.5

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

v 0.25

0
.
50

0
.
75

1
.
00

1
.
50

.

 2.00

3
.00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

0
.
25

0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

Directional Demand Flow Rate, v = V/PHF (veh/h)

<100 200 300 400 500 600 700

2
.
6

3
.
7

4
.
6

5
.
2

6
.
2

7
.
3

8
.
4

9
.
4

2
.
4

3
.
4

4
.
4

5
.
0

6
.
0

6
.
9

8
.
0

8
.
8

2
.
3

'

3
.
3

4
.
3

4
.
9

5
.
9

6
.
7

7
.
7

8
.
6

2
.
2

3
.
2

4
.
2

4
.
9

5
.
8

6
.
5

7
.
5

8
.
3

1
.
8

2
.
7

3
.
7

4
.
4

5
.
3

5
.
7

6
.
5

7
.
2

1
.
8

2
.
6

3
.
6

4
.
2

5
.
0

5
.
5

6
.
2

6
.
9

1
.
7

2
.
6

3
.
4

4
.

1

4
.
8

5
.
3

6
.
0

6
.
6

3
.
8

5
.
5

6
.
5

7
.
9

9
.
6

10.3

11.4

12.4

3
.
4

5
.
3

6
.
4

7
.
6

9
.
2

10.1

11.3

12.2

3
.
2

5
.

1

6
.
5

7
.
4

9
.
0

10.0

11.2

12.2

3
.
0

5
.
0

6
.
5

7
.
3

8
.
9

9
.
9

11.2

12.1

2
.
3

4
.
4

6
.
3

6
.
7

8
.

1

9
.
4

10.7

11.5

2
.
2

4
.
2

5
.
9

6
.
6

7
.
9

9
.

1

10.3

11.2

2
.
2

4
.
0

5
.
6

6
.
4

7
.
7

8
.
9

10.0

10.8

4
.
4

6
.
0

7
.
5

9
.
2

10.6

11.8

13.7

15.3

4
.
0

6
.
0

7
.
5

9
.
2

10.6

11.8

13.7

15.3

3
.
7

.

6
.
0

7
.
5

9
.

1

10.6

11.8

13.6

15.2

3
.
5

6
.
0

7
.
5

9
.

1

10.6

11.8

13.6

15.2

2
.
7

5
.
9

7
.
5

9
.
0

10.5

11.6

13.3

14.6

2
.
7

5
.
7

7
.
5

9
.
0

10.4

11.6

13.1

14.2

2
.
7

5.
6

7
.
5

9
.
0

10.4

11.5

13.0

13.8

4
.
8

7
.
2

9
.

1

10.3

11.9

12.8

14.4

15.4

4
.
6

7
.
2

9
.

1

10.3

11.9

12.8

14.4

15.4

4
.
5

7
.
2

9
.

1

10.3

11.9

12.8

14.4

15.3

4
.
4

7
.
2

9
.

1

10.3

11.9

12.8

14.4

15.3

4
.
0

7
.
2

.

9
.

1

103

11.8

12.7

14.3

15.2

3
.
9

7
.
2

9
.

1

10.3

11.8

12.7

14.3

15.1

3
.8

7
.
2

9
.

1

10.3

11.8

12.7

14.3

15.1

5
.

1

7
.
8

9
.
8

10.4

12.0

12.9

14.5

15.4

5
.

1

7
.
8

9
.
8

10.4

12.0

12.9

14.5

15.4

5
.
0

7
.
8

9
.
8

10.4

12.0

12.9

14.5

15.4

5
.
0

7
.
8

9
.
8

10.4

12.0

12.9

14.5

15.4

4
.
8

7
.
8

9
.
8

10.4

11.9

12.8

14.4

15.3

4
.
7

7
.
8

9
.
8

10.4

11.9

12.8

14.4

15.3

4
.
7

7
.
8

9
.
8

10.4

11.9

12.8

14.4

15.3

800

1
.
3

2
.
3

2
.
4

3
.
0

3
.
6

4
.

1

4
.
6

4
.
8

1
.
7

2
.
8

3
.
6

5
.
3

6
.
5

7
.
4

8
.
0

8
.
6

2
.
6

4
.
6

7
.
5

8
.
9

10.2

11.1

11.9

11.3

3
.
2

7
.
2

9
.
1

10.2

11.7

12.6

14.2

14.9

4
.
5

7
.
8

9
.
8

10.3

11.8

12.7

14.3

15.2

Note: Straight line interpolation of ET for length of grade permitted to nearest 0.1.

{Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program Project 3-92, Exhibit 15-12.)

1
.

1

2
.
0

1
.
9

1
.
6

2
.
9

3
.
5

3
.
9

3
.
7

1
.
5

2
.
2

2
.
6

4
.
7

5
.
9

6
.
7

7
.
0

7
.
5

16.4

Ta

C

>3

3
.
5

>(

2
.
5 -

4
.
2 Note:

7
.
5

8:8

10.1

10.9

11.3

10.0

7
.
2

9
.

1

10.1

11.6

12.5

14.1

14.8
"IT

7.
8

9.
8

10.2
11.7
12.6
14.2
15.1

[Sour

Ta

>
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16.4 CAPACITY AND LEVEL-OF-SERVICE ANALYSIS OF TWO-LANE RURAL HIGHWAYS

Grade

(%)
Grade Length

(mi)

Directional Demand Flow Rate, v = V/PHF (veh/h)

100 200 300 400 500 600 700 800

23<3.5

VI

3.
5<4.5

24.5 <5.5

25.5 <6.5

26.5

<0
.
25

>0.25 <0.75

>0.75 <1.25

>1.25 <2.25

>2
.
25

<0
.
75

>0.75 <3.50

>3
.
50

<2
.
50

>2
.
50

<0
.
75

>0.75 <2.50

>2.50 <3.50

>3.50

<2
.
50

>2
.
50 <3.50

>3
.
50

1
.

1

1
.
2

1
.
3

1
.
4

1
.
5

1
.
3

1
.
4

1
.
5

1
.
5

1
.
6

1
.
5

1
.
6

1
.
6

1
.
6

1
.
6

1
.
6

1
.
6

1
.

1

1
.
2

1
.
2

1
.
3

1
.
4

1
.
2

1
.
3 .

1
.
4

1
.
4

1
.
5

1
.
4

1
.
5

1
.
5

1
.
6

1
.
5

1
.
5

1
.
6

1
.

1

1
.

1

1
.
2

1
.
2

1
.
3

1
.
2

1
.
2

1
.
3

1
.
3

1
.
4

1
.
3

1
.
4

1
.
4

1
.
6

1
.
4

1
.
4

1
.
6

1
.
0

1
.

1

1
.

1

1
.

1

1
.
2

1
.

1

1
.

1

1
.
2

1
.
2

1
.
2

1
.

1

1
.
2

1
.
3

1
.
5

1
.
2

1
.
2

1
.
5

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
5

1
.
0

1
.
3

1
.
5

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.

1

1
.
4

1
.
0

1
.
3

1
.
5

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

LO

1
.
0

1
.
0

1
.
0

1
.3

1
.
0

1
.
3

1
.
4

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
0

1
.
3

1
.
4

Sole: Interpolation in this table
'

is not recommended.

{Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program Project 3-92, Exhibit 15-13.)

Table 16.13: Passenger Car Equivalents of Trucks (£7-) andRVs (£/;) on Specific Upgrades: PTSF Determination

Grade

(%)
Grade Length

(mi)

Directional Demand Flow Rate, (veh/h)

<100 200
-

L

300 400 500 600 700 800

Passenger Car Equivalents for Trucks {ET)

>3 <3
.
5

>3
.
5 <4.5

4
.5 <5.5

5
.5<6.5

<2
.
00

3
.
00

<4
.
00

<1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

<1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

<0
.
75

1
.
00

1
.
0

1
.
5

1
.
6

1
.
0

1
.

1

1
.
6

1
.
8

2
.

1

1
.
0

1
.

1

1
.
7

2
.
4

3
.
5

1
.
0

1
.
0

1
.
0

1
.
3

1
.
4

1
.
0

I
.
I

1
.
3

1
.
4

1
.
9

1
.
0

1
.

1

1
.
6

2
.
2

3
.

1

1
.
0

1
.
0

i:0

1
.
3

1
.
3

1
.
0

1
.
0

1
.
0

1
.

1

1
.
8

1
.
0

1
.

1

1
.
6

2
.
2

2
.
9

1
.
0

LI

1
.
0

1
.
2

1
.3

1
.
0

1
.
0

1
.
0

.

1
.
2

1
.
7

1
.
0

1
.
2

1
.
6

2
.

1

2
.
7

1
.
0

1
.

1

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
4

1
.
0

1
.
2

1
.
5

1
.
9

2
.

1

1
.
0

1
.
2

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
4

1
.
0

1
.
2

1
.
4

1
.
8

2
.
0

.

1
.
0

1
.
2

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
4

1
.
0

1
.
2

1
.
4

1
.
8

2
.
0

1
.
0

1
.
2

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
4

1
.
0

1
.
2

1
.
3

1
.
7

1
.
8

1
.
0

1
.
2

375

Table 16.12: Passenger Car Equivalents of RV
'

s (£ ) for Specific Upgrades: ATS Determination

900

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.

1

1
.
0

1
.
3

1
.
4

900

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
0

1
.
2

1
.
4

1
.
0

1
.
2

1
.
3

1
.
7

1
.
8

1
.
0

1
.
2

{Continued)

9
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Table 16.13: Passenger Car Equivalents of Trucks (£7-) and RVs {ER) on Specific Upgrades: PTSF Determmation {Continued)

Grade

(%)
Grade Length

(mi)

Directional Demand Flow Rate, (veh/h)

:S100

>6
.
5

200 300 400 500 600 700 800

Passenger Car Equivalents for IVucks (£7-)

1
.
50

2
.
00

3
.
00

>4
.
00

<0
.
50

0
.
75

1
.
00

1
.
50

2
.
00

3
.
00

>4
.
00

1
.
5

1
.
9

3
.
4

4
.
5

1
.
0

1
.
0

1
.
3

2
.

1

2
.
9

4
.
2

5
.
0

1
.
5

1
.
9

3
.
2

4
.

1

1
.
0

1
.
0

1
.
3

2
.

1

2
.
8

3
.
9

4
.
6

1
.
5

1
.
9

3
.
0

3
.
9

1
.
0

1
.
0

1
.
3

2
.

1

2
.
7

3
.
7

4
.
4

1
.
6

1
.
9

2
.
9

3
.
7

1
.
0

1
.
0

1
.
4

2
.

1

2
.
7

3
.
6

4
.
2

1
.
6

1
.
9

2
.
4

2
.
9

1
.
0

1
.

1

1
.
4

2
.
0

2
.
4

3
,
0

3
.
3

1
.
6

1
.
9

2
.
3

2
.
7

1
.
0

1
.

1

1
.
5

2
.
0

2
.
4

2
.
8

3
.

1

1
.
6

1
.
9

2
.
3

2
.
6

1
.
0

1
.

1

1
.
5

2
.
0

2
.
3

2
.
7

2
.
9

1
.
6

1
.
8

1
.
9

2
.
0

1
.
0

1
.
0

1
.
4

2
.
0

2
.
3

2
.
2

2
.
7

Passenger Car Equivalents for RVs (£R)

All All
.

1
.
0 1

.
0 1

.
0 1

.
0 1

.
0 1

.
0 1

.
0 1

.
0

Note: Interpolation for both length of grade and demand flow rate to the nearest 0.1 is recommended.
{Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program Project 3-92, Exhibit 15-19.)

Table 16.14: Passenger Car Equivalents for Trucks Operating at Crawl Speeds on
Specific Downgrades - ATS Determination    : 

.

Difference Between

FFS and Truck

Crawl Speed
(mi/h)

Directional Demand Flow Rate,
v = myF (veh/h)

<100 200 300 400 500 600 700 800 >900

<15

20

25

30

35

>40

4
.
7

9
.
9

15.1

22.0

29.0

35.9

4
.

1

8
.
9

13.5

19.8

26.0

32.3

3
.
6

7
.
8

12.0

17.5

23.1

28.6

3
.

1

6
.
7

10.4

15.6

20.1

24.9

2
.
6

5
.
8

9
.
0

13.1

17.3

21.4

2
.

1

4
.
9

7
.
7

11.6

14.6

18.1

1
.
6

4
.
0

6
.
4

9
.
2

11.9

14.7

1
.
0

2
.
7

5
.

1

6
.

1

2
.
2

11.3

1
.
0

1
.
0

3
.
8

4
.

1

6
.
5

7
.
9

900

1
.
6

1
.
8

1
.
9

2
.
0

1
.
0

1
.
0

1
.
4

2
.
0

2
.
3

2
.
2

2
.
5

1
.
0

Note: interpolaiion of ETC for speed difference and demand flow rate is permitted to nearest 0.1.

{Source: Two-Lane Highways, Draft Chapter 15, National Cooperative Highway Research Program
Project J-92, Exhibit 15-14.)

In applying Equation 16-9, note that PTc is stated as a two-lane highways, all composite grades are treated using 
proportion of the truck population, not of the entire traffic average grade of the analysis section. The average grade fof
stream. Thus a PTc of 0.50, means that 50% of the trucks are any segment is the total change in elevation (feet) divided b}
operating down the grade at crawl speeds. Note also that for the length of the segment (feet).
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5 4.6 Estimating Average Travel Speed

Once the appropriate demand flow rate(s) are computed, the

average travel speed in the section is estimated using

jquation 16-10:

ATSd = FFS - 0.00776(vd + v0) - fnpA (16-10)

ahere: ATSj - average travel speed in the direction of
analysis, mi/h

FFSd = free-flow speed in the direction of analysis,
mi/h

= demand flow rate in the direction of analysis,

pc/h
v

0
 - demand flow rate in the opposing direction,

pc/h

fnpA = adjustment to ATS for the existence of "No
Passing" zones in the study segment

Values of the adjustment factor,/ , are given in Table 16.15.
The adjustment is based on flow rates, the percentage of the
analyses segment for which passing is prohibited, and the
free-flow speed of the facility.

16.4.7 Determining Percent Time
Spent Following

Percent time spent following (PTSF) is determined using
Equation 16-11:

nsFd = BmFd+fnpP{~
BPTSFd = 100[l - exp (avbd)] (16-11) '

where: PTSFd = percent time spent following, single direction, %
BPTSFd = percent time spent following, single direction, %

vd = demand flow rate in analysis direction, pc/h
v0 = demand flow rate in the opposite direction, pc/h

fnpp
 = adjustment to PTSF for the effect of

percent 
"No Passing" zones in the study

segment, %

a
,
 b = calibration constants based on opposing

flow rate in single-direction analysis
Oi

The adjustment factor/ p is found in Table 16.16 and
Vibration constants "a" and "b" are found in Table 16.

17.

16.5 Sample Problems in Analysis
of RuralTwo-LaneHighways

16.5.1   Analysis of a Class I Rural Two-Lane
Highway in Rolling Terrain

A Class I two-lane highway in rolling terrain has a peak
demand volume of 500 veh/h, with 15% trucks and 5% RVs.

The highway serves as a main link to a popular recreation
area. The directional split of traffic is 60-40 during peak
periods, and the peak-hour factor is 0.88. The 10-mile
section under study has 40% 

"

No Passing" zones. The base
free-flow speed of the facility may be taken to be 60 mi/h.
Lane widths are 12 feet, and shoulder widths are 2 feet.

There are 10 access points per mile along this 10-mile
section.

Step 1: Estimate the Free-Flow Speed. The free-flow
speed (FFS) is estimated from the base free-flow speed
(BFFS) and applicable adjustment factors/  (Table 16.5)
and fA (Table 16.6). Then:

FFS = BFFS -      - fA

FFS = 60.0 - 2.6 - 2.5 = 54.9 mi/h

where = 2.6 (for 12-foot lanes and 2-foot shoul-

ders) and/4 = 2.5 (for 10 access points per mile)

Step!: Compute the Directional Demand Flow
Rates for ATS and PTSF Determinations Because
each direction of the two-lane highway must be sepa-
rately analyzed, it is necessary that the demand of
500 veh/h be separated by direction. Note that the
two directional analyses may be done concurrently
because the directional demand in one case is the

opposing demand in the other. Given the specified
60-40 split:

V! = 500 * 0.60 = 300 veh/h

V2 = 500*0.40 = 200 veh/h

Both of these values have to be converted to base

passenger-car flow rates.
Four demand flows will be computed. Both the

directional and opposing volumes must be separately con-
verted for ATS delermination and for PTSF determination.

The initial selection of adjustment factors would be based
on flow rates, which arc found using the demand volume

o



378 CHAPTER 16 TWO-LANE HIGHWAYS

Table 16.15: Adjustment to ATS for %NPZ, Opposing
Demand Flow, and FFS

Opposing
Demand Flow

Rate,
v0 (pc/h)

<100

200

400

600

800

1
,
000

1
,
200

1
,
400

> 1
,
600

<100

200

400

600

800

1
,
000

1
,
200

1
,
400

>1
,
600

<100

200

400

600

800

1
,
000

1
,
200

1
,
400

>1
,
600

<100

200

400

600

800

Percent No Passing Zones

<20 40 60

FFS = Si 65 mi/h

1
.

1

2
.
2

1
.
6

1
.
4

0
.
7

0
.
6

0
.
6

0
.
6

0
.
6

2
.
2

3
.
3

2
.
3

1
.
5

1
.
0

0
.
8

0
.
8

0
.
7

0
.
7

2
.
8

3
.
9

2
.
7

1
.
7

1
.
2

1
.

1

0
.
9

0
.
9

0
.
7

FFS = 60 mi/h

0
.
7

1
.
9

1
.
4

1
.

1

0
.
6

0
.
6

0
.
5

0.
5

0
.
5

1
.
7

2
.
9

2
.
0

1
.
3

0
.
9

0
.
7

0
.
7

0
.
6

.

0
.
6

2
.
5

3
.
7

2
.
5

1
.
6

1
.

1

0
.
9

0
.
9

0
.
8

0:7

FFS = 55 mi/h

0
.
5

1
.
5

1
.
3

0
.
9

0
.
5

05

OS

05

05

1
.
2

2
.
4

1
.
9

1
.

1

0
.
7

0
.
6

0
.
6

0
.
6

0
.
6

2
.
2

3
.
5

2
.
4

1
.
6

1
.

1

0
.
8

0
.
7

0
.
7

0
.
6

FFS = 50 mi/h

0
.
2

1
.
2

1
.
1

0
.
6

0
.
4

0
.
7

2
.
0

1
.
6

0
.
9

0
.
6

1
.
9

3
.
3

2
.
2

1
.
4

0
.
9

80

3
.
0

4
.
0

2
.
8

1
.
9

1
.
4

1
.

1

1
.
0

0
.
9

0
.
7

2
.
8

.

4
.
0

2
.
7

1
.
9

1
.
3

1
.

1

0
.
9

0
.
8

0
.
7

2
.
6

3
.
9

2
.
7

1
.
8

1
.
2

0
.
9

0
.
9

0
.
7

0
.
6

2
.
4

3
.
9

2
.
6

1
.
7

1
.
2

100

3
.

1

4
.
2

2
.
9

2
.
0

1
.
5

1
.
2

1
.

1

0
.
9

0
.
8

2
.
9

4
.
2

3
.
9

2
.
0

1
.
4

1
.
2

1
.

1

0
.
9

0
.
7

2
.
7

4
.

1

2
.
8

1
.
9

1
.
4

1
.

1

1
.
0

0
.
9

0
.
7

2
.
5

4
.
0

2
.
7

1
.
9

1
.
3

(Continued)
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Table 16.15: Adjustment to ATS for %NPZ, Opposing
Demand Flow, and FFS {Continued)

Opposing
Demand Flow

Rate,
v0 (pc/h)

Percent No Passing Zones

<2() 40 60 80 100

FFS = 50 mi/h

1
,
000

1
,
200

1
,
400

> 1
,
600

0
.
4

0
.
4

0
.
4

0
.
4

0
.
4

0
.
4

0
.
4

0
.
4

0
.
7

0
.
7

0
.
6

0
.
5

0
.
9

0
.
8

0
.
7

0
.
5

1
.

1

1
.
0

0
.
8

0
.
5

FFS s 45 mi/h

<100

200

400

600

800

1
,
000

1
,
200

1
,
400

> 1
,
600 

.

0
.

1

0
.
9

0 9
0

.
4

0
.
3

0
.
3

0
.
3

0
.
3

03

0
.
4

1
.
6

0
.
5

0
.
3

0
.
3

0
.
3

0
.
3

0
.
3

0
.
3

1
.
7

3
.

1

2
.
0

1
.
3

0
.
8

0
.
6

0
.
6

0
.
6

0
.
4

2
.
2

3
.
8

2
.
5

1
.
7

1
.

1

0
.

-

8

0
.
7

0
.
6

0
.
4

2
.
4

4
.
0

2
.
7

1
.
8

1
.
2

1
.

1

1
.
0

0
.
7

0
.
6

Note: Interpolation off j  for percent no-passing zones, demand flow
rate, and FFS to the neaestO.l is recommended.

{Source: Two-Lane Highways, Draft Chapter 15, National Cooper
ative Highway Research ftogram Project 3-92, Exhibit 15-15.)

Table 16.16: Adjustment ( p/>) for the Effect of "No Passing" Zones
onPTSF

Total Two-Way
Flow Rate,

V = vrf + v0
(pc/h)

Percent No-Passing Zones

0 20 40 60 80 100

Directional Split = 50/50

<200

400

600

800

1
,
400

2
,
000

2
,
600

3
,
200

9
.
0

16.2

15.8

15.8

12.8

10.0

5
.
5

3
.
3

29.2

41.0

38.2

33.8

20.0

13.6

7
.
7

4
.
7

43.4

54.2

47.8

40.4

23.8

15.8

8
.
7

5
.

1

49.4

61.6

53.2

44.0

26.2

17.4

9
.
5

5
.
5

.

51.0

63.8

55.2

44.8

27.4

18.2

10.1

5
.
7

52.6

65.8

56.8

46.6

28.6

18.8

10.3

6
.

1

{Continued)
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Table 16.16: Adjustment (fvP) for the Effect of "No Passing" Zones
on PTSF (Continued)

Total Two-Way
Flow Rate,

v = vd + v0

(pc/h)

Percent No-Passing Zones

0 20 40 60 80

Directional Split = 60-40

f-V;-
.

<200

.
 400

600

800

1
,
400

2
,
000

2
,
600

11.0

14.6

14.8

13.6

11.8

9
.

1

5
.
9

30.6

36.1

36.9

28.2
'

18.9

13.5

7
.
7

41.0

44.8

44.0

33.4

22.1

15.6

8
.
6

51.2

53.4

51.1

38.6

25.4

16.0

9
.
6

52.3

55.0

52.8

39.9

26.4

16.8

10.0

Directional Split = 70/30

<200

400

600

800

1
,
400

2
,
000

9
.
9

10.6

10.9

10.3

8
.
0

7
.
3

28.1

30.3

30.9

23.6

14.6

9
.
7

38.0

38.6

37.5

28.4

17.7

12.7

47.8

46.7

43.9

33.3

20.8

13.3

48.5

47.7

45.4

34.5

21.6

14.0

Directional Split = 80/20

<200

400

600

800
'

1
,
400

2
,
000

8
.
9

6
.
6

4
.
0

3
.
8

3
.
5

3
.
5

.

27.1

26:1

24.5

18.5

10.3

7
.
0

37.1

34.5

31.3

23.5

13.3

8
.
5

47.0

42.7

38.1

28.4

16.3

10.1

47.4

43.5

39.1

29.1

16.9

10.4

Directional Split = 90/10

<200
400

600

800

1
,
400

4
.
6

0
.
0

-3
.

1

-2
.
8

-1
.
2

24.1

20.2

16.8

10.5

55

33.6

28.3

23.5

15.2

8
.
3

43.1

36.3

30.1

19.9

11.0

43.4

36.7

30.6

20.3

11.5

100

53.5

56.3

54.6

41.3

27.3

17.3

10.2

49.0

48.8

47.0

35.5

22.3

14.5

47.9

44.1

40.0

29.9

32.2

10.7

43.6

37.0

31.1

20.8

11.9

Note: Straight-line interpolation of fvp for % "No Passing" zones, demand flow rate,
 and

directional split is permitted to the nearest 0.1.

(Source: Two-Lane Highways, Draft (Chapter 15, National Cooperative Highway Research
Program Project 3-92, Exhibit 15-21.)

16

J

4

and the peak hour factor: V! = 300/0.88 = 341 veh/h
and = 200/0.88 = 227 veh/h. Interpolation for the
grade factor to the nearest 0.01 and passenger car equiva-
lents to the nearest 0.1 is required. Table 16.18 summa-
rizes the results of these determinations.

Using these values, the following heavy vehic':
factors are computed:

1

1+Pt(Et-1) + PR(ER-l)
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Table 16.17: Coefficients "a" and "b" for Use in Equation 16-11

Opposing Demand Flow
Rate, v0 (pc/h)

Coefficient

a

Coefficient

b

<200

400

600

800

1
,
000

1
,
200

1
,
400

> 1
,
600

-0
.
0014

-0
.
0022

-0
.
0033

-0
.
0045

-0
.
0049

-0
.
0054

-0
.
0058

-0
.
0062

0
.
973

0
.
923

0
.
870

0
.
833

0
.
829

0
.
825

0
.
821

0
.
817

Note: Straight-line interpolation of "a" and "b" for opposing demand flow is

permitted to the nearest 0.001.

(Source: Two-Lane Highways, Draft Chapter 15, National Cooperative
Highway Research Program Project 3-92, Exhibit 15-20.)
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Table 16.18: Values Used in Converting Volumes to Flow Rates Under Equivalent Base Conditions

Factor Source Table

Directional Demand Volume

Vt 341 veh/h V2 = 227 veh/h

fG(ATS)
ET(ATS)
ER(ATS)
fG(PTSF)
ET(PTSFj
ER(PTSF)

Table 16.7 (Rolling Terrain)
Table 16.10 (Rolling Terrain)
Table 16.10 (Rolling Terrain)
Table 16.7 (Rolling Terrain)
Table 16.10 (Rolling Terrain)
Table 16.10 (Rolling Terrain)

0
.
86

2
.

1

1
.

1

0
.
87

1
.
7

1
.
0

0
.
77

2
.
3

1
.

1

0
.
81

1
.
8

1
.
0

fm(ATS)
l Then:

1 + 0.15(2.1 - 1) + 0.05(1.1 - 1)

0
.
85

V
v

ImiPTSF) = j +015(17_ 1) + 005(10_ i)

0
.
90

1

PHF*fc*fHV

fmiATS)

kniPTSF)

1 + 0.15(2.3 - 1) + 0.05(1.1 - 1)

0
.
83

 

1

1 + 0.15(1.8 - 1) + 0.05(1.0 - 1)

0
.
89

341

1 0
.
88 * 0.86 * 0.85

341
v, (PTSF) =  1 0

.
88 * 0.87 * 0.90

227

z 0
.
88*0.77*0.83

111

2 0
.
88*0.81*0.89

530 pc/h

495 pc/h

404 pc/h

358 pc/h
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i

I

Step 3: Determine ATS Values for Each Direction
These values are estimated as:

ATSd - FFS - 0.00776 (vd + v0) - fnpA

where:    FFSj = 54.9 mph (directions 1 and 2, previ-
ously computed) 

'

V] = 530 pc/h (previously computed)

V2 = 404 pc/h (previously computed)

fnpA{dirl) = 1.9 mi/h(Table 16.15,55 mi/h, 40%
No Passing Zones, vg - 404 pc/h,
interpolated)

fnpA (dir 2) = 1.4 mi/h (Table 16.15,55 mi/h, 40%
No Passing Zones, v0 = 530 pc/h,
interpolated)

Then:

ATSdx = 54.9 - 0.00776(530 + 404) - 1.9 = 45.8 mi i

75  = 54.9 - 0.00776(404 + 530) - 1.4 = 46.3 mi/h

Step 4: Determine PTSF Values for Each Direction

These values are determined as:

BPTSFd = i00[l - exp (a )j

where: vi - 495 pc/h (computed previously)

V2 = 358 pc/h (computed previously)

a, = -0.0020 (Table 16.17, v0 = 358 pc/h,
interpolated)

fl2 = -0.0027 (Table 16.17, v0 = 495 pc/h,
interpolated)

by = 0.934 (Table 16.17, v0 = 358 pc/h,
interpolated)

fcj = 0.920 (Table 16.17, v0 = 495 pc/h,
interpolated)

fnpp{dir\) = f dirl) = 32A%

(Table 16.16, FFS = 55 mi/h, 40% no passing zones,
v = 495 + 358 = 853 pc/h). Note from Table 16.16
that the adjustment is the same in both directions and is
based on the total two-way flow rate.
Then:

BPTSFji = 10o|l - exp (-0.0020 * 4950-934)j =48
.
2%

PTSFdi = 48.2 67.0%

BPTSFd = 10o|l - exp(-0.0027 * 358a920) j = 45.39,

PTSFa = 45.3 + 32.4
/358\

V853j 58.9%

From Table 16.4, Direction 1 has an LOS of C based on
an ATS of 45.8 mi/h and an LOS of C based on a PTSF of
67.0%. The overall LOS is C. Direction 2 has an LOS of C
based on an ATS of 46.3 mi/h and an LOS of C based on a
PTSF of 58.9%. The overall LOS is C.

Even though the two-lane highway has a 60-40 direc
tional split, the LOS is the same for both directions: C.

 in

the 40% direction, there is less demand
, but passing is more

difficult due to the heavier opposing flow.

Estimating Capacity

Although the LOS of the segment has been determined in two
directions, it may also be useful to estimate the capacity of the
segment in both directions and in each direction. The capacity
of a two-lane highway under base conditions is 1,700 pc/h in
one direction, with a limit of 3,200 pc/h in both directions.
These values are stated for equivalent base conditions and
should be converted to prevailing conditions, as follows:

.

c= 1,700 */,*/«v

There will be two values, however, depending on
whether the adjustment factors for ATS or PTSF are used- The
factors leading to the lowest value would be used. Moreover.
the adjustment factors for a flow rate at or near capacity roiKi
be used, not those for the existing demand flow rates given fe
this problem. In all.

cases, adjustment factors for a demand
flow rate s 900 veh/h would be used.

From Table 16.7, the grade adjustment factor is 1.0 ft*
both ATS and PTSF. From Table 16.10, passenger car equiva
lents are higher for the ATS determination and are therefore
used. Ex = 1.3 and Er = 1.1. Then:

fnv
1

1 +0.10(1.3 - 1) + 0.05(1.1 - 1)
0

.

966

and:

c = 1,700* 1.00*0.966 = 1
,
642 veh/h

L

As all capacities, this is stated as a flow rate for the 
15-minute period of the analysis hour. This is the single-directjpfl

16.5
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opacity in the peak direction. Given a 60-40 directional split,
 implied two-way capacity is 1,642/0.60 = 2,732 veh/h,

rthich is less than the nominal value of 3,200 * 1.00 * 0.966 =

3091 veh/h.
This difference is seen more clearly if the capacity of

foe 40% direction is considered. Because the two directions
have the same characteristics, the capacity of direction 2 is
the same 25 direction 1: 1,642 veh/h. This, however, implies

a two-way capacity of 1,642/0.40 = 4,105 veh/h, well in
excess of the nominal value of 3,091 veh/h. The problem is
ihat the directional split is one of the prevailing traffic con-
ditions. When the peak direction flow rate hits a capacity of
1643 veh/h, the maximum flow rate in the other direction is
limited to 2,737 - 1,642 = 1,095 veh/h.

This illustration is included to emphasize the difficulty
in assessing capacity on a two-way rural highway. The two-
way nominal capacity is an almost completely meaningless
concept. When a capacity is determined for the peak direction,
the "capacity

" in the other direction is limited by the existing
directional split of traffic.

16.5.2 Single-Direction Analysis
of a Specific Grade

A Class II two-lane highway serving a rural logging area has a
2-mile grade of 4%. Peak demand on the grade is 250 veh/h,
with a 70-30 directional split and a PHP of 0.82. Because of
active logging operations in the area, demand contains 20%
liucks. There are also 5% RVs using.the facility. The grade has
100% "No Passing" zones. The free-flow speed of the facility
has been measured to be 45 mi/h. Twenty percent of all trucks
operate at a crawl speed that is 20 mi/h lower than other vehi-
cles on the downgrade. At what LOS does the facility operate,
assuming that 70% of the traffic is on the upgrade?

Stepl: Compute Demand Flow Rates for PTSF
Determination Both the upgrade and downgrade must
be analyzed in this case. Because this is a Class II facil-
ity' however, PTSF is the only parameter that need be
established. It is necessary to divide the demand volume
into the upgrade volume, Vu (250 * 0.70 = 175 veh/h),
and downgrade volume, Vd (250 * 0.30 = 75 veh/h).

As the upgrade and downgrade are analyzed,
 these will

serve as directional and opposing volumes.
Base passenger-car equivalenT demand flows

are computed as:

V
v

PHF*fG*fHV

Selecting values of fG, ET and ER from the appropriate
tables for PTSF determination results in the values shown

in Table 16.19. All tables are entered with the flow rate:

= 175/0
.82 = 213 veh/h; = 75/0.82 = 91 veh/h

.

Note that the fact that 20% of trucks travel at crawl speeds
on the downgrade is not relevant to the predication of
PTSF, and so this information is not used here

.

Then:

hv (up) :

/hv (dn) =

And:

1

1 + 0.20(1.3 - 1) + 0.05(1 - 1)

 

1
 

1 + 0.20(1.1 - 1) + 0.05(1 - 1)

0
.
943

0
.
980

175

'
own

0
.
82* 1.00 * 0.943

75

0
.
82* 1.00 * 0.980

- 226 pc/h

93 pc/h

Step 2: Estimate the PTSF for the Specific Upgrade
and Specific Downgrade The percent time spent
following is estimated as:

PTSFd  BPTSFd + fnpP(~ J 
BPTSFd= 100[l - exp(a ))]

where:

/VP (up and down) = 48.9% (Table 16.16, 100% "No
Passing" zones, 70/30 split, and v =
226 + 93 = 319 pc/h, interpolated)

Table 16.19: Critical Values for Demand Flow Rate Computation

Direction fc ET ER

Upgrade
Downgrade

1
.00 (Table 16.9)

1
.00 (Table 16.7)

1
.3 (Table 16.13)

1
.1 (Table 16.10)

1
.0 (Table 16.13)

1
.0 (Table 16.10)
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fl(up) = -0.0014 (Table 16.17, v0 < 200
pc/h)

i(up) = 0.973 (Table 16.17, v0 < 200 pc/h)

fl(down) = -0.0015 (Table 16.17, v0 = 226
pc/h, interpolated)

i(down) = 0.967 (Table 16.17, v0 = 226
pc/h, interpolated)

Then:

'

 BPTSF
up
 = 100[l -exp (-0.0014 *226a973)] = 23.9%

V226 + 93/nSFv = 23.9 + 48.91   6 + 58.5%

BPTSFdown = 100[l - exp (-0.0015 *93a967)] - 11.3%

PTSFjnm = 11.3 + 48.9
"MM
V93 + 226/

21.9%

Step 3: Determine Level of Service From Table 16.4,
this is LOS C

.

for the upgrade and A for the downgrade.
Because this was a Class II two-lane highway, only the
PTSF criterion was used. Speeds, however, will be quite
slow, given the FFS of 45 mi/h and the existence of
many trucks traveling at a crawl speed of 20 mi/h down-
grade. The speed criterion, however, does not apply to
Class II two-lane highways when determining the LOS.
It is interesting to note that the upgrade has deteriorated
to LOS Cat a volume of only 175 vehs/h.

16.6 The Impact of Passing
and Truck Climbing Lanes

The single operational aspect that makes two-lane highways
unique is the-need to pass in the opposing lane of traffic. Both
PTSF and ATS are improved when passing lanes are periodically
provided or where truck climbing lanes exist on significant
upgrades. These components allow platoons (in the direction of
the passing or truck climbing lane) to break up through unre-
stricted passing for the fength of the fane. If such lanes are pro-
vided periodically, the formation of fong pfatoons behind a
singfe slow-moving vehicfe can be ameliorated to a degree.

16.6.1  Evaluating the Impact
of Passing Lanes

The HCM 2000 provides a methodofogy for estimating the
impact of a passing fane on a singfe-direction segment of a

Table 16.20: Optimaf Lengths ©f- Passing Lanes on
Two-Lane Highways

Directional Flow Rate

(pc/h)
Optimal Length of
Passing Lane (mi)

100

200

400

> 700

<0
.
50

>0.5O-0
.
75

>0.75-1.00

> 1.00-2.00

(Source: Used with permission of Transportation Research Board
,

National Research Council
, Highway Capacity Manual, 4ili

Edition, Washington DC, 2000, Exhibit 12-12, p. 12-18).

two-lane highway in level or rolling terrain. The procedure is
intended for use on a directional segment containing only one
passing fane of appropriate fength, based on the criteria of
Tabfe f6.20.

The first step in the procedure is to complete a single-
direction analysis for the cross section as if the passing lane
did not exist. This will result in an estimation of ATSj and
PTSFj for the section without a passing lane. The analysis
segment is now broken into four subsegments,

 as follows:

. The subsection upstream of the passing lane, length
Lu (mi)

. The passing lane, including tapers, length Lpi (mi)

. The effective downstream fength of the passing lane.
length!  (mi)

. The subsection downstream of the effective length ol
the passing lane, fength Lj (mi)

The sum of the four fengths must be equaf to the total lengili
of the directional segment.

The "effective downstream length of the passing lane
reflects observations indicating that the passing lane improve*
both ATS and PTSF for a distance downstream of the actual
passing lane itself. These "effective" distances differ dependins
on which measure of effectiveness is invofved as wef f as by thf
demand flow rate. The "effective" distance does not include the
passing lane itself, and it is measured from the end of the pas5
ing fane taper. Effective fengths, Lde, are shown in Tabfe 16 -'

Lengths Lu and Lpl are known from existing conditio"-
orpfans. Length  is obtained from Tabfe 16.21. Then:

Ld = L- {Lu
 + L

p; + Lde) (16-1-1

where: L - fength of the single-direction anafysis segment1111

Alf other variables are as previously defined. Note tft"
both Lde and td will differ for ATS and PTSF determination

16.6

Ti

L:

I

Note

pent

(Sou
Ml

Was!

Effc

it is

dow

did

V
valu

assu

dow

accc

dire

whe



I

16.6 THE IMPACT OF PASSING AND TRUCK CLIMBING LANES 385

Table 16.21: Effective Downstream Length of Passing
Lanes

Directional Flow
Rate (pc/h)

Downstream Length of Roadway
Affected, (mi)

ATS PTSF

<200

400

700

< 1
,
000

1
.
7

1
.
7

1
.
7

1
.
7

13.0

8
.

1

5
.
7

3
.
6

ilote: Straight-line interpolation for for directional flow rate is

permitted to the nearest 0.1 mile.

[Source: Used with pennission of Transportation Research Board,
Rational Research Council, Highway Capacity Manual, 4th Edition,
Washington DC, 2000, Exhibit 20-23, p. 20-24).

Effect of Passing Lanes on PTSF

It is assumed that PTSF for the upstream subsection, Lu, and
downstream subsection, Lj, are the same as if the passing lane
did not exist (i.e., PTSFd). Within the passing lane segment,
Lpi, PTSF is usually between 58% and 62% of the upstream
value. With the effective length segment, Lde, PTSF is
assumed to rise linearly from its passing lane value to the
downstream segment value. Thus the adjusted value of PTSF,
accounting for the impact of the passing lane on the single-
direction segment found as:

PTSFd L + Ld +fpILpl + (-Y )L&]
PTSF,pi L

where: PT Fp/
 = percent time spent following, adjusted to

account for the impact of a passing lane in
a directional segment (level or rolling ter-
rain only), %

PTSFd = percent time spent following, assuming no
passing lane in the directional segment, %

fpi = adjustment factor for the effect of the pass-
ing lane on PTSF (Table 16.22)

All lengths are as previously defined.

Effect of Passing Lane on ATS

Again, it is assumed that the ATS upstream (Lu) and down-

stream {Ld) of the passing lane and its effective length is the
same as if no passing lane existed, (i.e., ATSd). Within the
passing lane, speeds are generally 8% to 11% higher than
the upstream value. Within the effective length, Lde, ATS is
assumed to move linearly from the passing lane value to the
downstream value. Thus the adjusted value of ATS is found as
follows:

ATS,
ATSd*L

'pi (16-14)

fpl;

(16-13) ,

where: ATSpi = average travel speed, adjusted to account for
the effect of a passing lane,

 mi/h

ATSd = average travel speed for the directional seg-
ment without a passing lane, mi/h

fpi = adjustment factor for the effect of the pass-
ing lane on ATS (Table 16.21)

A Sample Problem

Consider the 15.0-mile segment of two-lane rural highway
described in sample problem 16.5.1. Demand flow rates were
found to be 530 pc/h for ATS determination and 495 pc/h for
PTSF determination. In the heaviest direction of travel, meas-

ures of effectiveness were determined to be: ATS = 45.8

mi/h, PTSF = 67.0%.

Table 16.22: Adjustment Factors for Passing Lanes in Single-Direction Segments
of Two-Lane Highways

Directional Demand

Flow Rate (pc/h)
Adjustment Factor, ,/

For ATS
Adjustment Factor,/

for PTSF

0-300

>300-600

>600

1
.
08

1.10

I
.
II

0
.
58

0
.
61

0
.
62

{Source: Used with pennission of Transportation Research Board, National Research Council,
Highway Capacity Manual, 4th Edition, Washington DC, 2000, Exhibit 20-24, p. 20-26.)
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i

L
u
 = 2

.
00 mi Lpi

 = 0
.
75 mi Lde Ld

L = 15.0 mi

Figure 16 : Directional Segment for Passing Lane Example

A passing lane of 0.75 miles is to be added to this
directional segment as illustrated in Figure 16.5. Determine
the impact of the passing lane on ATS and PTSF for the
section.

From Table 16.21, Lde is 1.7 miles for ATS and 7.3
miles for PTSF. The latter is interpolated based on a demand

flow rate of 495 pc/h (obtained from Example 16.5.1, previ-
ous section). From Table 16.21,/  is 1.10 for ATS and 0.61
for PTSF. Then:

Ljats = 15-0 - (2 00 + 0-75 + l l) = 10-55 mi

LdmF = 15.0 - (2.00 + 0.75 + 7.3) = 4.95 mi

and:

ATSpl

45.8*15.0

/0.75\    / 2*1.7 V

46.2 miyh

67.0

PTSF,

2
.00 + 3.95 + (0.61*0.75)

+ I -   
.

   - I7J

pi 15.0

54.9%

Thus the placement of a single 0.75-niile passing lane
in this 15-mile directional segment increases the ATS slightly
(from 45.8 miyh to 46.2 mi/h) and decreases the PTSF from
67.0% to 54.9%.

Although the single passing lane as described has a
small impact on operations over the 15-mile analysis segment,
increasing the length of the passing lane would have a larger
impact. A greater impact would also be achieved by having

passing lanes at closer spacings, say one in every 5-mile
segment. This would provide for three unopposed passing '®
opportunities in the 15-mile segment analyzed. The analysis.
however, would have to be broken into three segments,

 each Tw

having a single passing lane. nat:
The HCM 2000 provides a modified procedure for seg- ope

ments in which Lde would extend beyond the boundaries of bee
the analysis segment. Consult the manual in Reference 1 len
directly for this detail. Ian

hig
all}
ma

16.6.2  Evaluating the impact
of Climbing Lanes a|tc

i
 stn

On specific upgrades, climbing lanes are often added to avoid
development of long queues behind slow-moving vehicles, hig
particularly heavy vehicles unable to maintain speed on are
upgrades. According to AASHTO criteria [2], climbing lanes bee
are warranted on two-lane rural highways when: rou

sea

The directional flow rate on the upgrade exceeds
2{)0veh/hr

The directional flow rate for trucks on the upgrade R
exceeds 20 veh/h.

Any of the following conditions apply: (1) a sped 
reduction of 10 mi/h for a typical heavy truck
(2) LOS E or F exists on the upgrade, or (3) the LOS
on the upgrade is two or more levels below that exist 2

ing on the approach to the upgrade.

Values of ATS and PTSF for the upgrade may be mod 3
ified to take into account the existence of a climbing laIie
using Equations 16-13 and 16-14 from the previous section

except that:

. Lu, Ljg, and Ld are generally equal to 0.0 mile

Adjustment factors  are selected from Table l6';
instead of Table 16.22.

!
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Table 16.23: Adjustment Factors for Climbing Lanes in Single-Direction Segments
of Two-Lane Highways

Directional Demand

Flow Rate (pcAi)

0-300

>300-600

>600

Adjustment Factor,
/-/forATS

1
.
02

1
.
07

.
14

Adjustment Factor,
/p/forPTSF

0
.
20

0
.
21

0
.
23

(Source: Used with permission of Transportation Research Board, National Research Council,
Highway Capacity Manual, 4th Edition, Washington DC, 2000, Exhibit 20-27, p. 20-29.)

16.7 Summary

Two-lane rural highways continue to form a vital part of the
nation

's intercity and rural roadway networks. Their unique
operating characteristics require careful consideration
because poor operations are often a harbinger of safety prob-
lems, particularly on Class I roadways. Passing and climbing
ianes are often used to improve the operation of two-lane
highways, but serious accident or operational problems gener-
ally require more comprehensive solutions. Such solutions
may involve creating a continuous three-lane alignment with
alternating passing zones for each direction of flow or recon-
struction as a multilane or limitedraccess facility.

Operational quality is not as serious a concern on Class II
highways, where local service or all-weather access to remote
areas is the primary function served- Class III highways,
because they serve more built-up areas (or scenic recreational

routes) must consider operational quality but on a different
scale (PFFS) than Class I two-lane highways!
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Problems

16-1. A Class I rural two-lane highway segment of 20 miles in
rolling terrain has a base free-flow speed (BFFS) of 60
ouHl It consists of 12-foot lanes

,
 with 4-foof clear shoul-

dess on each side of the roadway. There is an average of
eigfrt access points per mile along the segment in question,

and 60% of the segment consists of "no-passing" zones.

Cuncnt traffic on the facility is 400 veh/h (total, both

ways), including 15% trucks and 2% RVs. The directional
distribution of traffic is 60-40

,
 and the PHP is 0.84.

(a) For the current conditions described, at what LOS

would each direction of the facility be expected to
operate?

o
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(b) If traffic is growing at a rate of 8% per year, how
many years will it be before the capacity of this
facility is reached?

16-2. A Class 1 rural highway segment of 10 miles in level
terrain has a base free-flow speed (BFFS) of 65 mi/h.
The cross section has 12-foot lanes and 6-foot clear

shoulders on both sides of the road. There is an average
of 15 access points per mile along the segment, and
25% of the segment consists of "no-passing" zones.
Current traffic on the facility is 800 veh/h, with 8%
trucks ajid no RVs. The directional distribution of traf-
fic is 70-30, and the PHP is 0.83. What is the LOS

expected in each direction on this segment?

16-3. A Class I rural two-lane highway segment contains a
significant grade of 5%, 3 miles in length. The base
free-flow speed (BFFS) of the facility is 55 mi/h, and
the cross section is 11-foot lanes with 2-foot clear

shoulders on both sides. There are five access points
per mile along the segment, and 80% of the segment
consists of "no-passing

" zones. Current traffic on

the facility is 250 veh/h including 20% trucks

and 5% RVs. Directional distribution is 70-30 (70%
traveling upgrade), and the PHP is 0.85. What LOS
is expected on the upgrade and downgrade of this
segment?

16-4. A Class HI two-lane highway in rolling terrain services
a small built-up area. It has a base free-flow speed
(BFFS) of 45 mi/h. The highway has 11-foot lanes
and 4-foot clear shoulders on both sides. There are 20
access points/mile, and 100% of the segment is in
"

no-passing
" zones. Current traffic is 500 veh/h

,
 with

10% tracks, 3% RVs, and a PHP of 0.81. The direc

tional distribution is 60-40. What LOS is expected in
each direction on this facility?

16-5. Reconsider problem 16-1. How would the resulting
ATS and PTSF be affected by adding a single 3-niile
passing lane beginning 3.0 miles from the beginning of
the segment?

16-6. What would be the impact of adding a truck climbing
lane to the upgrade described in problem 16-3?
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CHAPTER

Signing and Marking
for Freeways

and Rural Highways

The principal forms of traffic control implemented on free-
ways and rural highways involve road markings and signing.
Al-grade intersections occur on most rural highways (multi-
lane and two-lane) and in some cases signalized intersections.
The Cbnventions and norms for signalization are the same as
for urban and suburban signalization, with the exception that
higher approach speeds are generally present in such cases.
This, however, is taken into account as part of the normal
design and analysis procedures for signalized intersections.

This chapter presents some of the special conventions
for application of traffic signs and markings on freeways and
mral highways.

17.1 Traffic Markings on Freeways
and Rural Highways

Traffic markings on freeways and rural highways involve lane
lines

, edge markings, gore area, and other specialized markings
"M and in the vicinity of ramps or interchanges.

 On two-lane

Mai highways, centerline markings are used in conjunction
lvith signs to designate passing and no-passing zones.

17.1.1  Freeway Markings

Figure 17.1 illustrates typical mainline markings on a freeway.
Standard lane lines are provided to delineate lanes for travel.
Right-edge markings consist of a solid white line, and left-edge
markings consist of a solid yellow line. On freeways,

 lane

markings and edge markings are mandated by the MUTCD []].

MA.2 Rural Highway Markings

General highway segment marking conventions for rural
highways vary according to the specific configuration thait is
present. MUTCD criteria for placement of centerline and
edge markings on rural highways are as follows:

. Centerline markings shall (standard) be placed on all
paved two-way streets or highways that have three or
more traffic lanes.

. Centerline markings should (guidance) be placed on
all rural arterials and collectors that have a travelled

width of more than 18 ft and an ADT of 3
,
000

veh/day or greater.
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Figure 17.1: Typical Markings on a Freeway

. Edge lane markings shall (standard) be placed on
paved streets or highways with the following charac-
teristics: freeways, expressways, or rural highways
with a traveled way of 20 ft or more in width and an
ADT of 6,000 veh/day or greater.

. Edge lines should (guidance) be placed on rural high-
ways with a traveled way of 20 ft or more in width
and an ADT of 3,000 veh/day.

From these standards and guidelines, two-lane rural
highways with an ADT of less than 3,000 veh/day are the
only types of highways for which centerline and edge-line
markings need not be used. In many of these cases, it would
be wise to provide centerlines, if only to clarify whether or
not passing is permitted. On an unmarked, two-lane rural
highway, it is the driver's responsibility to recognize situa-
tions in which a passing maneuver would be unsafe.

TVpical two-lane, two-way rural highway markings are
illustrated in Figure 17.2. Both edge markings are white, and
the centerline markings are yellow. Standard centerline mark-
ings for two-lane highways are as follows:

. A single dashed yellow line signifies that passing is
permitted from either lane.

. A double solid yellow line signifies that passing is
prohibited from either lane.

. A double yellow line, one solid, one dashed, signifies
that passing is permitted from the lane adjacent to the

dashed yellow line and that passing is prohibited
from the lane adjacent to the solid yellow line.

The "No Passing Zone" sign is classified as a warning
sign, although it has a unique pennant shape. It is placed on
the left side of the road at the beginning of a marked "No
Passing" zone.

Most rural highways of four or six lanes are marked
similarly to the freeway example shown in Figure 17.1-
Right- and left-edge markings are provided,

 as well as lane

lines and centerlines. Whereas centerline markings are

mandated for four- and six-lane highways, edge marking
are required only where average daily travels (ADTsl
exceed 6,000 veh/day. There is no requirement for use of

lane lines on surface rural four- or six-lane highways. Never-
theless, usual practice calls for use of both centerlines and
lane lines as a minimum on four-lane and six-lane rural
highways. In addition, such highways would not normall)
be provided for low ADTs, and edge markings are therefor
often installed as well.

One rural highway alignment calls for special mark'
ings. In the 1940s and 1950s, three-lane rural highwa)
alignments were provided in areas where two-lane hi"'1

ways were becoming congested or where additional capac'1
-

beyond what a two-lane highway could provide was constf
ered necessary. They were initially viewed as a low-cosl

alternative to improve two-lane highway operations witho"'

creating a full multilane highway of four to six lanes

17.
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A  
A A

Passing
Permitted

Passing
Permitted

 NO PASSING ZONE SIGN

Figure 17.2: Markings for No Passing Zones on Two-Lane Rural Highways

Passing
Permitted

initially, they were marked to provide for one lane in each
direction and a center passing lane shared by both
directions of flow. Because there were no restrictions to the
use of the passing lane, these roadways eventually produced
high accident and fatality rates. Modern practice is to
assign two lanes to one direction and one lane to the other,
alternating the assignment at appropriate intervals and loca-
tions. The marking conventions for this type of operation
are shown in Figure 17.3.

Where passing from the single-lane direction is per-
mitted, it is necessary that passing sight distance be avail-
able to drivers in that direction. These sight distances are
the same as those defined for two-lane highways, as dis-
cussed in Chapter 16. Where the additional lane assignment
is alternated at frequent intervals (less than every two miles
or so), passing from the single-lane direction is usually not
permitted.

As the direction of the center lane in a three-lane align-
ment must be periodically alternated, special transition mark-
ings must be provided at these locations,

 as illustrated in

Figure 17.
4

.

The advance warning distance, d, is found from
Chapter 4, where advance warning sign distances are pre-
scribed

. A warning sign indicating the merging of two lanes
into one would be posted at this point,

 and the lane line

would be discontinued as shown.

Distance L is the length of the taper markings. These are
'elated to the posted or statutory speed limit as indicated in
Equations 17-1:

For speed limits of 70 mi/h or more:

For speed limits less than 70 mi/h:

2

L
m

60
(17-lb)

where: L = length of taper,
 ft

W = width of the center lane
,
 ft

S = 85th percentile speed, or speed limit,
 mi/h

Distance B is the buffer distance between the two transi-

tion markings. It should be a minimum of 50 ft long.
 If there is a

no passing restriction in both directions at the location of the
transition zone, the buffer zone is the distance between the

beginning of the no-passing zones in each direction.
 This is an

issue only in cases marked to allow passing from the single-lane
direction.

L - WS (17-la)

17.1.3 Ramp Junction Markings

Ramp junctions occur at all freeway interchanges and on all
types of rural highways at locations where grade separated
interchanges are provided. Figure 17.5 illustrates typical
markings for off-ramps.

Two basic design types are used: parallel deceleration
lanes and tapered deceleration lanes. The former are the more
common type. Typical edge and lane markings are carried
through the off-ramp junction; the right-edge marking,

 how-

ever, follows the right edge of the deceleration lane and ramp.

In the case of a parallel deceleration lane,
 the lane line

between the deceleration lane and lane I (right lane) of the
freeway or highway is carried half the distance between

5
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A-iypical three-lane, two-way       B-Typical three-lane, two-way
marking with passing permitted       marking with passing prohibited
in single-lane direction in single-lane direction

I

mm?

Figure 173: Typical Three-Lane Highway Markings

the beginning of the deceleration lane (taper included) and the
gore area. A dotted line extension of this lane line is optional
and often included. In the case of a tapered deceleration lane,
a dotted line is used between the deceleration lane and the

right lane of the freeway or highway.
The gore area itself is delineated with channelizing

lines. The theoretical gore point is the beginning of the chan-
nelizing line of the gore area. The interior of the gore area is
often marked with chevron markings at off-ramps, as shown.
Note the orientation of the chevron markings. They are posi-
tioned to visually guide a driver who encroaches onto the gore
area back into the appropriate lane (either the ramp or right
lane of the freeway or highway).
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Figure 17.4: Three-Lane Highway Transition Markings
(Source: Manual of Uniform Traffic Control Devices and
Manual of Uniform Traffic Control Devices,

 Draft, Federal
Highway Administration, Washington Draft, Federal Highway
Administration

, Washington DC, December 2007, Figures 3B-2
and3B-4.)
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Figure 17.5: Typical Off-Ramp Maitings
(Source: Manual of Uniform Traffic Contml Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figure 3B-8.)
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On-ramp junctions are similarly marked, except that
chevron markings are not used in the interior of the gore area.
This is because vehicles rarely encroach on this area at an
on-ramp. Tapered on-ramp markings involve an extended lane
line between the ramp lane and the right lane of the freeway
or highway. It is extended to a point where the width of the
ramp lane is equal to the width of the right-most lane. This is
illustrated in Figure 17.6.

17.2 Establishing and Posting
of Speed Limits

A brief discussion of speed limit signs was included in
Chapter 4. On freeways and rural highways, speed limits are
generally of the linear type (i.e., applying to a specified linear
section of a designated highway). The MUTCD requires the
posting of speed limit signs at:

. Points of change from one speed limit to another

. Beyond major intersections and at other locations
where it is necessary to remind drivers of the speed
limit that is applicable.

In practical terms, this is generally interpreted to mean that
speed-limit signs should be located at points of change and
within 1,000 feet of major entry locations. 

"

Major" entry
locations would include all ori:ramps on freeways or other
rural highways and significant at-grade intersections on rural
highways.

Where the state statutory speed limit is in effect, signs
should be periodically posted reminding drivers of this fact.
Placement of such signs along freeways and rural highways
follows the same pattern as for the posting of other speed
limits. At borders between states, signs indicating the statu-
tory speed limit of the state being entered should also be
placed.

The setting of an appropriate speed limit for a freeway
or rural highway calls for much judgment to be exercised.
While the national 55 mi/h speed limit was in effect, most
freeways and high-type niral highways were set at this level.
With this restriction no longer in effect, the selection of an
appropriate speed limit is once again a significant control
decision for freeways and niral highways.

The general philosophy applied to setting speed limits is
that the majority of drivers are not suicidal. They will, with no
controls imposed, tend to select a range of speeds that is safe
for the conditions that exist Using this approach, speed limits
should be set at the 85th percentile speed of free-flowing

traffic on the facility, rounded up to
_the nearest 5 mi/h (or

lOkm/h).
The traffic engineer, however, must also take inio

account other factors that might make it prudent to establish a

speed limit that is slower than the 85th percentile speed of

free-flowing traffic. Some of these factors include:

. Design speed of the facility section

. Details of the roadway geometry, including sighi
distances

. Roadside development intensity and roadside environ-
ment

. Accident experience

. Observed pace speeds (10 mi/h increment with the
highest percentage of drivers)

A reduction of the speed limit below the 85th per
centile speed is usually required in traffic environments thai
contain elements that are difficult for drivers to perceive.

Such limits, however, require vigilant enforcement to deter
drivers from following their own judgments on appropriate
speeds.

A number of different types of speed limits maybe
established. In addition to the primary speed limit,

 which

applies to all vehicles, additional speed limits may be set as
follows:

. Truck speed limits

. Night speed limits

.;.
 . Minimum speed limits

Truck speed limits only apply to trucks (as defined in eacli
state

'

s vehicle and traffic code or law). They are generally
introduced in situations where operation of trucks at the gener-
al speed limits involves safety issues. Night speed limits are
frequently used in harsh terrain, where reduced night visibility
would make it unsafe to drive at the general speed limit. The
night speed limit sign has white reflectorized lettering on a
black background.

Minimum speed limits are employed to reduce the van-
ability of individual vehicle speeds within the traffic stream
They are generally applied to freeways and used infrequenil)
on other types of rural highways.

All applicable speed limits should be posted at the same
locations, with the general caveat that no more than thi*
speed limits should be posted at any given location.

Additional speed signs can be used to inform drivel
of forthcoming changes in the speed limit.

 These inclu*
signs indicating "Reduced Speed Ahead" or "Speed Zone
Ahead.'1

17.
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A - Parallel acceleration lane B - Tapered acceleration lane

!

0
.
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.
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Figure 17.6: Typical On-Ramp Markings

{Source: Manual of Uniform Tnffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007
, Figure 3B-9.)
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17.3 Guide Signing of Freeways
and Rural Highways

One of the most important elements of traffic control on free-
ways and rural highways is proper guide signing. These types
of highways often serve significant numbers of drivers who
are not regular users of the facility. These drivers are the pri-
mary target of guide signing. A confused driver is a dangerous
driver. Thus it is important that unfamiliar users be properly
informed in terms of routing to key destinations that they may
be seeking. There are many elements involved in doing this
effectively, as discussed in the sections that follow.

17.3.1  Reference Location Posts

Reference location posts provide a location system along
highways on which they are installed. Formerly (and still
often) referred to as "mileposts,

" reference posts indicate the
number of miles (or kilometers in states using a metric sys-
tem) along a highway from a designated terminus. They pro-
vide a location system for accidents and emergencies and may
be used as the basis for exit numbering.

The numbering system must be continuous within a
state. By convention, mile (or kilometer) 

"0" is located:

. At the southern state boundary or southernmost point
on a route beginning within a state, on north-south
routes.

. At the western state boundary or westernmost point
 on a route beginning within a state, on east-west

routes.

Cardinal directions used in highway designations recognize
only two axes: north-south or east-west. Each highway is des-
ignated based on the general direction of the route within the
state. Thus a north-south route may have individual sections
that are aligned east-west and vice versa. In general, if a
straight line between the beginning and end of a route within
a given state makes an angle of less than 45° or more than

135° with the horizontal, it is designated as an east-west
route. If such a line makes an angle of between 45° and 135°

with the horizontal, it is designated as a north-south route.
The MUTCD requires that reference posts be placed on

all freeway facilities and on expressway facilities that are
"located on a route where there is reference post continuily.T'
Other rural highways may also use reference posts, but their
use is optional.

When used, reference posts are placed every mile (or
kilometer) along the route. They are located in line with

delineators
, with the bottom of each-gost at the same height as,

the delineator. On interstate facilities
, additional reference

posts are generally placed for each l/10th mile. Typical refer
ence posts are shown in Figure 17.7.

17.3.2  Numbered Highway Systems

Four types of highway systems are numbered in the United
States. The two national systems are the Eisenhower National
System of Interstate and Defense Highways (the Interstate
System), and the U.S. system. These are numbered by the
American Association of State Highway and Transportation
Officials (AASHTO) based on recommendations from indi

vidual state highway departments in accordance with pul>
lished policies [2,3]. State and county roadway systems are
numbered by the appropriate agencies in accordance willi
standards and criteria established by each state.

The oldest system of numbered highways is the U.
S

. sys-
tem, developed in an often-heated series of meetings of the then
American Association of State Highway Officials (AASHO)
and representatives from state highway agencies between 1923
and 1927 [4]. A loose system of named national routes existed ai
the time, with most of these "named" routes (such as the Lincoln
Highway) sponsored by private organizations and motorisis'
clubs. This was to be replaced by a national system of numbered
highways. Highways that afforded significant travel over more
than one state were eligible to be considered for inclusion. The
U

.
S

. system was initially envisioned to include approximate)}
50,000 miles of highway, but when it was formally established
on November 11

,
1926, it included close to 75

,
000 miles. The

numbering system loosely foljowed a convention:

. Principal north-south routes were given numbers (of
one or two digits) ending in "1."

. North-south routes of secondary importance were
given numbers (of one or two- digits) ending in 

"5

. Transcontinental and principal east-west routes were
assigned route numbers in multiples of 10.

. Numbers of principal and secondary routes were w
be in numerical order from east to west and fro111
north to south.

. Branch routes were assigned three-digit numbed

with the last two being the principal route.

Many of these conventions were adapted for the In r
state System route designations:

. All primary east-west routes have two-digit evei1

numbers. .

i:

r
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[
1

1

I

i

(

i

i



17.3 GUIDE SIGNING OF FREEWAYS AND RURAL HIGHWAYS 397
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(a) Example Milepost Signs (b) Example Tenth-Milepost Signs

WEST

MILE

260
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(c) Enhanced Milepost and Tenth-Milepost Signs

Figure 17.7: Reference Location Posts for Freeways and Rural Highways
(Source; Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figures 21-1,
21-2,21-3.)

All primary north-south routes have two-digit odd
numbers.

All branch routes have three-digit numbers, with the
last two representing the primary route.

Figure 17.8 illustrates this system, depicting the primary
interstate routes emanating from New York City. The princi-
pal north-south route serving the entire East Coast is 1-95.
The principal east-west routes serving New York are 1-80
and 1-78

. Branch routes connecting with 1-95, such as the
Baltimore and Washington Beltways, have three-digit num-
bers ending in "95." Note that three-digit route numbers
need not be unique.

 There are several Interstate routes 495,
695

, and 895 along the East Coast, all providing major con-
nections to 1-95

. Principal Interstate route numbers are
unique,

 however.

Numbered routes are identified by the appropriate
shield bearing the route number and an auxiliary panel

indicating the cardinal direction of the route.
 Standard

shield designs are illustrated in Figure 17.9. The U.S.
and Interstate shields each have a standard design.

 The

shape of each state shield is designated by the state trans-
portation agency. County shields are uniform throughout
the nation; the name of the county appears as part of the
shield design.

When numbered routes converge,
 both route numbers

are signed using the appropriate shields. All route shields are
posted at common locations. Because cardinal directions indi-
cate the general direction of the route, as described previously,

it is possible to have a given section of highway with multiple
route numbers signed with different cardinal directions.

 For

example, a section of the New York State Thruway (a north-
south route) that is conveigent with the Cross-Westchester
Expressway (an east-west route) is signed as "1-87 North" and
"1-287 West

.

" The reverse direction bears "south" and "east"

cardinal directions.
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Figure 17.8: -The Interstate System Serving the Northeast Between New York and Washington, DC
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Figure 17.9: Route Marker Signs
{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figure 2D-3.)

17.3.3 Exit Numbering Systems

On freeways and some expressways, interchanges are num-
bered using one of two systems:

. Milepost numbering. The exit number is the milepost
number closest to die interchange.

. Sequential numbering. Exits are sequentially num-
bered; Exit 1 begins at the westernmost or southern
most interchange within the state.

Milepost numbering is now the preferred sysK"1
according to the MUTCD, and many states have been co"
verting from sequential numbering to this system.

 Althouf'1
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milepost numbers are not sequential, drivers can use the exit

number in conjunction with mileposts to determine the dis-

tance to the desired interchange. Another advantage is that

interchanges may be added without disrupting the numbering
sequence

. In sequential systems, addition of an interchange
forces the use of 

"A" and "B" supplemental designations,
which are also used for interchanges with separate ramps for
each direction of the intersecting route. This dual use of sup-

plemental designations can cause confusion for unfamiliar
motorists.

The most significant argument in favor of sequential
numbering is that it is a system with which drivers have
become familiar and comfortable. Historically, all freeways

ffere initially signed using sequential numbering, with

milepost numbering introduced primarily over the past

25 years.
Where routes converge, mileposts and interchange

numbers are continuous for only one route. In terms of hierar-
chy, Interstate routes take precedence over all other systems,
followed (in order) by U.S. routes, state routes, and county
routes. Where two routes of similar precedence converge,

primary routes take precedence over branch routes; where
two routes have exactly the same precedence, the state trans-
portation agencies determines which one is continuously
numbered.

Mileposts, numbered routes, and interchange numbers
are important elements in route guidance for both freeways
and conventional rural highways. All can be used in guide
signing to present information in a clear and consistent fash-
ion that will minimize confusion to motorists.

17.3.4 Route Sign Assemblies

A route sign assembly is any posting of single or multiple
route number signs..

 Where numbered routes converge or
divide or intersect with other numbered routes, the proper
design of route sign assemblies is a critical element in pro-
viding directional guidance to motorists.

 The MUTCD

defines a number of different route sign assemblies,
 as

follows:

. Junction assembly. Used to indicate an upcoming
intersection with another numbered route(s).

. Advance route turn assembly.
 Used to indicate that a

turn must be made at an upcoming intersection to
remain on the indicated route.

. Directional assembly. Used to indicate required turn
movements for route continuity at an intersection of

numbered routes as well as the beginning and end of
numbered routes.

. Confirming or reassurance asserKblies.
 Used after

motorists have passed through an intersection of
numbered routes. Within a short distance, such an

assembly assures motorists they are on the intended
route.

. Trailblazer assemblies. Used on non-numbered

routes that lead to a numbered route; "To"

 auxiliary
panel is used in conjunction with the route shield of
the numbered route.

The MUTCD gives relatively precise guidelines on the
exact placement and arrangement of these assemblies. A junc-
tion assembly, for example, must be placed in the block pre-
ceding the intersection in urban areas or at least 400 feet in
advance of the intersection in rural areas. Further

,
 it must be at

least 200 feet in advance of the directional guide sign for the
intersection and 200 feet in advance of the advance route turn

assembly.
The directional assembly is an arrangement of route

shields and supplementary directional arrows for all intersec-
tion routes. Routes approaching the intersection from the left
are posted at the top and/or left of the assembly. Routes
approaching the intersection from the right are posted at the
right and/or bottom of the assembly. Routes passing straight
through the intersection are posted in the center of a horizon-
tal or vertical display.

Figure 17.10 shows two typical examples of the use of
route marker assemblies. Both show signing in only one
direction; each approach to the intersection would have
similar signing.

In both illustrations, signing is for a driver approaching
from the south. The first assembly in both cases is the junction
assembly. Note that the two illustrations show two different
styles of sign that can be used for this purpose. The junction
assembly is followed by a directional guide sign (form for con-
ventional highways). Neither example includes an advance turn
assembly, as drivers approaching from the south do not have to
execute a turn to stay on the same route. The next placement is
the directional assembly. The standard location for this is on the
far side of the intersection. In one of the illustrations, a dupli-
cate is provided on the near side of the intersection. Once the
intersection is crossed, a confirming assembly is posted within
200 feet of the intersection, so that drivers may be assured they
are indeed on their desired route. These are followed by optional
destination distance guide signs.

Route sign assemblies provide critical information to
motorists on numbered routes. Figure 17.11 illustrates the
typical situation that such assemblies must clarify.
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Figure 17.10: Typical Use oif Route Sign Assemblies %

{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figure 2D-7.)

Before the age of the Interstate System, numbered U.S.
and state routes served most interstate or long-distance inter-
city travel by vehicle. Unlike freeways, however, most surface
routes go through every significant town and city along the
way. Thus Figure 17.11 illustrates a typical condition: Many
numbered routes converging on a town or city, diverging
again on the other side of town. These routes, however, are
generally not continuous, and they often converge and diverge
several times within the town or city. The only way for an
unfamiliar driver to negotiate the proper path through the
town to either stay on a particular route or turn onto another is
to follow appropriate route sign assemblies.

17.3.5 Freeway and Expressway
Guide Signing

Freeways and most expressways have numbered exits and ret-
erence posts, and guide signing is keyed to these features. A?
noted in Chapter 4, guide signing provides route or directional

guidance, information on services, and information on histori
-

cal and natural locations. Signs are rectangular,
 with the Ion?

dimension horizontal
, and are color coded: white on green for

directional guidance,
 white on blue for service informatioi1

and white on brown for information on historical destination
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Figure 17.11: The Importance of Route Sign Assemblies

Directional guide signs, however, make up the majority of
these signs and are the most important in assuring safe and
unconfused operation of vehicles. A typical freeway guide sign is
illustrated in Figure 17.12. In this case, it is a guide sign located
just at the exit. It contains a number of informative features:

. The ramp leads to U.
S

. Route 56, West (U.S. shield

used).

. The primary destination reached by selecting this
ramp is the city or town of Utopia.

. The exit number is 211A. Assuming this is a milepost-
numbered sign, the exit is located at milepost 211. Exit
211A refers to the ramp leading to Route 56 WB. Exit
211B would lead to Route 56 EB.

» The exit number tab is located on the right side of the
sign, indicating this is a right-hand exit. For a left-hand
exit, the tab would be located on the left side of the sign.

In general, drivers should be given as much advance
warning of interchanges and destinations as possible. This

1
1 leads to very different signing approaches in urban and rural

areas
. In rural areas, advance signing is much easier to accom-

v j plish because there are long distances between interchanges.
I Figure 17.13 shows a typical signing sequence for a rural area.
 I The first advance directional guide sign can be as far as

11 I 10 miles away, assuming there are no other exits between the
* ' sign and the subject interchange. If a 10-mile sign is placed,

then the usual sequence would be to repeat advance signs at
5 miles, 2 miles, 1 mile

, and 1  mile from the interchange.

Where distance between interchanges permits,
 the first

advance sign should be at least 2 miles from the exit
.
 The

/2-mile sign is optional but often helpful. At the point of the
exit, a large directional sign of the type shown in
Figure 17.12 is placed. Another small exit number sign,

 of

the type illustrated in Figure 17:14, is located in the gore
area, as shown in Figure 17.13.

f-

al

exit 211 A

West

Utopia

Figure 17.12: A Typical Freeway Directional Guide
Sign

(Source: Manual of Uniform Traffic Control Devices, Draft,
Federal Highway Administration, Washington DC, December
2007, Figure 2E-20.)
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Figure 17.13: A Typical Guide Sign Sequence in a
Rural Area

EXIT

44 /
V J

L
 

Figure 17.14: Gore Area Exit Sign with Speed Warning
Panel

(Source: Manual of Uniform Traffic Control Devices, Draft,
Federal Highway Administration, Washington DC, December
2007, Figure 2E-22.)

The location of a final directional guide sign in the gore
area of the off-ramp is desirable from an information point of
view, but it is a problem from the point of view of safety. The
gore area is an area that unsure or confused drivers often
encroach on. Tlius signs located in this area are subject to being
hit in accidents. Such signs should be mounted on breakaway
sign supports to avoid injury to motorists and extensive damage
to vehicles that enter the gore area. Where warranted, the gore-
area exit panel can be replaced by the final destination sign
mounted on an overhead cantilevered sign support such that the
sign is situated over a portion of the gore area. The sign support

would be located on the right side of thg.exit ramp, protected bv
guardrail.

In urban areas, advance signing is more difficult to
achieve. To avoid confusion, advance signs for a specific
interchange should not be placed in advance of the previ-
ous interchange. Thus, for example, the first advance
interchange sign for Exit 2 should not be placed before
Exit 1.

In urban situations, signing must be done very care-
fully to avoid confusing unfamiliar drivers. "Sign spread-
ing" is a technique employed on urban freeways and
expressways to avoid confusing sign sequences and (he
appearance of too many signs at one location. Figure 17.

15

illustrates the concept. The sign for Exit 7 is placed on an
overhead cantilevered support over the gore area. The firsi

advance sign for Exit 8 is not placed at the same location
but rather is on another overhead support (in this case an
overpass) a short distance beyond Exit 7. This is preferable
to an older practice in which the advance sign for Exit 8
was placed at the same location as the Exit 7 gore area sign
on a single overhead sign structure.

The signing of freeway and expressway interchanges is
complex, and virtually every situation contains unique fea-
tures that must be carefully addressed. Several examples
from the MUTCD are included and discussed for illustration.

Additional examples exist in the MUTCD and should be
consulted directly.

Figure 17.16 illustrates guide signing for a series of
closely spaced interchanges on an urban freeway. Dis-
tances are such that only one advance sign is provided for
each exit, using the sign-spreading technique previous!)
discussed. Note also that sequential exit numbers are used.
with Exits 22A and 22B representing separate inter-
changes, doubtless due to the addition of one after the
original exit numbering had been assigned. The uniquf
feature here is the use of "interchange sequence signs'

"

 V>

provide additional advance information on upcoming
destinations. The signs list three upcoming interchanges
each but do not list exit numbers. This avoids overlapping
advance exit number sequences. Street names are given
for each interchange with the mileage to each one. This
effectively supplements the single advance interchange
sign for each exit without presenting a confusing number-

ing sequence.
Figure 17.17 illustrates a complex interchange

between two interstate highways, 1-42 and 1-17. Signing Is
shown for only two of the four approach directions. In 
eastbound (EB) direction, the critical feature is that a sin-

gle off-ramp serves both directions of 1-17. The single

ramp, however, splits shortly after leaving 1-42. Thus tw"

1

(

do

mo

anc

two

ran

left

ofi.

as 

set

the

apj

sig

pre
"

A

but

exc

boi

are

the

str

ab]

SU|
tio

the



l7 3 GUIDE SIGNING OF FREEWAYS AND RURAL HIGHWAYS 403

EXIT 7

27
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Trenton
1 MILE
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Cantilever
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Figure 17.15: Illustration of Sign Spreadmg at an Urban Interchange
(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figure 2E-1.)

closely spaced sequential diverges must be negotiated by
motorists. Advance exit signs are placed at 2 miles, 1 mile,
and 'A mile from the exit. Arrows indicate that the exit has

two lanes, and the exit tab indicates that it is a right-side
ramp. Pull-through signs for Springfield are located to the
left of exit signs at the 1 -mile, M mile, and exit location. All
of the advance, exit signs indicate both Miami and Portland
as destinations. Because of the distances involved, a single
set of overhead signs indicates I-17 North and 1-17 South at
the location where the ramp divides. The signing of the EB
approach to the interchange involves nine signs and five
sign support structures.

In the northbound (NB) direction, separate ramps are
provided for the EB and westbound (WB) directions on 1-42.
"A" and "B" exits are used to differentiate between the two,

but advance signs for both are placed at the same locations,
except for the first advance sign at two miles, which lists
both ramps on the same sign. Pull-through signs for Miami
are used at each advance location, except at two miles. For
ihe NB approach, there are 12 signs and 5 sign-support
structures

.

Proper signing of a major interchange can be a consider-
able expense. In the case shown in Figure 17.17,21 signs and 10
support structures are needed for two of the four approach direc-
tions

. The expense is necessary, however, to provide drivers with
the required information to navigate the interchange safely.

Diagrammatic guide signs may be of great utility when
approaching major diverge junctions on freeways and express-
ways. MUTCD, however, does w/ permit their use in signing for
cloverieaf interchanges because studies have shown these to be
more confusing than helpful.

Figure 17.18 illustrates the signing of a major diverge
of two interstate routes, 1-50 West and 1-79 South

.
 Advance

signs at 2 miles, 1 mile, and lA mile are diagrammatic. The
diagram shows how the three approach lanes split at the
diverge and allow drivers to move into a lane appropriate to
their desired destinations well in advance of the gore area.

The last sign at the diverge uses arrows to indicate which two
lanes can be used for each route.

The guiding principle for destination guide signing is to
keep it as simple as possible. Consult Chapter 4 for guidelines
on how to keep the content of each sign understandable.

Chapter 4 also contains guidelines and illustrations of the
application of service information and historical/cultural/
recreational information signing.

17.3.6 Guide Signing for Conventional
Roads

Guide signing for conventional roadways primarily
consists of route sign assemblies, as previously discussed,
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Figure 17.16: Guide Signs for a Series of Closely Spaced Urban Interchanges
{Source: Manual of Uniform Traffic Cmlwl Devices, Draft, Federal Highway Administration, Washington DC, December 2007,
Figure 2E-24.)

and destination signing. Because numbered routes are not
involved in most cases, destination names become the pri-
mary means of conveying information. Advance destination
signs are generally placed at least 200 feet from an intersec-
tion, with confirming destination signs located after passing
through an intersection with route marker assemblies at the
intersection. A sample of guide signs for conventional roads
is shown in Figure 17.19.

17.4 Other Signs on Freeways
and Rural Highways

Other than regulatory and guide signs,
 freeways 

expressways do not have extensive additional signin?
Warning signs are relatively rare on freeways and expresS
ways but would be used to provide advance warning ol
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I

at-grade intersections on expressways to warn of extended
downgrades (primarily for trucks). Rarely are other
elements warranting warning signs present in these types of
facilities

, except for animal-crossing warnings, particularly
in deer country.

On conventional rural highways, warning signs are
frequently warranted to warn of various hazards, including
unexpected restricted geometric elements, blind driveways
and intersections

, crossings of various types, and advance
warning of control devices, such as STOP signs and signals.
Consult Chapter 4 for a detailed discussion of the application

ftf warning signs on all types of highways.
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Problems

17-1. A three-lane rural highway has 12 001 lanes and a
speed limit of 55 mi/h. There is no passing permitted
in the direction with a single lane. What is the mini-
mum length of the transition and buffer markings at a
location where the center-lane direction is to be

switched?

17-2
. An expressway in a suburban area has a design speed

of 65 mi/h and an 85th percentile speed of 72 mi/h. It is
experiencing a high accident rate compared to similar
highways in the same jurisdiction. What speed

limit would you recommend? What additional informa-
tion would you like to have before making such a
recommendation?

17-3. This class project should be assigned to groups with a
minimum of two persons in each group. Select a 5-mile
section of freeway or rural highway in your area.

 Sur-

vey the section in both directions, making note of all
traffic signs and markings that exist. Evaluate the effec-
tiveness of these signs and markings, and suggest
improvements that might result in better communica-
tion with motorists. Write a report on your findings,

including photographs where appropriate to illustrate
your comments.

17-4. Figure 17.20 illustrates a diamond interchange between
a state-numbered freeway and a county road.

 The

diamond-county road intersections are STOP con-
trolled. Indicate what guide signs and route signs you
would place, specifying their location. Prepare a rough
sketch of each sign to indicate its precise content Note
that there are no other exits on State Route 50 within

25 miles of this location.



 V

4U8 CHAPTER 17  SIGNING AND MARKING FOR FREEWAYS AND RURAL HIGHWAYS

N

t
Country Road 17

State Route 50

Exit 24

Figure 17.20: Interchange for Problem 17-4
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CHAPTER
18

The Hierarchy of
Intersection Control

The most complex individual locations within any street and
highway system are at-grade intersections. At a typical intersec-
tion of two two-way streets, there are 12 legal vehicular move-
ments (left turn, through, and right turn from four approaches)
and four legal pedestrian crossing movements. As indicated in
Figure 18.1, these movements .create many potential conflicts
where vehicles and/or pedestrian paths may try to occupy the
same physical space at the same time.

As illustrated, there are a total of 16 potential vehicular
crossing conflicts: four between through movements from
the two streets, four between left-turning movements from
the two streets, and eight between left-turning movements
and through movements from the two streets. In addition,
there are eight vehicular merge conflicts as right- and left-
turning vehicles merge into a through flow at the completion
of their desired maneuver. Pedestrians add additional poten-
tial conflicts to the mix.

The critical task of the traffic engineer is to control and
manage these conflicts in a manner that ensures safety and
provides for efficient movement through the intersection for
both motorists and pedestrians.

Three basic levels of control can be implemented at an
intersection:

. Level]-Basic rules of the road

. Level 11-Direct assignment of right-of-way using
YIELD or STOP signs

. Z ////-Traffic signalization

There are variations within each level of control as well
.

The selection of an appropriate level of control involves a
determination of which (and how many) conflicts a driver
should be able to perceive and avoid through the exercise of
judgment. Where it is not reasonable to expect a driver to
perceive and avoid a particular conflict, traffic controls musl
be imposed to assist.

Two
. factors affect a driver's ability to avoid conflicts:

(1) a driver must be able to see a potentially conflicting
vehicle or pedestrian in time to implement an avoidance
maneuver, and (2) the volume levels that exist must present
reasonable opportunities for a safe maneuver to take place.
The first involves considerations of sight distance and
avoidance maneuvers

,
 and the second involves an assessment

of demand intensity, the complexity of potential conflicts that
exist at a given intersection, and finally, the gaps available in
major movements.

A rural intersection of two farm roads contains all of tfc

potential conflicts illustrated in Figure 18.1. However, pedes
trians are rare, and vehicular flows may be extremely lo*
There is a low probability of any two vehicles and/or pedestri-
ans attempting to use a common physical point simulta-

neously. At the junction between two major urban arterials
the probability of vehicles or pedestrians on conflicting patl1-
arriving simultaneously is quite high. The sections that foil0"

discuss how a determination of an appropriate form
intersection control can be made

, highlighting the impoJ121"
factors to consider in making such critical decisions.
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18.1 LEVEL 1 CONTROL: BASIC RULES OF THE ROAD

.

'

.I
- | Figure 18.1: Typical Conflicts at a Four-Leg Intersection

I

18.1 Level I Control: Basic Rules
of the Road

Basic rules of the road apply at any intersection where right-of-
way is not explicitly assigned through the use of traffic signals,
STOP, or YIELD signs. These rules are spelled out in each
state

's vehicle and traffic law, and drivers are expected to know
them. At intersections, all states follow a similar format. In the
absence of control devices, the driver on the left must yield to
ihe driver on the right when the vehicle on the right is
approaching in a manner that may create an impending hazard.
in essence, the responsibility for avoiding a potential conflict is
assigned to the vehicle on the left. Most state codes also specify
lhat through vehicles have the right-of-way over turning vehi-
cles at uncontrolled intersections.

Operating under basic rules of the road does not imply
lhat no control devices are in place at or in advance of the inter-
action

, although that could be the case. Use of street-name
signs, other guide signs, or advance intersection warning sips
do not change the application of the basic rules. They may,
however

, be able to contribute to the safety of the operation by
calling the driver's attention to the existence and location of
the intersection

.

To safely operate under basic rules of the road, drivers
ftn conflicting approaches must be able to see each other in
hme to assess whether an "impending hazard" is imposed and
'o take appropriate action to avoid an accident. Figure 18.2
illustrates a visibility triangle at a typical intersection. Sight
distances must be analyzed to ensure that they are sufficient
'or drivers to judge and avoid conflicts.

411

Collision poinl B

b

® ®
77777.

4
A

y <*s-a

iA-b 

Figure 18.2: Visibility Triangle at an
Intersection

At intersections, sight distances are normally limited by
buildings or other sight-line obstructions located on or near
the comers. There are

, of course, four sight triangles at every
intersection with four approaches.

AH must provide adequate visibility for basic rules of the
road to be considered. At the point where the drivers of both
approaching vehicles first see each other.

 Vehicle A is located a

distance of from the collision or conflict point,
 and Vehicle

B is located a distance dB from the collision point. The sight
triangle must be sufficiently large to ensure that at no time
could two vehicles be on conflicting paths at distances and
speeds that might lead to an accident, without sufficient time and

distance being available for either driver to take evasive action.

Note that the sight line forms three similar triangles with
sides of the sight obstruction: A123, A147, and A645. From the

similarity of the triangles, a relationship between the critical
distances in Figure 18.2 can be established:

b dA-b

dB- a a

. a
dp = - 

dA-b
(18-1)

Where: dA = distance from Vehicle A to the collision
point, ft

dB = distance from Vehicle B to the collision
point, ft

a = distance from driver position in Vehicle A to the
sight obstruction, measured parallel to the path
of Vehicle B, ft
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b = distance from driver position in Vehicle B to the
sight obstruction, measured parallel to the path
of Vehicle A, ft

Thus, when the position of one vehicle is known, the position
of the other when they first become visible to each other can
be computed. The triangle is dynamic, and the position of one
vehicle affects the position of the other when visibility is
achieved.

The American Association of State Highway and
Transportation Officials (AASHTO) suggests that to ensure
safe operation with no control, both drivers should be able to
stop before reaching the collision point when they first see
each other. In other words, both dA and dB should be equal to
or greater than the safe stopping distance at the points where
visibility is established. AASHTO standards [1] suggest that a
driver reaction time of 2.5 seconds be used in estimating safe

stopping distance and that the 85th percentile speed of imme-
diately approaching vehicles be used. AASHTO does suggest,
however, that drivers slow from their midblock speeds when
approaching uncontrolled intersections, and it recommends
use of an immediate approach speed that is assumed to be
lower than the design speed of the facility. From Chapter 2,
the safe stopping distance is given by:

ds = 1.47 5,/ +
Si

30(0.348 ± 0.01 G)
(18-2)

where: ds = safe stopping distance, ft
5,- = initial speed of vehicle, miTh . .

G = grade, %
t = reaction time, s

0
.348 = standard friction factor for stopping maneuvers

Using this equation, the following analysis steps may be
used to test whether an intersection sight triangle meets these
sight distance requirements:

1
. Assume that Vehicle A is located one safe stopping

distance from the collision point (i.e., d  = ds),
using Equation 18-2. By convention. Vehicle A is
generally selected as the vehicle on the minor street.

2
. Using Equation 18-1, determine the location of

Vehicle B when the drivers first see each other. This

becomes the actual position of Vehicle B when visi-
bility is established, rfg ,.

3
. Because the avoidance rule requires that both vehi-

cles have one safe stopping distance available, the

minimum requirement for gjg is the safe stopping
distance for Vehicle B

, computed using Equation
18-2. This becomes dBmjn.

4
. For the intersection to be safely operated under basic

rules of the road (i.e., with no control), dBacl > d
Bmin

Historically, another approach to ensuring safe operation

with no control has also been used
. In this case

, to avoid

collision from the point at which visibility is established
Vehicle A must travel 18 feet past the collision point in the

same time that Vehicle B travels to a point 12 feet before the

collision point. This can be expressed as:

dA + 18
1

.
47 5,A

dg- 12

1
.47 5

,B

dB = (dA+m~ + 12 (18-3)

where all variables are as previously defined.
 This, in effect,

provides another means of estimating the minimum required
distance, dBmin. In conjunction with the four-step analysis
process outlined previously, it can also be used as a criterion
to ensure safe operation.

At any intersection, all of the sight triangles must be
checked and must be safe to implement basic rules of the
road. If, for any of the sight triangles, dBm < dBmin, then
operation with no control cannot be permitted.

 When this ii

the case, there are three potential remedies:.

. Implement intersection control, using STOP- of
YIELD-controI

, or traffic signals.
. Lower the speed limit on the major street to a poini

where sight distances are adequate.

. Remove or reduce sight obstructions to provide
adequate sight distances.

The first is the most common result
.

 The exact form of control
implemented would require consideration of warrants and
other conditions, as discussed in subsequent portions of this
chapter. The second approach is viable where sight distances
at series of uncontrolled intersections can be remedied by a

reduced but still reasonable speed limit. The latter depends on
the type of obstruction and ownership rights.

Consider the intersection illustrated in Figure IS-1
It shows an intersection of a one-way minor street and a t*0"
way major street. In this case, two sight triangles must be

analyzed. The 85th percentile immediate approach speeds are

shown.
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Figure 183: Sample Problem: Intersection Sight Distance

First, it is assumed that Vehicle A is one safe stopping
distance from the collision point:

In this case, both of the minimum requirements are
similar, and both are far larger than the actual distance of 25.4 ft.
Thus the sight triangle between Vehicles ATSnd B fails to meet
the criteria for safe operation under basic rules of the road.

Consider the actual meaning of this result. Clearly,
 if

Vehicle A is 196.5 feet away from the collision point when
Vehicle B is only 25.4 feet away from it, they will not collide.
Why,

 then, is this condition termed "unsafe?" It is unsafe

because there could be a Vehicle B, further away than 25.4 feet,

on a collision path with Vehicle A and the drivers would not be
able to see each other.

Because the sight triangle between Vehicles A and B did
not meet the sight-distance criteria, it is not necessary to check
the sight triangle between vehicles A and C. Basic rules of the
road may not be permitted at this intersection without reducing
major street speeds or removing sight obstructions. This
implies that, in many cases, YIELD or STOP control should be
imposed on the minor street as a minimum form of control.

Even if the intersection met the sight-distance criteria,

this does not mean that basic rules of the road should be applied
to the intersectiorf. Adequate sight distance is a necessary, but
not sufficient, condition for adopting a "no-control" option.
Traffic volumes or otha" conditions may make a higher level of
control desirable or necessary.

dA = 1.47*30*2.5 +
302

30(0.348 + 0)

110.3 + 86.2 = 196.5 ft

where 2.5 s is the. standard driver reactiori time used in safe

stopping sight distance computations. Using Equation 18-1,
the actual position of Vehicle B when it is first visible to the
driver of Vehicle A is found:

d
adA 20* 196.5 3

,
930

Bact
b 196.5 - 42 154.5

25.4 ft

This must be compared with the minimum requirement
for dB,

 estimated as either one safe stopping distance
(Equation 18-2), or using Equation 18-3:

402
1

.
47*40*2.5 +

147.0 + 153.3

30(0.348 + 0)
300.3 ft

18.2 Level II Control:YIELD

and STOP Control

If a check of the intersection sight triangle indicates it would not
be safe to apply the basic rules of the road, then as a minimum,
some form of level II control is often imposed. Even if sight
distances are safe for operating under no control, there may be
other reasons to implement a higher level of control as well.
Usually, these would involve the intensity of traffic demand and
the general complexity of the intersection environment.

The Manual of Uniform Traffic Control Devices '
(MUTCD) [2] gives some guidance as to conditions for which
imposition of STOP or YIELD control is justified. It is not
very specific, and it requires the exercise of engineering
judgmenLjQie warrants shown are taken from the draft of

CT
" the2010 MUTCp hich has been available for review on line

or:

d
.Bmin

40
(196.5 + 18)- + 12 298.0 ft

since December 2007. At this writing, final approval to the
contents of this edition has not been obtained. Final approval
and official publication is expected in late 2009 or early 2010.

The MUTCD gives some very general "guidance" for
the imposition of either STOP signs or YIELD signs. These
shown in Table 18.1.
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(SlelsJlpWan-ants for Using 2-Way STOP or
YIELDControI at an Intersection

 STOP or YIELD signs should be used at an intersection if one
or more of the following conditions exist:

A
. An intersection of a less important road with a main road

where application of the normal right-of-way rule would
not be expected to provide reasonable compliance with
the law;

B
. A street entering a designated through highway; and/or

C
. An unsignalized intersection within a signalized area.

(Source: Manual on Uniform Traffic Control Devices, Draft, Federal
Highway Administration, Washington DC, December 2007, p. 70,
available at www.fhwa.com.)

These are very general. The first condition simply
addresses a situation in which the sight triangle is insufficient
to provide for safety. STOP or YIELD signs can be used to
help establish a major or through road. If all unsignalized
approaches to a major road are controlled by STOP or YIELD
signs, through drivers have a clear right-of-way. The last con-
dition addresses a situation in which virtually all intersections
in an area or along an arterial are signalized. If a few isolated
locations do not need to be signalized, then they should at
least have STOP or YIELD signs.

18.2.1 Two-Way Stop Control

The most common form of l vel II control is the two-way
STOP sign. In fact, such control may involve one or two STOP
signs, depending on the number of intersection approaches. It
is not all-way STOP control, which is discussed later in this
chapter.

Under the heading of "guidance," the MUTCD suggests
several conditions under which the use of STOP signs would
be justified. Table 18.2 shows these warrants.

Warrant A establishes a reasonable level of major
street traffic that would require use of a STOP sign to allow
minor-street drivers to select an appropriate gap in a busy
traffic stream. Warrant B merely restates the need for STOP
(or YIELD) control where a sight triangle at the intersec-
tion is found to be inadequate. Warrant C establishes crite-
ria for using a STOP sign to correct a perceived accident
problem.

The MUTCD is somewhat more explicit in dealing with
inappropriate uses of the STOP sign. Under the heading of a
"standard" (i.e., a mandatory condition), STOP (or YIELD)

Ly Table 18
.2: Warrants for STOP Signs

At intersections where a full stop is not necessary at all times

consideration should first be given to using less restrictive

measures, such as YIELD signs.

The use of STOP signs on the minor street approaches

should be considered if engineering judgment indicates thai
a stop is always required because of one or more of the

following conditions:

A
. The vehicular traffic volumes on the through street or

highway exceed 6,000 veh/day;

B
. A restricted view exists that requires road users on the minor

street approach to stop in order to adequately observe
conflicting traffic on the through street or highway.

C
. Crash records indicate that 3 or more crashes that are sus-

ceptible to correction by installation of a STOP sign have
been reported within a 12-month period,

 or that 5 or more

such crashes have been reported within a 2-year period.

Such crashes include right-angle collisions involving road
users on the minor street approach failing to yield the
right-of-way to traffic on the through street or highway.

(Source: Manual of Uniform Traffic Control Devices, Draft, Federal
Highway Administration, Washington DC, December 2007, p. 71.
available at www.(hwa.coin.)

signs shall not be installed at intersections where traffic con-
trol signals are installed and operating, except where signal
operation is a flashing red at all times,

 or where a channelized

right turn exists. This disallows a past practice in which some
jurisdictions turned signals off at night, leaving STOP signs in
place for the evening hours. During the day, however, an unfa-
miliar driver approaching a green signal with a STOP sign
could become significantly confused. The manual also disal
lows the use of portable or part-time STOP signs except for
emergency and temporary traffic control.

Under the heading of "guidance,

" STOP signs shouli
not be used for speed control, although this is frequently done
on local streets designed in a straight grid pattern.

 In modeir

designs, street layout and geometric design would be used to
discourage excessive speeds on local streets.

In general, STOP signs should be installed in a manner
that minimizes the number of vehicles affected

,
 which gentf'

ally means installing them on the minor street.

AASHTO [7] also provides sight distance criteria 
STOP-controlled intersections. A methodology based 011
observed gap acceptance behavior of drivers at STOP-controll
intersections is used A standard stop location is assumed for 
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0iot street vehicle (Vehicle A in Figure 18.2). The distance to

die collision point {dA) has three components:
. Distance from the driver's eye to the front of the vehi-

cle (assumed to be 8 feet)

. Distance from the front of the vehicle to the curb line

(assumed to be 10 feet)

. Distance from the curb line to the center of the right-
most travel lane approaching from the left, or from
the curb line to the left-most travel lane approaching
from the right

Thus:

Ja-stop -18 + dc/ (18-4)

where: d .srop ~ distance of Vehicle A on a STOP-controlled

approach from the collision point, ft

dci = distance from the curb line to the center of
the closest travel lane from the direction

under consideration, ft

The required sight distances for Vehicle B, on the
major street for STOP-controlled intersections is found as
follows:

6
.5 seconds to 12.5 seconds depending on the minor street

movement and vehicle type, as well as some of the specific
geometric conditions that exist.

For most STOP-controlled intersections
, the design

vehicle is the passenger car,
 and the criteria for left-turns are

used because they are the most restrictive. Trucks or combina-
tion vehicles are considered only when they make up a substan-
tial proportion of the total traffic on the approach.

 Values for

right-turn and through movements are used when no left-turn
movement is present. For these typical conditions,

 AASHTO

recommends the use of t
g
 = 7.5 s.

Consider the case of a STOP-controlled approach at an
intersection with a two-lane arterial with a design speed of
40 mi/h, as shown in Figure 18.4.

Using Equation 18-4, the position of the stopped vehicle
on the minor approach can be determined.

/i-srop(from left)

44-srof(from right)

18.0 + 6.0 = 24.0 ft

18.0 + 18.0 = 36.0 ft
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damn = 1-47*5 * (18-5)

where: dBmin = minimum sight distance for Vehicle B
approaching on major (uncontrolled) street, ft

Smaj
 = design speed of major street,

 mi/h

to = average gap accepted by minor street driver to
enter the major road, s

Average gaps accepted are best observed in the field
for the situation under study. In general, they range from

The minimum sight distance requirement for Vehicle B
is determined from Equation 18-5, using a time gap {tg) of
7

.5 seconds for typical conditions.

dBmin = 1.47 * 40 * 7.5 = 441 ft

Now the actual distance of Vehicle B from the collision

point when visibility is established is determined using
Equation 18-1:

36*24
rfBac,(from left) =  - = 216 ft < 441 ft

(from right)

24 - 20

16*34

36 - 35
576 ft > 441 ft

STOP Sign

Level terrain

_

 12-ft lanes

mm B

 1

-A-

X
20 ft

)

35 ft

36 ft jl6f
-Ll Ti1 r N

A

Figure 18.4: Sample Problem in STOP-Control Sight Distance Requirements
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I

In the case of a major street Vehicle B approaching from the
left, there is not sufficient sight distance to meet the criteria.
The sight distance for Vehicle B approaching from the right
meets the criteria. Note that it is possible for dBacl to be nega-
tive. This would indicate there was no sight obstruction from
the direction analyzed.

Where the STOP-sign sight-distance criterion is not
met, it is recommended that speed limits be reduced (with
signs posted) to a level that would allow appropriate sight
distance to the minor street. Removal or cutting back of sight
obstructions is also a potential solution, but this is often
impossible in developed areas, where buildings are the princi-
pal obstructions.

18.2.2 Yield Control

A YIELD sign assigns right-of-way to the major uncontrolled
street. It requires vehicles on the minor approach(es) to slow and
yield the right-of-way to any major street vehicle approaching at
a distance and speed that would present an impending hazard to
the minor street vehicle if it entered the major street. Most state
laws require that drivers on YIELD-controlled approaches slow
to 8 to 10 mi/h before entering the major street.

Warrants for YIELD control in the MUTCD are hardly
definitive, and they are given only under the heading of
"options,

" except for one relatively new mandatory usage.
The warrants are summarized in Table 18.3.

' The principal uses of the YIELD sign emanate from
their mandatory use at roundabouts and Warrants B, C, and E.
Warrant B is a common application where medians exist and
are wide enough to store at least one crossing vehicle. In such
cases, a vehicle crosses the first set of lanes, and may stop
again in the median to seek another gap to cross the second set
of lanes. Warrant C allows use of the YIELD sign to control
channelized right turns at signalized and wisignalized intersec-
tions, and Warrant E allows their use at on-ramp or other
merge situations. The latter is a frequent use in which adequate
sight distance or geometry (i.e., inadequate length of the accel-
eration lane) make an uncontrolled merge potentially unsafe.

There has been some controversy over the use of
YIELD signs at normal crossings. Because YIELD signs
require drivers to slow down, the sight triangle may be ana-
lyzed using the legal reduced approach speed. In 2000, the
Millennium Edition of the MUTCD required that sight
distance sufficient for safety at the normal approach speed be
present whenever a YIELD sign was used. This greatly
discouraged their use at regular intersections. This prescrip-
tion is expected to be removed in the forthcoming 2010
edition of the manual.

Table 18.3: Warrants for YIELD Signs

A YIELD sign shall be used to assign right-of-way at the
entrance to a roundabout. YIELD signs at roundabouts
shall be used to control the approach roadways and shall
not be used to control the circulatory roadway.

YIELD signs may be installed:

A
. On approaches to a through street or highway where

conditions are such that a stop is not always required.

B
. At the second crossroad of a divided highway, where the

median width at the intersection is 30 ft or greater. In this

case, a STOP or YIELD sign may be installed at the
entrance to the first roadway, and a YIELD sign may be
installed at the entrance to the second roadway.

C
. On a channelized turn lane that is separated from the

adjacent travel lane by an island, even if the adjacent
lanes at the intersection are controlled by a highway
traffic control signal or by a STOP sign.

D: At an intersection where a special problem exists and
where engineering judgment indicates the problem to be
susceptible to correction by the use of YIELD signs.

E
. Facing the entering roadway for a merge-type movement

if engineering judgment indicates that the control is
needed because acceleration geometry and/or sign
distance is not sufficient for merging traffic operation.

(Source: Manual of Uniform Traffic Control Devices, Draft, Federal
Highway Administration, Washington DC, p. 73, available at
www.fhwa.com.)

19.2.3  Multiway Stop Control

Multiway STOP control, where all intersection approaches
are controlled using STOP signs,

 remains a controversial

form of control. Some agencies find it attractive, primarily*
a safety measure. Others believe the confusion that drivets
often exhibit when confronted by this form of control negates
any of the benefits it might provide.

MUTCD warrants and provisions with regard to multi-
way STOP control reflect this ongoing controversy. Multiwa}
STOP control is most often used where there are significan'
conflicts between vehicles and pedestrians and/or bicyclists in
all directions, and where vehicular demands on the intersect-

ing roadways are approximately equal. Table 18.4 shows tttf
warrants for multiway STOP control.

Note that such control is generally implemented as3
safety measure because operations at such locations are on01
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Xable 18.4: Warrants for Multiway STOP Signs

fhe following criteria should be considered in the
ngineering study for a multiway STOP sign:ei

i

 Where traffic control signals are justified, the multi-
way STOP is an interim measure that can be installed
quickly to control traffic while arrangements are
being made for the installation of the traffic control
signal.

'

 g.
 Five or mote reported crashes in a 12-month period

that are susceptible to correction by a multiway STOP
installation. Such crashes include right- and left-turn
collisions as well as right-angle collisions.

C
.

 Minimum volumes:

1
. The vehicular volume entering the intersection from

the major street approaches (total of both approaches)
averages at least 300 veh/h for any 8 hours of an aver-
age day, and

2
. The combined vehicular, pedestrian, and bicycle vol-

ume entering the intersection from the minor street
approaches (total of both approaches) averages at least
200 units/hforthe same 8 hours, with an average delay
to minor-street vehicular traffic of at least 30 s/veh dur-

ing the highest hour, but
3

. If the 85th percentile approach speed of the major
highway exceeds 40 mi/h, the minimum vehicular
volume warrants are 70% of the above values.

D
. Where no single criterion is satisfied, but where criteria

B
.,
 CI. andC2 are all satisfied to 80% of the minimum

values. Criterion C3 is excluded from this condition.

i (Source: Manual on Uniform Traffic Control Devices, Draft, Fed-
eral Highway Administration, Washington DC, December 2007,
p. 72? available at www.fhwa.com.)

not very efficient The fourth edition of the Highway Capacity
Manual

, [3] includes a methodology for analysis of the capacity
and level of service provided by multiway STOP control.

18.3 Level III Control:

Traffic Control Signals

The ultimate form of intersection control is the traffic signal.

because it alternately assigns right-of-way to specific move-
roents

, it can substantially reduce the number and nature of
"rtersection conflicts as no other form of control can.

If drivers obey the signal, then driver judgment is not
needed to avoid some of the most critical intersection con-

flicts. Imposition of traffic signal control does not, however,

remove all conflicts from the realm of driver judgment.
At two-phase signals, where all left-turns are made against
an opposing vehicular flow, drivers must still evaluate and
select gaps in opposing traffic through which to safely turn.
At virtually all signals, some pedestrian-vehicle and bicycle-
vehicle conflicts remain between legal movements, and driver
vigilance and judgment are still required to avoid accidents.
Nevertheless, drivers at signalized intersections do not have to
negotiate the critical conflicts between crossing vehicle
streams, and where exclusive left-turn phases are provided,
critical conflicts between left turns and opposing through
vehicles are also eliminated through signal control. This
chapter deals with the issue of whether or not signal control is
warranted or needed. Given that it is needed

. Chapter 20 deals
with the design of a specific phasing plan and the timing of
the signal.

Although warrants and other criteria for STOP and
YIELD signs are somewhat general in the MUTCD, warrants
for signals are quite detailed. The cost involved in installation
of traffic signals (e.g., power supply, signal controller, detec-
tors, signal heads, and support structures, and other items) is
considerably higher than for STOP or YIELD signs and can
run into the hundreds of thousands of dollars for complex
intersections. Because of this, and because traffic signals
introduce a fixed source of delay into the system, it is impor-
tant that they not be overused; they should be installed only
where no other solution or form of control would be effective

in assuring safety and efficiency at the intersection.

18.3.1  Advantages of Traffic
Signal Control

The Millennium Edition of the MUTCD lists the following
advantages of traffic control signals that are "properly designed,
located, operated, and maintained" [MUTCD, Millennium
Edition, p. 4b-2]. These advantages include:

1
. They provide for the orderly movement of traffic.

2
. They increase the traffic-handling capacity of the

intersection if proper physical layouts and control
measures are used and if the signal timing is reviewed
and updated on a regular basis (every two years) to
ensure that it satisfies the current traffic demands.

3
. They reduce the frequency and severity of certain

types of crashes, especially right-angle collisions.

v
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4
. They are coordinated to provide for continuous or

nearly continuous movement at a definite speed along
a given route under favorable conditions.

5
. They are used to interrupt heavy traffic at intervals to

permit other traffic, vehicular or pedestrian, to cross.

These specific advantages address the primary reasons why a
traffic signal would be installed: to increase capacity (thereby
improving level of service), to improve safety, and to provide
for orderly movement through a complex situation. Coordina-
tion of signals provides other benefits, but not all signals are
necessarily coordinated.

18.3.2 Disadvantages of Traffic
Signal Control

The description of the second advantage in the earlier list indi-
cates that capacity is increased by a well-designed signal at a
well-designed intersection. Poor design of either the signaliza-
tion or the geometry of the intersection can significantly
reduce the benefits achieved or negate them entirely. Improp-
erly designed traffic signals, or the placement of a signal
where it is not justified, can lead to some of the following ~,
disadvantages [MUTCD, Millennium Edition, p. 4B-3]:

1
. Excessive delay

2
. Excessive disobedience of the signal indications

3
. Increased use of less adequate routes as road users

attempt to avoid the traffic control signal
4

. Significant increases in the frequency of collisions
(especially rear-end collisions)

Item 4 is of some interest. Even when they are properly
installed and well designed, traffic signal controls can lead to
increases in rear-end accidents because of the cyclical stop-

ping of traffic.
Where safety is concerned, signals can reduce the num-

ber of right-angle, turning, and pedestrian/bicycle accidents;
they might cause an increase in rear-end collisions (which tend
to be less severe); they will have almost no impact on head-on
or sideswipe accidents, or on single-vehicle accidents involv-
ing fixed objects.

Excessive delay can result from an improperly installed
signal, but it can also occur if the signal timing is inappropri-
ate. In general, excessive delay results from cycle lengths that
are either too long or too short for the existing demands at the
intersection. Further, drivers tend to assume that a signal is
broken if they experience an excessive wait, particularly when
there is little or no demand occurring on the cross street.

18.3.3 Warrants for Traffic Signals

The forthcoming 2009/2010 MUTCD specifies nine differeni
warrants that justify the installation of a traffic signal. The
ninth is just being added in this edition. It covers the installa
tion of a signal in coordination with a railroad crossing. Satis-
fying one or more of the warrants for signalization does m\
require or justify the installation of a signal. The manual
requires, however, that a comprehensive engineering study be
conducted to determine whether or not installation of a signal
is justified. The study must include applicable factors reflec
ted in the specified warrants but could extend to other factors
as well. However, traffic signal control should not be imple
mented if none of the warrants are met. The warrants

,
 there

fore, still require the exercise of engineering judgment.
 In the

final analysis, if engineering studies and/or judgment indicate
that signal installation will not improve the overall safety or
operational efficiency at a candidate location,

 it should not be

installed.

Although offered only under the heading of an option.

the MUTCD suggests that the following data be included in
an engineering study of the need for a traffic signal
[2009/2010 MUTCD, Draft, p. 268]:

1
. The number of vehicles entering the intersection

from each approach during 12 hours of an average
day. It is desirable that the hours selected contain the
greatest percentage of the 24-hour traffic volume.

2
. Vehicular volumes for each traffic movement, from

each approach, classified by vehicle type (heavy
trucks, passenger cars and light trucks, public-transit
vehicles

, and in some locations, bicycles), durin!
each 15-minute period of the 2 hours in the mornin?
and 2 hours in the afternoon during which total
traffic entering the intersection is greatest.

3
.
 Pedestrian volume counts on each crosswalk durins

the same periods as the vehicular counts in Item 3
above and during hours of highest pedestrian volume
Where young, elderly, and/or persons with physical
or visual disabilities need special consideration, the

pedestrians and their crossing times may be classifie''
by general observation.

4
. Information about nearby facilities and activity cen

ters that serve the young, elderly, and/or persons wi''1

disabilities, including requests from persons will1
disabilities for accessible parking improvements31
the location under study. These persons might not 1

adequately reflected in the pedestrian volume com11

if the absence of a signal restrains their mobility-
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4_

' 5
. The posted or statutory speed limit or the 85th

percentile speed on the uncontrolled approaches to
the location.

6
. A condition diagram showing details of the physical

layout, including such features as intersection
geometries, channelization, grades, sight distance
restrictions, transit stops and routes, parking condi-
tions, pavement markings, roadway lighting, drive-
ways, nearby railroad crossings, distance to nearest
traffic control signals, utility poles and fixtures, and
adjacent land use.

7
. A collision diagram showing crash experience by

type, location, direction of movement, severity,
weather, time of day, date, and day of week for at
least one year.

MUTCD also recommends collection of stopped-time

delay data and queuing information at some locations where
these are thought to be problems.

This data will allow the engineer to fully evaluate
whether or not "the intersection satisfies the requirements of
one or more of the following warrants:

. Warrant I: Eight-Hour Vehicular Volume

. Warrant 2: Four-Hour Vehicular Volume

. Warran/J; Peak Hour

. Warrant 4: Pedestrian Volume

. Warranf 5: School Crossing

. Warrant 6: Coordinated Signal System

. Warra/tt 7: Crash Experience

. Warrant 8: Roadway Network

. Warrant 9: Intersection Near a Highway-Rail Crossing

it also provides a sufficient base for the exercise of engineer-
ing judgment in determining whether a traffic signal should
be installed at the study location. Each of these warrants is
presented and discussed in the sections that follow.

In most cases, an engineering study includes data from
an existing location.

 In some cases, however, consideration of

Mgnalization relates to a future situation or design. In such
cases

, forecast demand volumes may be used to compare with
toe criteria in the warrants

.

Warrant 1: Eight-Hour Vehicular Volume

The eight-hour vehicular volume warrant represents a merg-
ing of three different warrants in the pre-2000 MUTCD (old
Warrants 1

, 2, and 8). It addresses the need for signalization
for conditions that exist over extended periods of the day

(a minimum of eight hours). Two of the most fundamental
reasons for signalization are addressed:

. Heavy volumes on conflicting cross-movements that

make it impractical for drivers to select gaps in an
uninterrupted traffic stream through which to safely
pass. This requirement is often referred to as the "min-
imum vehicular volume" condition (Condition A).

. Vehicular volumes on the major street are so heavy that
no minor-street vehicle can safely pass through the
major-street traffic stream without the aid of signals.

This requirement is often referred to as the "interrup-
tion of continuous traffic" condition (Condition B).

Details of this warrant are shown in Table 18.5. The warrant is
met when:

. Either Condition A or Condition B is met to the 100%
level.

. Either Condition A or Condition B is met to the 70%

level, where the intersection is located in an isolated

community of population 10,
000 or less, or where the

major-street approach speed is 40 mi/h or higher.
. Both Conditions A and B are met to the 80% level

.

Note that in applying these warrants, the major-street volume
criteria are related to the total volume in both directions

,
 whereas

the minor-street volume criteria are applied to the highest
volume in one direction. The volume criteria in Table 18

.
5 must

be met for a minimum of eight hours on a typical day. The eight
hours do not have to be consecutive, and they often involve four
hours around the morning peak and four hours around the
evening peak. Major- and minor-street volumes must be for the
same eight hours, however.

Either of the intersecting streets may be treated as the
"

major
"

 approach, but the designation must be consistent for
a given application. If the designation of the "major

" street is

not obvious, a warrant analysis can be conducted considering
each as the "major

"

 street in turn. Although the designation of
the major street may not be changed within any one analysis,

the direction of peak one-way volume for the minor street
need not be consistent.

The 70% reduction allowed for rural communities of

population 10,000 or less reflects the fact that drivers in small
communities have little experience in driving under congested
situations. They will require the guidance of traffic signal con-
trol at volume levels lower than those for drivers more used to

driving in congested situations. The same reduction applies
where the major-street speed limit is 40 mi/h or greater.
Because gap selection is more difficult through a higher-speed
major-street flow, signals are justified at lower volumes.
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Table 18.5: Warrant 1: Eight-Hour Vehicular Volume

Condition A: Minimum Vehicular Volume

Number of lanes for moving
traffic on each approach

Vehicles per hour on major street
(total, both approaches)

Vehicles per hour on higher-
volume minor street approach

(one direction only)

Major Street
1

2 or more

2 or more

1

Minor Street

1

1

2 or more

2 or more

100% 80%

500 400

600 480

600 480

500 400

70%

350

420

420

350

100% 80% 70%

150 120 105

150 120 105

200 160 140

200 160 140

Condition B: Interruption of Continuous Traffic

Number of lanes for moving
traffic on each approach

Vehicles per hour on major street
(total, both approaches)

Vehicles per hour on higher-
volume minor street approach

(one direction only)

Major Street
1

2 or more

2 or more

1

Minor Street

1

1

2 or more

2 or more

100% 80% 70%

750 600 525

900 720 630

900 720 630

750 600 525

100% 80% 70%

75 60 53

75 60 53

100 80 70

100 80 70

(Source: Used with permission of Federal Highway Administration, US Department of Transportation, Manual on Uniform Traffic Control
Devices, Millennium Edition, Table 4C-1, p. 4C-5, Washington DC, 2000.)

The various elements of the eight-hour vehicular volume
warrant are historically the oldest of the warrants, having been
initially formulated and disseminated irt the 1930s.

\4 Warrant 2: Four-Hour Vehicular Volume
The four-hour vehicular volume warrant was introduced in the

1970s to assist in the evaluation of situations where volume
levels requiring signal control might exist for periods.shorter
than eight hours. Prior to the MUTCD Millennium Edition,
this was old Warrant 9. Figure 18.5 shows the warrant, which
is in the form of a continuous graph. Because this warrant is
expressed as a continuous relationship between major and
minor street volumes, it addresses a wide variety of conditions.
Indeed, Conditions A and B of the eight-hour warrant repre-
sent two points in such a continuum for each configuration,
but the older eight-hour warrant did not investigate or create
criteria for the full range of potential conditions.

Figure 18.5 (a) is the warrant for normal conditions, and
Figure 18.5 (b) reflects the 70% reduction applied to isolated
small communities (with population less than 10,000) or where
the major-street speed limit is above 40 mi/h. Because the
four-hour warrant represents a continuous set of conditions,

there is no need to. include an 80% reduction for two discrete
conditions within the relationship.

To test the warrant
, the two-way major-street volume is

plotted against the highest one-way volume on the minor
street for each hour of the study period. To meet the warrant.
at least four hours must plot above the appropriate decision
curve. The three curves represent intersections of (1) two
streets with one lane in each direction

, (2) one street with one
lane in each direction with another having two or more lanes
in each direction

, and (3) two streets with more than one lane
in each direction. In Case (2),

 the distinction between which

intersecting street has one lane in each direction (major or
minor) is no longer relevant, except for the footnotes.

Warrant 3: Peak Hour

Warrant 3 addresses two critical situations that might exist for
only one hour of a typical day. The first is a volume condition
similar in form to Warrant 2

, and shown in Figure 18.6 (ol<i
Warrant 11). The second is a delay warrant (old Warrant 101
If either condition is satisfied

, the peak-hour warrant is me'
The volume portion of the warrant is implemented]ri

the same manner as the four-hour warrant
.
 For each hour of

"
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(b) Criteria for Small Communities (pop lO.OOO) or High Major Street Approach Speed (>40 mi/h)

Figure 18.5: Warrant 2: Four-Hour Vehicular Volume

(Source: Used with pennission of Federal Highway Administration, U.S. Department of Transportation, Manual on Uniform Traffic Control
Devices

, Millennium Edition, Figures 4C-1,4C-2, p. 4C-7, Washington DC, 2000.)

ihe study, the two-way major street volume is plotted
gainst the high single-direction volume on the minor
Meet

. For the Peak-Hour Volume Warrant, however, only
we hour must plot above the appropriate decision line to
"ieet the criteria

. Criteria are given for normal conditions in
Figure 18

.6 (a), and the 70% criteria for small isolated

Figure 18.6 (b). The Peak-Hour Delay Warrant is summa-
rized in Table 18.6.

It is important to recognize that the delay portion of
Warrant 3 applies only to cases in which STOP control is
already in effect for the minor street. Thus delay during the
peak hour is not a criterion that allows going from no control

immunities and high major-street speeds are shown in      or YIELD control to signalization directly.
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Figure 18.6: Warrant 3A: Peak Hour Volume
{Source: Used with permission of Federal Highway Administration, U.S. Department of Transportation, Manual on Uniform Traffic Control
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(The MUTCD also emphasizes that the Peak-Hour War- conflicts and the inability of pedestrians to avoid such con-

rant should be applied only in special cases, such as office flicts due to the volume of traffic present. Signals may 
complexes, manufacturing plants, industrial complexes, or placed under this warrant at midblock locations, as well as ai

high-occupancy vehicle facilities that attract or discharge intersections.
large numbers of vehicles over a short time. This warrant is met when any four hourly plots of toW

pedestrians crossing the major street and the total niajor

Warrant 4: Pedestrians

The Pedestrian Warrant addresses situations in which the

need for signalization is the frequency of vehicle-pedestrian

street vehicular traffic falls over the line in Figure 18.7 (a).or

when any one similar hourly plot falls above the line i"

Figure 18.8 (a). If the location is in a buiit-up area of a
community (population less than 10,000) or where the po
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Table 18.6: Warrant 3B: Peak-Hour Delay 0  A signal would not normally be implemented under
this warrant if there is another signal withiiOOO feet of the
location. Placement of a signal so close to another would
only be permitted if did not disrupt progressive flow on the
major street.

Pedestrian volume criteria may be reduced by as much as
50% if the 15th-percentile crossing speed is less than 3.5 mi/h,
as might be the case where elderly, very young,

 or disabled

pedestrians are present in significant percentages.

jl,e need for a traffic control signal shall be considered if an
engineering study finds that... all three of the following
conditions exist for the same 1 hour (any four consecutive

l5.ininute periods) of an average day:

I The total stopped-time delay experienced by traffic on
one minor street approach (one direction only) con-
trolled by a STOP sign equals or exceeds: 4 veh-hours
for a one-lane approach; or 5 veh-hours for a two lane
approach, and

I The volume on the same minor street approach (one
direction only) equals or exceeds 100 veh/h for one
moving lane of traffic; or 150 veh/h for two moving
lanes, and

3
.

 The total entering volume serviced during the hour
equals or exceeds 650 veh/h for intersections with three
approaches, or 800 veh/h for intersections with four or
more approaches.

(Source: Manual of Uniform Traffic Control Devices, Draft,
Federal Highway Administration, Washington DC, 2007, p. 270.)

or statutory speed limit, or the 85th percentile approach
speed exceeds 35 mi/h. Figures 18.7 (b) and 18.8 (b) may be
used.

The figures address cases in which a steadier pedestrian
(low over Jour hours requires signal control and "the case in
which a single peak hour has pedestrian-vehicle conflicts that
must be signal controlled. The (b) figures apply the same 70%
reduction in criteria that is used in conjunction with vehicular
volume criteria in Warrants 1,2, and 3.

If the traffic signal is justified at an intersection by this
warrant only, it will usually be at least a semi-actuated signal
ia full actuated signal is also a possibility at an isolated inter- /
section) with pedestrian pushbuttons and signal heads for 6 .Warrant 6: Coordjnated Sjgna| s stem
pedestrians crossing the major street. If it is within a coordi-
nated signal system,

 it would also be coordinated into the

system. If such a signal is located in midblock, it will always
be pedestrian actuated, and parking and other sight restric-
'ions should be eliminated within 20 feet of both sides of the

crosswalk
. Standard reinforcing markings and signs should

also be provided.

If the intersection meets this warrant but also meets
"ther vehicular warrants

, any type of signal could be installed
JS appropriate to other conditions. Pedestrian signal heads
would be required for major-street crossings. Pedestrian push-

ttons would be installed unless the vehicular sipal timing
feiy accommodates pedestrians in every signal cycle.

Warrant 5: School Crossing

This warrant is similar to the pedestrian warrant but is limited
to application at designated school crossing locations,

 either

at intersections or at midblock locations. The warrant requires
the study of available gaps to see whether they are "acceptable"
for children to cross through. An acceptable gap would include
the crossing time, buffer time, and an allowance for groups
of children to start crossing the street. The frequency of accept-
able gaps should be no less than one for each minute during .
which school children are crossing. The minimum number
of children crossing the major street is 20 during the highest
crossing hour.

Traffic signals are rarely implemented under this
warrant. Children do not usually, observe and obey signals
regularly, particularly if they are very young. Thus traffic
signals would have to be augmented by crossing guards in
most cases. Except in unusual circumstances involving a
very heavily traveled major street, the crossing guard, per-
haps augmented with STOP signs, would suffice under
most circumstances without signalization. Where extremely
high volumes of school children cross a very wide and
heavily traveled major street, overpasses or underpasses
should be provided with barriers preventing entry onto the
street.

Chapters 25 and 26 of this text addresses signal coordination
and progression systems for arterials and networks. Critical
to such systems is the maintenance of platoons of vehicles
moving together through a 

"

green wave"

 as they progress
along an arterial. If the distance between two adjacent coor-
dinated signals is too large, platoons begin to dissipate and
the positive impact of the progression is sharply reduced.

 In

such cases, the traffic engineer may place a signal at an
intermediate intersection where it would not otherwise be

warranted to reinforce the coordination scheme and to help
maintain platoon coherence. The application of this warrant,

shown in Table 18.7, should not result in signal spacing of
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(b) Criteria for Small Communities (Pop <10,000) or High Major Street Approach Speed (> 35 mi/h)

Figure 18.7: Four-Hour Pedestrian Warrant
(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figures 4C-5
and4C-7.)

less than 1,000 feet. Such signals, when placed, are often
referred to as "spacer signals."

The two criteria are similar but not exactly the same.
Inserting a signal in a one-way progression is always possible
without damaging the progression. On a two-way street, it is
not always possible to place a signal that will maintain the
progression in both directions acceptably. This issue is dis-
cussed in greater detail in Chaptey 25.

si
Warrant 7: Crash Experience

The Crash Experience Warrant addresses cases in which a trtf-
fic control signal would be installed to alleviate an observ
high-accident occurrence at the intersection.

 The criteria arf
summarized in Table 18.8.

The requirement for an adequate trial of altema1
methods means that either YIELD or STOP control is alrea*
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(b) Criteria for Small Communities (Pop <10.000) or High Major Street Approach Speed (> 35 mi/h)

Figure 18.8t Peak-Hour Pedestrian Warrant

{Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, Draft 2007, Figures 4C-6
and 4C-8.)

in place and properly enforced. These types of control can also
address many of the same accident problems as signalization.

Thus a signal is justified only when these lesser measures have
failed to address the situation adequately.

Accidents that are susceptible to correction by signaliza-
'icn include right-angle accidents, accidents involving turning
'
'Chicles from the two streets

,
 and accidents between vehicles

and pedestrians crossing the street on which the vehicle is
traveling. Rear-end accidents are often increased with imposi-
tion of traffic signals (or STOP/YIELD signs) because some
drivers may be induced to stop quickly or suddenly. Head-on
and sideswipe collisions are not addressed by signalization;
accidents between vehicles and fixed objects at comers are
also not correctable through signalization.

0
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Table 18.7: Warrant 6: Coordinated Signal System

The need for a traffic control signal shall be considered
if an engineering study finds that one of the following
criteria is met:

1
. On a one-way street or a street that has traffic pre-

dominantly in one direction, the adjacent traffic control
signals are so far apart that they do not provide the nec-
essary degree of vehicular platooning.

2
. On a two-way street, adjacent traffic control signals

do not provide the necessary degree of platooning and
the proposed and adjacent traffic control signals will
collectively provide a progressive operation.

(Source: Used by permission of Federal Highway Administra-
tion, US Dept. of Transportation, Manual on Uniform Traffic
Control Devices, Millennium Edition, Washington DC, 2001,

p.4C-12.)

Table 18.8: Warrant 7: Crash Experience

The need for a traffic control signal shall be considered if
an engineering study finds that all of the following criteria
are met:

1
. Adequate trial of alternatives with satisfactory obser-

" vance and enforcement has failed to reduce the crash

frequency, and

2
. Five or more reported crashes of types susceptible to cor-

rection by a traffic control signal have occurred within a
12-month period, each involving an personal injury or
property damage apparently exceeding the applicable
requirements for a reportable crash, and

q) 3. For each of any 8 hours of the day, vehicles per hour
(vph) given in both of the 80% columns of Condition A
(in Warrant 1) or the vph in both of the 80% columns of
Condition B (in Warrant 1) exists on the major-street
and the higher-volume minor-street approach, respec-
tively, to the intersection, or the volume of pedestrian
traffic is not less than 80% of the requirements speci-

fied in the Pedestrian Volume warrant. These major-
street and minor-street volumes shall be for the same

8 hours. On the minor street, the higher volume shall
not be required to be on the same approach during each
of the 8 hours.

{Source: Manual of Uniform Traffic Control Devices, Draft,
Federal Highway Administration, Washington DC, December
2007, p. 273.)

/

Warrant 8: Roadway Network -

This warrant addresses a developing situation (i.e., a case in
which present volumes would not justify signalization bin

where new development is expected to generate substantial

traffic that would justify signalization). The MUTCD also

allows other warrants to be applied based on properly forecast
vehicular and pedestrian volumes.

Large traffic generators, such as regional shoppin?
centers, sports stadiums and arenas, and similar facilities

.

are often built in areas that are sparsely populated and
where existing roadways have light traffic. Such projects
often require substantial roadway improvements that
change the physical layout of the roadway network and
create new or substantially enlarged intersections that will
require signalization. Generally, the "existing" situation is
irrelevant to the situation being assessed. The warrant is
described in Table 18.9,

 Table 18.9: Warrant 8: Roadway Network

The need for a traffic control signal shall be considered
if an engineering study finds that the common intersection
of two or more major routes meets one or both of the
following criteria:

1
. The intersection has a total existing, or immediately pro-
jected, entering volume of at least 1,000 veh/h during the
peak hour of a typical weekday, and has 5-year projected
traffic volumes, based upon an engineering study,

 that

meet one or more of Warrants 1
, 2 and 3 during an aver-

age weekday, or

2
. The intersection has a total existing of immediately

projected entering volume of at least .1,000 veh/h for
each of any 5 hours of a non-normal business day
(Saturday or Sunday).

A major route as used in this warrant shall have one or
more of the following characteristics:

1
. It is part of the street or highway system that serves as the

principal roadway network for through traffic flow, or

2
. It includes rural or suburban highways outside, enter-

ing, or traversing a city, or

3
. It appears as a major route on an official plan, such as a

major street plan in an urban area traffic and transpor
-

tation study.

{Source: Used by pennission of Federal Highway Administration, US
Dept. of Transportation, Manual on Uniform Traffic Control Device
Millennium Edition, Washington DC, 2000, pp. 4C-13,4C-14.)
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"Immediately projected" generally refers to the traffic

eXpected on day one of the opening of new facilities and/or

lfaflic generators that create the need for signalization.

fhis-is a new warrant being added to the forthcoming
! '010 MUTCD. It addresses a unique situation: an intersec-

[jon that does not meet any other warrant for signalization
1 tiut that is close enough to a highway-railroad crossing to
s present a hazard. Table 18.10 shows the detailed criteria for
t  idewarrant.)
1 Figure 18.9 applies when there is only one lane
I approaching the intersection at the track-crossing location,
s an(i Figure 18.10 applied where there are two or more lanes
5 approaching the track-crossing location.

(The minor-street volume used in entering either Figure 18.9
or 18.10 may be multiplied by up to three adjustment factors:
(1) an adjustment for train volume (Table 18.11), (2) an adjust-
ment for presence of high-occupancy buses (Table 18.12), and
(3) an adjustment for truck presence (Table 18.13). The base con-
didons for Figures 18.9 and 18.10 include four trains per day, no

buses, and 10% trucks.

Table 18.10: Warrant 9: Intersection Near a Highway-
Rail Grade Crossing

The need for a traffic control signal shall be considered
if an engineering study finds that both of the following cri-
teria are met:

1
. A highway-rail grade crossing exists on a approach con-

trolled by a STOP or YIELD sign and the center of the
track nearest to the intersection is within 140 ft of the

stop line on the approach,
 and

2
. During the highest traffic volume hour during which

trains use the crossing, the plotted point representing the
vehicles per hour on the major street (total of both
approaches) and the corresponding vehicles per hour on
the minor-street approach that crosses the track (one
direction only) falls above the applicable curve in
Figure 18.9 or 18.10 for the existing combination of
approach lanes over the track and distance D,

 which is

the clear storage distance (between the grade crossing
stop line and the near curb line of the major street).

{Source: Manual ofiUniform Traffic Control Devices, Draft, Fed-
eral Highway Administration, Washington DC, December 2007,

pp. 273-274.)
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350
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Ito
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0 r,
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90 1.8 m (6 R)
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1
.
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25*

0 100 200 300 400 500 600 700 800
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*Note: 25 vph applies as the lower threshold volume.

Figure 18.9: Warrant 9: Railroad Crossings for One-Lane Approaches

(Source: Manual of Uniform Traffic Control Dev/m, Draft, Federal Highway Administration, Washington DC, December 2007, Figure 4C-9.)
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i

350

300
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CROSSING
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MAJOR STREET -TOTAL OF BOTH APPROACHES - VEHICLES PER HOUR (VPH)

*Note: 25 vph applies as the lower threshold volume.

Figure 18.10: Warrant 9: Railroad Crossings for Two or More-Lane Approaches
(Source: Manual of Uniform Traffic Control Devices, Draft, Federal Highway Administration, Washington DC, December 2007, Figure 4C-9.)
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Table 18.11: Adjustment Factor for Train Frequency Table 18.12: Adjustment Factor for High-Occupancy Buses

Trains pef Day Adjustment Factor

i

1

2

3-5

6-8

9-11

12 or more

0
.
67

0
.
91

1
.
00

1
.
18

1
.
25

1
.
33

% of High-Occupancy Buses*
on Minor-Street Approach

Adjustment
Factor

0%
.

. 2%

4%

6% or more

1
.
00

1
.
09

1
.
19

1
.
32

(Source: Manual of Uniform Traffic control Devices, Draft, Fed-
eral Highway Administration, Washington DC, December 2007,
Table 4C-2.)

/

18.3.4 Summary 0

*20 or more persons per bus.

(Source: Manual of Uniform Traffic control Devices, Draft, Federal
Highway Administration, Washington DC, December 2007.
Table 4C-3.)

It is important to reiterate the basic meaning of these
warrants. No signal should be placed without an engineering
study showing that the criteria of at least one of the warrants
are met. However, meeting one or more of these warrants
does not necessitate signalization. Note that every warrant
uses the language 

"The need for a traffic control signal shall
be considered. .." (emphasis added). Although the "shall"
is a mandatory standard, it calls only for consideration, not

placement, of a traffic signal. The engineering study mus'

also convince the traffic engineer that installation of a sign3'

will improve the safety of the intersection,
 increase tltf

capacity of the intersection, or improve the efficiency
of

operation at the intersection before the signal is install
That is why the recommended information to be collect
during an "engineering study" exceeds that needed to simp')
apply the nine wanants of the MUTCD.

 In the end

engineering judgment is called for, as is appropriate in a
professional practice.

18.:
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X ble 18.13: Adjustment Factor for Tractor Trailer Trucks   (J  18.3.5   A Sample Problem In Application

% ofTVactor-TVailer

Trucks on Minor-Street
Approach

Adjustment Factor

0%-2.5%

2
.
6%-7.5%

7
.
6%-12.5%

12.6%-17.5%

17.6%-22.5%

22.6%-27.5%
.

More than 27.5%

D of 70 ft

or More

D Less

Than 70 ft

0
.
50 0

.
50

0
.
75 0

.
75

1
.
00 1

.
00

2
.
30 1

.
15

2
.
70 1

.
35

3
.
28 1

.
64

4
.
18 2

.
09

{Source: Manual of Uniform Traffic control Devices, Draft, Fed-
eral Highway Administration, Washington DC, December 2007,
Table 4C-4.)

of Signal Warrants 

Consider the intersection and related data shown in Figure 18.11.

Note that the data are formatted in a way that is conducive
to comparing with warrant criteria. Thus a column adding the traf-
fic in each direction on the major street is included,

 and a column

listing the "high volume" in one direction on the minor street is
also included. Pedestrian volumes are summarized for those

crossing the majof street because this is the criterion used in the
pedestrian warrant. As you will see, not every warrant applies to
every intersection, and data for some warrants are not provided.

The following analysis is applied:

. Warrant 1: There is no indication that the 70%

reduction factor applies, so it is assumed that either

FIRST

MAIN

Annual Accidents:

4 Right Angle w injuries
3 Left turn with injuries
5 Rear End,PIX)

3 Pedestrian witb 1 fatality

Peak Hour

Delay.
30s/veh

!
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Figure 18.11: Intersection and Data for Sample Problem in Signal Warrant
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1400

Figure 18.12: Example Application of Warrant 2

O

/
Condition A or Condition B must be met at 100%,

or both must be met at 80%. Condition A requires
600 veh/h in both directions on the multilane major
street and 150 veh/h in the high-volume direction on
the one-lane minor street. Although all 12 hours on
the major street shown in Figure 18.11 have more
than 600 veh/h (total, both directions), none have a
one-way volume equal to or higher than 150 veh/h
on the minor street. Condition A is not met. Condi-

tion B requires 900 veh/h on the major street (both
directions) and 75 veh/h on the minor street (one
direction). The 10 hours between 12:00 noon and
10:00 pm meet the major-street criterion. The same

10 hours meet the minor-street criterion as well.

Therefore, Condition B is met. Because one condi-

tion is met at 100%
,
 the consideration of whether

both conditions are met at 80% is not necessary.
Warrant 1 is satisfied.

\ Ui. \Yarrant 2: Figure 18.12 shows the hourly volume
data plotted against the four-hour warrant graph.
The center decision curve (one street with multilane
approaches, one with one-lane approaches) is used.
Only one of the 12 hours of data is above the crite-
rion. To meet the warrant, four are required. The
warrant is not met.

-I 600X

>

~ 500
2 OR MORE LANES & 2 OR MORE LANES

NE
flO 400
Kb,
H a.

R MORE LANES & 1 LA2

"<T0D
1 LANE & 1 LANE

0 .150

.100

2

400 500 600  700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800

MAJOR STREET-TOTAL OF BOTH APPROACHES-VPH

.Note: 150 vph applies as the lower threshold volume for a minor street
approach with two or more lanes and 100 vph applies as the lower

threshold volume for a minor street approach with one lane.

Figure 18.13: Example Application of Warrant 3

18.3



S 3 LEVEL III CONTROL: TRAFFIC CONTROL SIGNALS 431

/

O Warrant 3: Figure 18.13 shows the hourly volume
data plotted against the peak-hour volume warrant
graph. Again, the center decision curve is used. None
of the 12 hours of data is above the criterion. The

volume portion of this warrant is not met.

The delay portion of the peak-hour warrant requires
4 vehicle-hours of delay in the high-volume direction
on a STOP-controlIed approach. The intersection data
indicate that each vehicle experiences 30 seconds of

delay. The peak one-direction volume is 125 veh/h
,

resulting in 125 * 30 = 3,750 veh-secs of aggregate
delay, or 3,750/3,600 = 1.04 veh &s of delay. This is
less than that required by the warrant. The delay
portion of this warrant is not met.

O/ . Warrant 4: This warrant includes both a four-hour
criterion and a peak-hour criterion, only one of which
must be met to satisfy it. Figure 18.14 illustrates the
solution.

I I
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(a) Four-Hour Pedestrian Warrant
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*Note: 133 pph applies as the lower thershold colume.

(b) Peak-Hour Pedestrian Warrant

figure 18.14: Example Application of Warrant 4
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The four-hour pedestrian warrant is met, and the
peak-hour pedestrian warrant is not met. Because
only one condition must be satisfied, the pedestrian

!
    warrant is met.

 Ai . Warrant 5: The school-crossing warrant does not
apply. This is not a school crossing.

Warrant 6: No information on signal progression is
given, so this warrant cannot be applied.

Warrant 7: The crash experience warrant has several
criteria: Have lesser measures been tried? Yes, because

the minor street is already STOP-controlled. Have five
accidents susceptible to correction by signalization
occurred in a 12-month period? Yes-four right-angle,
three left-turn, and three pedestrian. Are the criteria for
Warrants IA or IB met to the extent of 80%? Yes,
Warrant IB is met at 100%. Therefore, the crash

experience warrant is met.

Warrant 8: There is no information given con-
cerning the roadway network, and the data reflect
an existing situation. This warrant is not applicable
in this case.

Warrant 9: Because this situation is not a highway-rail
grade crossing location, this warrant does not apply.

/
6u,

leads to additional delay to drivers and- passengers. With all of
the analysis procedures and guidelines, however, engineerint
judgment is still required to make intelligent decisions. It is
always useful to view the operation of existing intersections in
the field in addition to reviewing study results before makins

recommendations on the best form of control
.
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In summary, a signal should be considered at this location
because the criteria for Warrants IB (Interruption of Continuous
Traffic), 4 (Pedestrians), and 7 (Crash Experience) are all met
Unless unusual circumstances arc present, it would be reasonable
to expect that the accident experience Will improve with signal-
ization, and it is, thercfore, likely that one would be placed.

The fact that Warrant IB is satisfied may suggest that
a semiactuated signal be considered. In addition. Warrant 4
requires the use of pedestrian signals,

'

at least for pedestri-
ans crossing the major street. If a semiactuated signal is
installed, it must have a pedestrian pushbutton (for pedestri-
ans crossing the major street). The number of left-turning
accidents may also suggest consideration of protected
left-turn phasing, although this would not be done if a semi-
actuated signal is used.

18.4 Closing Comments

In selecting an appropriate type of control for an intersection,
the traffic engineer has many factors to consider, including sight
distances and warrants. In most cases, the objective is to provide
the minimum level of control that will assure safety and efficient
operations. In general, providing unneeded or excessive control

18-1. For the intersection of two rural roads shown in

Figure 18.15, determine whether or not operation
under basic rules of the road would be safe

.
 If not.

what type of control would you recommend,
 assum-

ing that traffic signals are not warranted?
,|JU

0 18-2. Determine whether the intersection shown in Figure 18.16
can be safely operated under basic rules of the road. If not
what form of control would you recommend,

 assuming

that signalization is not warranted?
.

'

iU'

 "18-3
. Determine whether the sight distances for the STOP-

controlled intersection shown in Figure 18.17 are
adequate. If not, what measures would you recommenil
to ensure safety?

'
-

J18-4-18-7. For each of the intersections shown in the fol-
lowing figures, determine whether the data supp*"1
each of the nine signal warrants. For each problem, and

each warrant, indicate whether the warrant is:

(a) met

(b) not met

(c) not applicable

(d) insufficient information given to assess.

For each problem, indicate (a) whether a sign3' '
warranted, (b) the type of signalization that should 
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Figure 18.15: Intersection for Problem 18-1
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Figure 18.16: Intersection for Problem 18.2
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No

Obstruction M   STOP Sign
No

Obstruction 1 terrain

 
 14-ft lanes

35 mi/h

B 35 mi/h

i 20 ft

35 ft

Design Vehicle:
Passenger Car

Figure 18.17: Intersection for Problem 18.3
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Figure 18.18: Intersection for Problem 18.4
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Figure 18.19: Intersection and Data for Problem 18.5
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ONE WAY
N

Area Population = 40.000
Approach Speed.s: 45 mi/h (E-W): 30 ml/h (N)
Accidents (Last 12 Months, Reportable):

8 right-angle
6 rear-end

3 left-turn

4 pedestrian
Delay to STOP-Controlled Vehicles: 72 s/veh

Volumes By Hour

STOP

Figure 18.20: Intersection and Data for Problem 18.6

Time

Period

1- 2 PM

2- 3 PM

3 PM

4- 5 PM

5- 6 PM

6- 7 PM

7- 8 PM

8-9 PM

9- 10 PM

10- 11 PM

(Veh/h)

Major St
Total

850

875

1025

1050

1350

1200

1000

975

800

900

(Veh/h)
Minor St

Total

100

100

130

160

108

135

100

85

80

80

(Peds/h)

Peds Xing
Major St
200

210

205

193

180

170

180

200

150

100

Approach Speeds:
45 mi/h on Broad St.

30 mi/h on Park Place

PARK PLACE

Annual Accidents:

3 Right-Angle with injuries
5 Left-Tum with injuries
4 Rear-End, PDO
6 Pedestrian with 2 fatalities

BROAD STREET

Peak-Hour Delay:
45 s/veh

11 AM-12
 

300

Time
Broad Street Vol (veh/h)    Park Place Votome (veh/h)

EB WB

12-1 PM
1-2PM

325

400

2-3PM

400

450

700

3-4PM
450

475

775

100

TOT     NB    SB     High Vol
90

Fed Vol (ped/h)
Xing Broad

4-5PM
455

480

875

110 125

100

445
All.

930
140 150

125

120

5-6PM     400 380
J25_

930

150 165
150

115

_

87(L
155 LZQ.

165

109

6-7PM
7-8PM

385

8-9PM

350

350
780

160 160
JL7JL

122

9-10 PM

10-11 PM

350

350

735
152 155

J25_

325
300

375

700

140 150
J55_

ML

325
300

725

145 152
150

J2L

650

600

130 156
152

121

122
120

120

95

156
120

122

120

105
85

85

Figure 18.21: Intersection and Data for Problein 18.7
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considered, and (c) whether pedestrian signals and/or
pushbuttons are recommended. In all cases, assume
that no warrants are met for the hours that are not

included in the study data.

18-8. Figure 18.22 illustrates a STOE-controlled intersection

near a highway-railroad grade crossing. Should this
intersection be signalized under the new Warrant 9 thai
applies to such situations?

O

l
no ft T

o
D=70ft

Train Frequency = 10 per day
Peak Hour Minor Street Traffic Crossing

= 100veh/h

Peak Hour Major Street Traffic,
 Both

= 200veh/h

15% tractor-traileis crossing tracks
No high-occupancy buses crossing tracks.

Figure 18.22: Intersection for Problem 18.18
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CHAPTER

Elements of

Intersection Design
and Layout

In Chapter 18, the selection of appropriate control
measures for intersections was addressed. Whether signal-
ized or uiisignalized, the control measures implemented at
an intersection must be synergistic with the design and
layout of the intersection. In this chapter, an overview of
several impbrtant intersection design features is provided.
We emphasize that this is only an overview because the
details of intersection design could be the subject of a text-
book on its own.

The elements treated here include techniques for deter-
mining the appropriate number and the use of lanes at an inter-
section approach, channelization, right- and left-turn treatments,
special safety issues at intersections, and location of intersection
signs and signal displays. There are a number of standard refer-
ences for more detail on these and related subject areas,

 includ-

ing the AASHTO Policy on Geometric Design of Highways and
Streets [J], the Manual on Uniform Traffic Control Devices [2],
the Manual of Traffic Signal Design [3], the Traffic Detector
Handbook [4], and the Highway Capacity Manual [5].

19.1 Intersection Design Objectives
and Considerations

As in all aspects of traffic engineering, intersection design has
two primary objectives: (I) to ensure safety for all users,

 includ-

ing drivers, passengers, pedestrians, bicyclists, and others, and
(2) to promote efficient movement of all users (motorists, pedes-
trians, bicyclists, etc.) through the intersection. Achievement of
both is not an easy task because safety and efficiency are often
competing rather than mutually reinforcing goals.

In developing an intersection design, AASHTO [/]
recommends that the following elements be considered:

. Human factors

. Traffic considerations

. Physical elements

. Economic factors

. Functional intersection area

0

1



CHAPTER 19  ELEMENTS OF INTERSECTION DESIGN AND LAYOUT

Human factors must be taken into account Thus inter-

section designs should accommodate reasonable approach
speeds, user expectancy, decision and reaction times, and other
user characteristics. Design should, for example, reinforce nat-
ural movement paths and trajectories, unless doing so presents
a particular hazard.

Traffic considerations include provision of appropriate
capacity for all user demands; the distribution of vehicle types
and turning movements; approach speeds; and special require-
ments for transit vehicles, pedestrians, and bicyclists.

Physical elements include the nature of abutting prop-
erties, particularly traffic movements generated by these
properties (parking, pedestrians, driveway movements, etc.).
They also include the intersection angle, existence and loca-
tion of traffic control devices, sight distances, and specific
geometric characteristics, such as curb radii.

Economic factors include the cost of improvements
(construction, operation, maintenance), the effects of improve-
ments on the value of abutting properties (whether used by the
expanded right-of-way or not), and the effect of improvements
on energy consumption.

Finally, intersection design must encompass the full
functional intersection area. The operational intersection area
includes approach areas that fully encompass deceleration
and acceleration zones as well as queuing areas. The latter are
particularly critical at signalized intersections.

19.2 A Basic Starting Point: Sizing
the Intersection

One of the most critical aspects of intersection design is the
determination of the number of lanes needed on each approach.
This is not an exact science because the result is affected by the
type of control at the intersection, parking conditions and
needs, availability of right-of-way, and a number of other fac-
tors that are not always directly under the control of the traffic
engineer. Further, considerations of capacity, safety, and effi-
ciency all influence the desirable number of lanes. As is the
case in most design exercises, there is no one correct answer,
and many alternatives may be available that provide for accept-
able safety and operation.

19.2.1  Unsignalized Intersections

Unsignalized intersections may be operated under basic rules
of the road (no control devices other than warning and guide
signs), or under STOP or YIELD control.

When totally uncontrolled, intersection traffic volumes
are generally light, and there is rarely a clear "major" streei

with significant volumes involved. In such cases, intersection
areas do not often require more lanes than on the approaching
roadway. Additional turning lanes are rarely provided. Where
high speeds and/or visibility problems exist, channelization
may be used in conjunction with warning signs to improve
safety.

The conditions under which two-way (or one-way at a
T-intersection or intersection of one-way roadways) STOP or
YIELD control are appropriate are treated in Chapter 18.

 The

existence of STOP- or YIELD-controlled approach(es),
 how-

ever, adds some new considerations into the design process:

. Should left-turn lanes be provided on the major street?

. Should right-turn lanes be provided on the major
street?

. Should a right-turn lane be provided on minor
approaches?

. How many basic lanes does each minor approacli
require?

Most of these issues involve capacity considerations. For con-
venience, however, some general guidelines are presented
here.

When left turns are made from a mixed lane on the major
street, there is the potential for unnecessary delay to through
vehicles that must wait while left-turners find a gap in the
opposing major-street traffic. The impact of major-street left
turns on delay to all major-street approach traffic becomes
noticeable when left turns exceed 150 veh/h. This may be used
as a general guideline indicating the probable need for a major-
street left-turn lane, although a value as low as 100 veh/h could
be justified.

Right-tuming vehicles from the major street do not have a
major impact on the operation of STOP- or YIELD-controlled
intersections. Although they do not technically conflict with
minor-street movements when they are made from shared

lanes, they may impede some minor-street movements when
drivers do not clearly signal that they are turning or approach
the intersection at high speed. When major-street right turns art
made from an exclusive lane, their intent to turn is more obvi-

ous to minor-street drivers. Right-turn lanes for major-stred

vehicles can be easily provided where on-street parking is P
'

nutted. In such situations
, parking may be prohibited for 100 w

200 feet from the STOP line, thus creating a short right-tun1
lane.

Most STOP-controlled approaches have a single lane
shared by all minor-street movements. Occasionally, tv0

lanes are provided. Any approach with sufficient demand v>

19

reqi
trol

ma;

met

sho

ver

gui
Hit

is t

traf

ten'

ina

cor

she

ST

ing
acc

sin

am

<]u<

Wl

is

sh(

ma

an;

(oi

Wa



4 19-2

s

i

Q

I
t

D

e

a

v

e

i.

T

ir

i-

d

A BASIC STARTING POINT: SIZING THE INTERSECTION 439

Table 19.1: Guidelines for Number of Lanes at STOP-Controlled Approaches i

Total Volume on Minor

Approach (veh/h)

Total Volume on Major Street (veh/h)

500 1
,
000 1

,
500 2

,
000

100

200

300

400

500

600

700

800

1 lane

1 lane

1 lane

1 lane

2 lanes

2 lanes

2 lanes

2 lanes

1 lane

1 lane

2 lanes

2 lanes

NA

NA

NA

NA

1 lane

2 lanes

2 lanes

NA

NA

NA

NA

NA

2 lanes

NA

NA

NA

NA

NA

NA

NA

'Not including multiway STOP-controlled intersections.
NA = STOP control probably not appropriate for these volumes.

'r require three lanes is probably inappropriate for STOP con-
trol. Approximate guidelines for the number of lanes required
may be developed from the unsignalized intersection analysis
methodology of the Highway Capacity Manual. Table 19.1
shows various combinations of minor-approach demand
versus total crossing traffic on the major street, along with
juidelines as to whether one or two lanes would be needed.

J They are based on assumptions that (1) all major-street traffic
j, is through traffic, (2) all minor- approach traffic is through

traffic, and (3) various impedances and other nonideal charac-
teristics reduce the capacity of a lane to about 80% of its orig-

;s  inai value.
j 

'

 The other issue for consideration on minor STOP-

controlled approaches is whether or not a right-tuming lane
should be provided. Because the right-turn movement at a
STOP-controlled approach is much more efficient than cross-
ing and left-turn movements, better operation can usually be
accomplished by providing a right-turn lane. This is often as
simple as banning parking within 200 feet of the STOP line,
and it prevents right-tuming drivers from being stuck in a
queue when they could easily be executing their movements.
Where a significant proportion of the minor-approach traffic
is turning right (>20%), provision of a right-tuming lane
should always be considered.

Note that the lane criteria of Table 19.1 are approxi-
mate

. Any finalized design should be subjected to detailed
analysis using the appropriate procedures of the HCM 2000
lor the forthcoming HCM 2010).

Consider the following example: two-lane major road-
it way carries a volume of 800 veh/h, of which 10% tum left

o wd 5% tnm right at a local street. Both approaches on the
lo  local street are STOP-controlled and carry 150 veh/h, with

ft

r-

.

a

i

*

K

l-

el

r-

10

n

50 turning left and 50 turning right. Suggest an appropriate
design for the intersection.

Given the relatively low volume of left turns (80/h) and
right tums (40/h) on the major street, neither left- nor right-
turn lanes would be required, although they could be provided
if space is available. From Table 19.1, it appears that one lane
would be sufficient for each of the minor-street approaches.

The relatively heavy percentaige of right turns (33%), however,

suggests that a right-tum lane on each minor approach would
be useful.

19.2.2 Signalized Intersections

Approximating the required size and layout of a signalized
intersection involves many factors, including the demands on
each lane group, the number of signal phases, and the signal
cycle length.

Determining the appropriate number of lanes for each
approach and lane group is not a simple design task. Like so
many design tasks, there is no absolutely unique result,

 and

many different combinations of physical design and signal
timing can provide for a safe and efficient intersection.

The primary control on number of lanes is the maximum
sum of critical-lane volumes that the intersection can support.
This concept is more thoroughly discussed and illustrated in
Chapter 20. The concept involves finding the single lane dur-
ing a signal cycle that carries the most intense traffic,

 which

means it would be the one that consumes the most green time
of all movements to process its demand. Each signal phase
has a critical-lane volume, and the cycle length of the signal is
set to accommodate the sum of these critical volumes for each
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phase in the signal plan. This is the equation governing the
maximum sum of critical-lane volumes:

If /3,600\1
Vf = - 600 -M -jj (19-1)

where: V,. = maximum sum of critical-lane volumes, veh/h

h = average headway for prevailing conditions on the
lane group or approach, s/veh

N = number of phases in the cycle

f/
_

 = lost time per phase, s/phase

C = cycle length, s

Table 19.2 gives approximate maximum sums of critical-lane
volumes for typical prevailing conditions. An average head-
way of 2.6 s/veh is used, along with a typical lost time per
phase of 4.0 s (ti). Maximum sums are tabulated for a number
of combinations of  and C.

Consider the case of an intersection between two major
*

 arterials. Arterial 1 has a peak directional volume of 900 veh/h;
Arterial 2 has a peak directional volume of 1,100 veh/h. Turn-
ing volumes are.

 light, and a two-phase signal is anticipated. As
a preliminary estimate, what number of lanes is needed to
accommodate these volumes, and what range of cycle lengths
might be appropriate?

From Table 19.2, the range of maximum sums of critical-
lane volumes is between 1,015 veh/h for a 30-second cycle

length and 1,292 veh/h for a 120-second cycle length. The two
critical volumes are given as 900 veh/h and 1,100 veh/h. If only
one lane is provided for each, then the sum of critical-lane
volumes is900 + 1,100 = 2,000 veh/h, well outside the range
of maximum values for reasonable cycle lengths. Table 19.3
shows a number of reasonable scenarios for the number of lanes

on each critical approach along with the resulting sum of
critical-lane volumes.

With one lane on Arterial 1 and 3 lanes on Arterial 2, the

sum of critical-lane volumes is 1,267 veh/h. From Table 19.2,

Table 19.2: Maximum Sums of Critical-Lane
Volumes for a Typical Signalized Intersection

Cycle Length
(s)

No. of Phases

2 3 4

30

40

50

60

70

80

90

100

110

120

1
,
015

1
,
108

1
,
163

1
,
200

1
,
226

1
,
246

1
,
262

1
,
274

1
,
284

1
,
292

831

969

1
,
052

1
,
108

1
,
147

1
,
177

1
,
200

1
,
218

1
,
234

1
,
246

646

831

942

1
,
015

1
,
068

1
,
108

1
,
138

1
,
163

1
,
183

1
,
200

this would be a workable solution with a cycle length over
100 seconds. With two lanes on each arterial

,
 the sum of criti-

cal-lane volumes is 1,000 veh/h. This situation would be work-

able at any cycle length between 30 and 120 seconds.
 All other

potentially workable scenarios in Table 19.3 could accommo-
date any cycle length between 30 and 120 seconds as well.

This type of analysis does not yield a final design or
cycle length because it is approximate. But it does give the
traffic engineer a basic idea of where to start. In this case,
providing two lanes on each arterial in the peak direction
appears to be a reasonable solution. Because peaks tend
to be reciprocal (what goes one way in the morning conies
back the opposite way in the evening),

 two lanes would

also be provided for the off-peak directions on each arterial
as well.

The signal timing should then be developed using the
methodology of Chapter 21. The final design and timins
should then be subjected to analysis using the Highway

Table 19.3: Sum of Critical-Lane Volumes (veh/h) for Various Scenarios: Sample Problem

No. of Lanes

on

Arterial 2

Critical-Lane

Volume for

Arterial (veh/h)

No. of Lanes on Arterial I

1 2 3

1

2

3

1
,
100/1 = 1,100

1
,
100/2 = 550

1
,
100/3 = 367

900/1 =900

2
,
000

1
.
450

1
.
267'

900/2 = 450

i
,
550

l
.
OOO1

817'

900/3 = 300

1
,
400

850

667

l

l

iAcceptable lane plan with Vc acceptable at some cycle length.
0
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19.3 INTERSECTION CHANNELIZATION 441

Capacity Manual (see Chapter 24) or some other appropriate
analysis technique.

The number of anticipated phases is, of course, critical

to a general analysis of this type. Suggested criteria for deter-
mining when protected left-tum phases are needed are given
in Chapter 21. Because there is a critical-lane volume for each
signal phase; a four-phase signal involves four critical-lane
volumes, for example.

Exclusive left-tum lanes must be provided whenever a
fully protected left-tum phase is used and is highly desirable
w/hen compound left-tum phasing (protected + permitted or
vice versa) is used

.

19.3 Intersection Channelization

19.3.1  General Principles

Channelization can be provided through the use of painted
markings or by installation of raised channelizing islands.
The AASHTO Policy on Geometric Design of Highways and
Streets [1] gives a number of reasons for considering channel-
ization at an intersection:

. Vehicle paths may be confined so that no more than
two paths cross at any one point.

. The angles at which merging, diverging, or weaving
movements occur may be controlled.

. Pavement area may be reduced, decreasing the ten-
dency to wander and narrowing the area of conflict
between vehicle paths.

. Clearer indications of proper vehicle paths may be
provided.

. Predominant movements may be given priority.

. Areas for pedestrian refuge may be provided.

. Separate storage lanes may be provided to permit
turning vehicles to wait clear of through-traffic lanes.

. Space may be provided for the mounting of traffic
control devices in more visible locations.

. Prohibited tums may be physically controlled.

. Vehicle speeds may be somewhat reduced.

The decision to channelize an intersection depends on a
number of factors

, including the existence of sufficient right-
of-way to accommodate an effective design.

 Factors such as

'etrain
, visibility, demand, and cost also enter into the deci-

sion
. Channelization supplements other control measures but

can sometimes be used to simplify other elements of control.

19.3.2 Some Examples

It is difficult to discuss channelization in tfie abstract. A selec-

tion of examples illustrates the implementation of the principles
noted previously.

Figure 19.1 shows the intersection of a major street
(E-W) with a minor crossroad (N-S). A median island is pro-
vided on the major street. Partial channelization is provided
for the southbound (SB) right turn, and a left-tum lane is pro-
vided for the eastbound (EB) left turn. The two channelized
tums are reciprocal, and the design reflects a situation in
which these two turning movements are significant.

 The

design illustrated minimizes the conflict between SB right
tums and other movements and provides a storage lane for EB
left turns, removing the conflict with EB through movements.
The lack of any channelization for other turning movements
suggests they have light demand. The design does not provide
for a great deal of pedestrian refuge, except for the wide
median on the east leg of the intersection. This suggests that
pedestrian volumes are relatively low at this location; if this is
so, the crosswalk markings are optional. The channelization
at this intersection is appropriate for both an unsignalized and
a signalized intersection.

Figure 19.2 shows a four-leg intersection with similar
tuming movements as in Figure 19.1. In this case, however, the

SB-EB and EB-SB movements are far heavier and require a
more dramatic treatment. Here channelization is used to create

two additional intersections to handle these dominant tums.

Conflicts between the various tuming movements are mini-
mized in this design.

Figure 19.3 is a similar four-leg intersection with far
greater use of channelization. All right tums are channelized,

N

- <

Figure 19.1: A Four-Leg Intersection with Partial Chan-
nelization for SB-EB and EB-SB Movements

0
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I

N

 /- /

n

7777

NO LEFT TURN

Figure 19.2: A Four-Leg Intersection Channelization
for Major SB-EB and EB-SB Movements

N

Figure 193: A Four-Leg Intersection with Full Chan-
nelization of Right Turns

19.

pre
eitl

on!

and both major street left-turning movements have an exclu-
sive left-turn lane. This design addresses a situation in which
turning movements are more dominant. Pedestrian refuge is
provided only on the right-turn channelizing islands, which
may be limited by the physical size of the islands. Again, the

channelization scheme is appropriate for either signalized or
unsignalized control.

Channelization can also be used at locations with sig-
nificant traffic volumes to simplify and reduce the number of
conflicts and to make traffic control simpler and more effec-
tive. Figure 19.4 illustrates such a case.

In this case, a major arterial is fed by two major gener-
ators, perhaps two large shopping centers, on opposite sides
of the roadway. Through movements across the arterial are
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Figure 19.4: Channelization of a Complex Intersection
{Source: Used with permission of Institute of Transportation Engineers, R.P. Kramer, "New Combination of Old Techniques to Rejuvenate
Jammed Suburban Arterials," Strategies to Alleviate Traffic Congestion, Washington DC, 1988.)
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prevented by the channelization scheme as are left turns from
either generator onto the arterial. The channelization allows

only the following movements to take place:

. Through movements on the arterial

. Right-tum movements into either generator

. Left-tum movements into either generator

. Right-tum movements onto the arterial

Double-left-tum lanes on the arterial are provided for

storage and processing of left turns entering either generator.
A wide median is used to nest a double U-turn lane next to the
left-tum lanes. These U-tum lanes allow vehicles to exit either
generator and accomplish either a left-tuming movement
onto the arterial or a through movement into the opposite

generator. In this case, it is highly likely the main intersection
and the U-tum locations would be signalized. However, ail
movements at this complex location could be handled with

two-phase signalization because the channelization design
limits the signal to the control of two conflicting movements
at each of the three locations. The distance between the main

intersection and the U-tum locations must consider the queu-
ing characteristics in the segments between intersections to
avoid spill back and related demand starvation issues. From
these examples, you can see that channelization of intersec-
tions can be a powerful tool to improve both the safety and the
efficiency of intersection operation.

19.3.3 Channelizing Right Turns

When space is available, it is virtually always desirable to
provide a channelized path for right-turning vehicles. This is
especially true at signalized intersections where such channel-
ization accomplishes two major benefits:

. Where "right-turn on red
" regulations are in effect,

channelized right turns minimize the probability of a
right-tuming vehicle or vehicles being stuck behind
a through vehicle in a shared lane.

. Where channelized
, right turns can effectively be

removed from the signalization design because they
would, in most cases, be controlled by a YIELD sign
and would be permitted to move continuously.

The accomplishment of these benefits, however, depends on
»me of the details of the channelization design.

Figure 19.5 shows three different schemes for provid-
ing channelized right turns at an intersection. In Figure 19.5 (a),
a simple channelizing triangle is provided. This design has

limited benefits for two reasons: (1) through vehicles in the
right lane may queue during the 

"red"

 signal phase, blocking
access to the channelized right-tum lan r-and (2) high right-
tum volumes may limit the usefulness of the right-hand lane to
through vehicles during "green" phases.

In the second design, shown in Figure 19.5 (b), acceler-
ation and deceleration lanes are added for the channelized

right turn. If the lengths of the acceleration and deceleration
lanes are sufficient, this design can avoid the problem of
queues blocking access to the channelized right tum.

In the third design. Figure 19.5 (c), a very heavy right-
tum movement can run continuously. A lane drop on the
approach leg and a lane addition to the departure leg provide a
continuous lane and an unopposed path for right-tuming vehi-
cles. This design requires unique situations in which the lane
drop and lane addition are appropriate for the arterials involved.
To be effective, the lane addition on the departure leg cannot be
removed too close to the intersection. It should be carried for at

least several thousand feet before it is dropped, if necessary.
Right-tum channelization can simplify intersection oper-

ations, particularly where the movement is significant. It can
also make signalization more efficient because channelized
right turns, controlled by a YIELD sign, do not require green
time to be served.

19.4 Special Situations
at Intersections

This section deals with four unique intersection situations that
require Stention: (1) intersections with junction angles less than
60° or more than 120°, (2) T-intersections, (3) offset intersec-
tions, and (4) special treatments for heavy left-tum movements.

19.4.1 Intersections at Skewed Angles

Intersections, both signalized and unsignalized, work best
when (he angle of the intersection is 90°

. Sight distances are
easier todefine, and drivers tend to expect intersections at right
angles. Nevertheless, in many situations the intersection angle
is not 90°. Such angles may present special challenges to the
traffic engineer, particularly when they are less than 60° or
more don 120°

. These occur relatively infrequently. Drivers
are generally less familiar with their special characteristics,
particularly vis-a-vis sight lines and distances.

Skewed-angled intersections are particularly hazardous
when uncontrolled and combined with high intersection-
approacb speeds. Such cases generally occur in rural areas

I
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. No acceleration or deceleration

lanes.

. Problem; queued vehicles may
block access to right-tum lane.

YIELD

(a) Simple Channelized Right Turn

. "D" should be long enough to
encompass the longest expected
queue plus one vehicle.

. Li allows right-turning vehicles
to decelerate.

. L
a allows right-turning vehicles

to accelerate.

I
I
I
i

i

1/

\
YIELD

i

(b) Channelled Right Turn with
Acceleration and Deceleration Lanes

. Generally requires a RT demand
of 500 veh/h or more.

V/

Right Lane Must
Turn Right

(c) Channelized Right Turn with Lane
Drop and Lane Addition

Figure 193: Three Ways to Channelize a Right Turn

and involve primary state and/or county routes. The situation
illustrated in Figure 19.6 provides an example.

The example is a rural junction of two-lane, high-speed
arterials. Routes 160 and 190. Given relatively gentle terrain,
low volumes, and the rural setting, speed limits of 50 mi/h
are in effect on both facilities. Figure 19.6 also illustrates the
two movements representing a hazard. The conflict between
the WB movement on Route 160 and the EB movement

on Route 190 is a significant safety hazard. At the junction
shown, both roadways have similar designs. Thus there is

no visual cue to the driver indicating which route has pre
'

cedence or right-of-way. Given that signalization is rarel)
justifiable in low-volume rural settings, other means musi
be considered to improve the safety of operations at tltf
intersection.

The most direct means of improving the situation is10
change the alignment of the intersection, making it clear whid1
of the routes has the right-of-way. Figure 19.7 illustrates the

two possible realignments. In the first case.
 Route 190 is gi "
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Routes 160/190 Route 190

t
N

Route 160

Figure 19.6: A Skewed-Angle Rural Intersection

1
i

of Route 160 must go through a 90° intersection to complete
their maneuver. In the second case. Route 160 is dominant,
and those arriving or departing on the east leg of Route 190 go
through the 90

° intersection. In either case, the 90° intersection

would be controlled using a STOP sign to clearly designate
right-of-way. . .

Although basic realignment is the best solution for high-
speed odd-angle intersections, it requires that right-of-way be
available to implement the change. Even in a rural setting, suf-

ficient right-of-way to realign the intersection may not always
be available. Other solutions can also be considered. Channel-
ization can be used to better define the intersection movements,

and control devices can be used to designate right-of-way.
Figure 19.8 shows another potential design that requires less

right-of-way than full realignment. \ 6
*

0

In this case, only the WB movement on Route iO  was
realigned. Although this would still require some right-of-way,
the amount needed is substantially less than for full realign-
ment. Additional chan eli tion is i)rovided to separate EB
movements on Routes iSo and IwPIn addition to the regula-
tory signs indicated in Figure 19.8, warning and directional
guide signs would be placed on all approaches to the intprsec-
tion. In this solution, the WB left turn from Route 109 mtist!be

prohibited; an alternative route would have to be provided and
appropriate guide signs designed and placed.

The junction illustrated is, in essence, a three-leg inter-
section. Skewed-angle four-leg intersections also occur in
rural, suburban, and urban settings and present similar prob-
lems. Again, total realignment of such intersections is the most
desirable solution. Figure 19.9 shows an intersection and the
potential realignments that would eliminate the odd-angle
junction. Where a four-leg intersection is involved, however,
the realignment solution creates two separate intersections.

Depending on volumes and the general traffic environment of
the intersection, the realignments proposed in Figure 19.

9

could result in signalized or unsignalized intersections.
In urban and suburban settings, where right-of-way is a

significant impediment to realigning intersection, signalization
of the odd-angle intersection can be combined with channel-
ization to achieve safe and efficient operations. Channelized
right turns would be provided for acute-angle turns,

 and left-

turn lanes (and signalization) would be provided as needed.

In extreme cases, where volumes and approach speeds
present hazards that cannot be'

ameliorated through normal traf-
fic engineering measures, consideration may be given to pro-
viding a full or partial interchange with the two main roadways
grade-separated. Providing grade separation would also involve
some expansion of the traveled way, and overpasses in some
suburban and urban surroundings may involve visual pollution
and/or other negative environmental impacts.

Routes 160/190 Route 190 Routes 160/190 Route 190

t

3

1

i

I

STOP

.
STOP

Route 160
Route 160

Figure 19.7: Potential Realignment for Rural Intersection

I



440 CHAPTER 19 ELEMENTS OF INTERSECTION DESIGN AND LAYOUT

Routes 106/109

STOP

I

|No Left Turn

Route 109

Right Lane Must
Turn Right

Route 106

r
ONLY

Figure 19.8: An Alternative Solution Using Channelization

19.4.2 T-lntersections: Opportunities
for Creativity

In many ways, T-intersections are far simpler than traditional
four-leg intersections. The typical four-leg intersection con-
tains 12 vehicular movements and 4 crossing pedestrian move-
ments. At a T-intersection, only six vehicular movements exist
and there are only three crossing pedestrian movements. These
are illustrated in Figure 19.10.

Note that in the set of T-intersection vehicular move-

ments, there is only one opposed left turn-the WB left-timi
movement in this case. Because of this

,
 conflicts are easier to

manage, and signalization, when necessary, is easier to address.
Control options include all generally applicable alterna-

tives for intersection control:

. Uncontrolled (warning and guide signs only)

. STOP or YIELD control

. Signal control

(a) Original Odd-Angle
Intersection

(b) Realignment #1

(c) Realignment #2

Figure 19.9: Realignment of Four-Leg Odd-Angle Intersections
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r

tr

N

Figure 19.10: Simple T-Intersection Illustrated

The intersection shown in Figure 19.10 has one lane
for each approach. There are no channelized movements or
left-turn lanes. If visibility is not appropriate for uncontrolled
operation under basic rules of the road, then the options of
STOP/YIELD control or signalization must be considered.
The normal warrants would apply.

The T-intersection form, however, presents some rela-
tively unique characteristics that influence how control is
applied. STOP-control is usually applied to the stem of the

T-intersection, although it is possible to apply two-way
STOP control to the cross street if movements into and out
of the stem dominate.

If needed, the form of signalization applied to the inter-
section of Figure 19.10 depends entirely on the need to pro-
tect the (WB) opposed left turn. A protected phase is
normally suggested if the left-turn volume exceeds 200 veh/h
or the cross-product of the-leftHjim volume and the opposing
volume per lane exceeds 50,000. Jf left-turn protection is not
needed, a simple two-phase signal plan is used. If the
opposed left-turn must be protected and there is no left-turn
lane available (as in Figure 19.10), a three-phase plan must
be used. Figure 19.11 illustrates the possible signal plans for
the T-intersection of Figure 19.10. The three-phase plan is
relatively inefficient because a separate phase is needed for
each of the three approaches.

Where a protected left-turn phase is desirable, the addi-
tion of an exclusive left-turn lane would simplify the signal-
ization

. Channelization and some additional right-of-way
would be required to do this. Channelization can also be
applied in other ways to simplify the overall operation and
control of the intersection. Channelizing islands can be used
to create separated right-turn paths for vehicles entering and
leaving the stem via right turns.

 Such movements would be

YIELD-controlled
, regardless of the primary form of inter-

action control
.

>7-

T-

.

 *- Y
(a) A Two-Phase Signal Plan for the T-Intersection of

Figure 19.10 (Permitted Left Turns)

(b) A Three-Phase Signal Plan for the T-Intersection of
Figure 19.10 (Protected Left Turns)

Figure 19.11: Signalization Options for the T-Intersection
of Figure 19.10

Figure 19.12 shows a T-intersection in which a left-
turn lane is provided for the opposed left turn. Right turns are
also channelized. Assuming that a signal with a protected left
turn is needed at this location, the signal plan shown could be
implemented. This plan is far more efficient than that of
Figure 19.11 because EB and WB through flows can move
simultaneously. Right turns move more or less continuously
through the YIELD-controlled channelized turning road-
ways. The potential for queues to block access to the right-
turn roadways, however, should be considered in timing the
signal.

Right turns can be completely eliminated from the signal
plan if volumes are sufficient to allow lane drops or additions
for the right-turning movements, as illustrated in Figure 19.13,

Right turns into and out of the stem of the T-intersection
become continuous movements.

19.4.3 Offset intersections

One of the traffic engineer's most difficult problems is the safe
operation of high-volume offset intersections. Figure 19.

14

illustrates such an intersection with a modest right offset.
 In

the case illustrated
, the driver needs more sight distance (when

compared with a perfecdy aligned 90° intersection) to observe
vehicles approaching from the right. The obstruction caused
by the building becomes a more serious problem because of
this. In addition to sight-distance problems,

 the offset intersec-

tion distorts the normal trajectory of all movements, creating
accident risks that do not exist at aligned intersections.

0
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"3

N

(a) A Channelized T-Intersection

(b) Signal Plan with Protected Left Turn and YIELD-Controlled Right Turns

Figure 19.12: A Channelized T-Intersection with Improved Signalization

Offset intersections are rarely consciously designed.
They are necessitated by a variety of situations, generally
involving long-standing historic development patterns.
Figure 19.15 illustrates a relatively common situation in
which offset intersections occur.

In many older urban or suburban developments, zon-
ing and other regulations were (and in some cases, still are)
not particularly stringent. Additional development was con-
sidered to be an economic benefit because it added to the

property tax base of the community involved. Firm control
over the specific design of subdivision developments,

therefore, is not always exercised by zoning boards and
authorities.

The situation depicted in Figure 19.
15 occurs when

Developer A obtains the land" to the south of a major arterial
and lays out a circulation system that will maximize the
number of building lots that can be accommodated on the
parcel. At a later time. Developer B obtains the rights to

3
_

z:

Figure 19.13: T-Intcrsection and Signal Plan with Right-Turn Lane Drops and Lane Additions
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mm
mm m imyii   ? i mm

Figure 19.14: Offset Intersection with Sight Distance and Trajectory Problems

: . i

land north of the same arterial. Again, an internial layout
that provides the maximum number of development parcels
is selected. Without a strong planning board or other
oversight group requiring it, there is no guarantee that
opposing local streets will 

"

line up." Offsets can and do
occur frequently in such circumstances. In urban and subur-
ban environments, it is rarely possible to acquire sufficient
right-of-way to realign the intersections; therefore, other
approaches to control and operation of such intersections
must be considered.

Two major operational problems are posed by a
right-offset intersection, as illustrated in Figure 19.16. In
Figure 19.16 (a), the left-turn trajectories from the offset
legs involve a high level of hazard. Unlike the situation with

an aligned intersection, a vehicle turning left from either
offset leg is in conflict with the opposing through vehicle
almost immediately after crossing the STOP line. To avoid
this conflict, left-tuming vehicles must bear right as if they
were going to go through to the opposite leg, beginning
their left turns only when they are approximately halfway
through the intersection. This, of course, is not a natural
movement, and a high incidence of left-turn accidents often
result at such intersections.

In Figure 19.16 (b), the hazard to pedestrians crossing
the aligned roadway is highlighted. Two paths are possible,
and both are reasonably intuitive for pedestrians: They can
cross from corner to comer, following an angled crossing path,
or they can cross perpendicularly. The latter places one end of

t
N

Figure 19.15: A Common Situation for Offset Intersections

J
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(a) Left-Turn Trajectory Problems Illustrated

A

(b) Pedestrian Path Problems Illustrated

Figure 19.16: Special Problems at Offset Intersections

their crossing away from the street comer. Perpendicular
crossings, however, minimize the crossing time and distance.
However, right-tuming vehicles encounter the pedestrian
conflict at an unexpected location, after they have virtually
completed their right turn. Diagonal crossings increase the
exposure of pedestrians, but conflicts with right-tuming vehi-
cles are closer to the normal location.

Yet another special hazard at offset intersections, not
clearly illustrated by Figure 19.16, is the heightened risk of
sideswipe accidents as vehicles cross between the offset
legs. Because the required angular path is not necessarily
obvious, more vehicles will stray from their lane during the
crossing.

There are, however, remedies that will minimize these

additional hazards. Where the intersection is signalized, the
left-tum conflict can be eliminated through the use of a
fully protected left-tum phase in the direction of the offset.
In this case, the left-tuming vehicles will not be entering
the intersection area at the same time as die opposing
through vehicles. This requires, however, that one of the
existing lanes be designated an exclusive turning lane or

that a left-turn lane can be added to each offset leg. If this is
not possible, a more extreme remedy is to provide each of

the offset legs with an exclusive signal phase. Although this
separates the left-tuming vehicles from the opposing flows

it is an inefficient signal plan and can lead to four-phase

signalization if left-tum phases are needed on the aligned
arterial.

For pedestrian safety, it is absolutely necessary that the
traffic engineer clearly designate the intended path they are to
take. This is done through proper use of markings, signs, and
pedestrian signals, as shown in Figure 19.17.

Crosswalk locations influence the location of ST0P-
lines and the position of pedestrian signals, which must be

located in the line of sight (which is the walking path) of
pedestrians. Vehicular signal timing is also influenced by the
crossing paths implemented. Where perpendicular crossings
are used, the distance between STOP-lines on the aligned
street can be considerably longer than for diagonal crossings.

3

i i

7
Pedestrian

Signals

(a) Maricings for Perpendicular Pedestrian Crossings

i

(b) Markings for Diagonal Pedestrian Crossings

Figure 19.17: Signing, Markings, and Pedestrian Signals
for a Right-Offset Intersection
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j is increases the length of the all-red interval for the
Signed street and adds lost time to die signal cycle.

In extreme cases, where enforcement of perpendicular
crossings becomes difficult, barriers can be placed at normal
street comer locations, preventing pedestrians from entering
the street at an inappropriate or unintended location.

To help vehicles follow appropriate paths through the off-
set intersection, dashed lane and centerline markings through
the intersection may be added, as illustrated in Figure 19.18.
Xhe extended centerhne marking would be yellow, and the lane
lines would be white.

Left-offset intersections share some of the same prob-
lems as right-offset intersections. The left-turn interaction
with the opposing through flow is not as critical, however.
The pedestrian-right-turn interaction is different but poten-
tially just as serious. Figure 19.19 illustrates.

The left-turn trajectory through the offset intersection
is still quite different from an aligned intersection, but the
left-turn movement does not thrust the vehicle immediately
into the path of the oncoming through movement, as in a
right-offset intersection. Sideswipe accidents are still a risk,
and extended lane marlTings would be used to minimize
this risk.

At a left-offset intersection, the diagonal pedestrian
path is more difficult because it brings the pedestrian into
immediate conflict with right-turning vehicles more quickly
than at an aligned intersection. For this reason, diagonal
crossings are generally not recommended at left-offset inter-
sections. The signing, marking, and signalization of perpen-
dicular pedestrian crossings" is similar to that used at a

right-offset intersection.
When at all possible, offset intosections should be avoided.

If sufficient right-of-way is available, basic realignment should

j
i

/   ' /
/   ' /
/   ' /
/   ' /
/   ' /

' /
I
I

I

I

I

1

Figure 19.18: Dashed Lane and Centerline Through an
Offset Intersection

*

Figure 19.19: Conflicts at a Left-Offset Intersection

be seriously considered. When confronted with such a situa-
tion, however, the traffic engineering approaches discussed
here can ameliorate some of the fundamental concerns associ-

ated with onset alignments. The traffic engineer should recog-
nize that many of these measures will negatively affect capacity
of the approachies due to the additional signal phases and longer
lost times often involved. This is, however, a necessary price
paid to optimize safety of intersection operation.

19.4.4 Special Treatments for Heavy
Left-Turn Movements

Some of the most difficult intersection problems to solve involve
heavy left-turu movements on major arterials. Accommodating
such turns usually requires the addition of protected left-turn
phasing, which often reduces the effective capacity to handle
through movements. In some cases, adding an exclusive left-
turn phase or phases is not practical, given the associated losses
in through capacity.

Alternative treatments must be sought to handle such
left-tum movements, with the objective of maintaining two-
phase signalization at the intersection. Several design and
control treatments are possible, including:

. Prohibition of left turns

. Provision of jug-handles

. Provision of at-grade loops and diamond ramps

. Provision of a continuous-flow intersection

. Provision of U-tum treatments

Prohibition of left turns is rarely a practical option for a
heavy left-turn demand. Alternative paths would be needed to
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Figure 19.20: Jug-Handle Design for Left-Turning
Vehicles

accommodate the demand for this movement, and diversion

of a heavy flow onto an 
"around-the-block" or similar path

often creates problems elsewhere.
Figure 19.20 illustrates the use of jug-handles for

handling left turns. In effect, left-turners enter a surface
ramp on the right, executing a left turn onto the cross street.
The jug-handle may also handle right-turn movements. The
design creates two. new intersections. Depending on volumes,
these may require signalization or could be controlled with
STOP signs. In either case, queuing between the main inter-
section and die two new intersections is a critical issue. Queues

N

;
-

Figure 1921: Surface Loon Ramp Design for Left
Turns

should not block egress from either of the jug-handle lanes.

The provision of jug-handles also requires sufficient righi-
of-way available to accommodate the solution.

 In some

extreme cases, existing local streets may be used to form a
jug-handle pattern.

Figure 19.21 illustrates the use of surface loop ramps to
handle heavy left-turning movements at an arterial intersection.
These are generally combined with surface diamond ramps to

New intersection
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Path of LT

vehicles

>Z/

/

z

r

4vt
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Figure 19.22: A Continuous Flow Intersection
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handle right turns from the cross street, thus avoiding the con-
flict between normal right turns and the loop ramp movements
0n the arterial. Once again, queuing could become a problem if
left-turning vehicles back up along the loop ramp far enough to
gffect the flow of vehicles that can enter the loop ramp. This

option also consumes considerable right-of-way and may be
difficult to implement in high-density environments.

Figure 19.22 illustrates a continuous-flow intersection,
a relatively novel design approach developed during the late
1980s and early 1990s. The continuous-flow intersection [6]
takes a single intersection with complex multiphase signaliza-
ijon and separates it into two. intersections, each of which can
be operated with a two-phase signal and coordinated. At the
new intersection, located upstream of the left-turn location,
left-turning vehicles are essentially transferred to a separate

roadway on the left side of the arterial. At the main intersec-

tion, the left turns can then be made without a protected
phase, regardless of the demand level. The design requires
sufficient right-of-way on one side of the arterial to create the
new left-turn roadway and a median that is wide enough to
provide one or two left-turning lanes at the new intersection.
Queuing from the main intersection can become a problem if
left-turning vehicles are blocked from entering the left-turn
lane(s) at the new upstream intersection.

Although a few continuous-flow intersections have
been built, they have not seen the widespread use that was
originally anticipated. In most cases, right-of-way restrictions
make this solution somewhat impractical.

As a last resort, left turns may be handled in a variety
of ways as U-turn movements. Figure 19.23 illustrates four

4

(a) Left lurns handled as U-turns on     (b) Left turns handled as U-turns on
the primary arterial. .       the cross street.

(c) Left turns handled as U-tums using a right-side U-tum roadway.

(d) Left turns handled as U-tums using a left-side U-tum roadway.

Figure 19.23: Left Turn Options Handled as U-Tums
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potential designs for doing this. In Figure 19.23 (a), left-
turning vehicles go through the intersection and make a
U-tum through a wide median downstream. The distance

between the U-tum location and the main intersection must

be sufficient to avoid blockage by queued vehicles and must
provide sufficient distance for drivers to execute the
required number of lane changes to get from the median lane
to right lane. In Figure 19.23 (b), left-turning vehicles turn
right at the main intersection, then execute a U-tum on the
cross street. Queuing and lane-changing requirements are
similar to those described for Figure 19.23 (a). Where medi-
ans are narrow, the U-tum paths of (a) and (b) cannot be
provided. Figures 19.23 (c) and (d) use U-tum roadways
built to the right and left sides of the arterial (respectively)
to accommodate left-tuming movements. These options
require additional right-of-way.

The safe and efficient accommodation of heavy left-tum
movements on arterials often requires creative approaches that
combine both design and control elements. The examples
shown here are intended to be illustrations, not a complete
review of all possible alternatives.

19.5 Street Hardware for

Signalized intersections

In Chapter 4, the basic requirements for display of signal faces
at a signalized intersection were discussed in detail. These are
the key specifications:

. A minimum of two signal faces should be visible to
each primary movement in the intersection.

. All signal faces should be placed within a horizontal
20° angle around the centerline of the intersection
approach (including exclusive left- and/or right-turn
lanes).

. All signal faces should be placed at mounting heights
in conformance with MUTCD standards, as presented
in Figure 4.20 of Chapter 4.

The proper location of signal heads is a key element of inter-
section design and critical to maximizing observance of traffic
signals.

Three general types of signal-head mountings can be used
alone or in combination to achieve the appropriate location of
signal heads: post-mounting, mast-arm mounting, and span-wire
mounting.

Figure 19.24 illustrates post-mounting. The signal head
can be oriented either vertically or horizontally, as shown
Post-mounted signals are located on each street comer

A post-mounted signal head generally has two faces, oriented
such that a driver sees two faces located on each of the far

intersection comers. Because they are located on streei

Terminal comparlment
(optional)--

Jo
o

n
-

v-

O
o
o

Terminal compartment \
(optional) \

Slipfitter

Post-top mounting

3

Metal strap
or band

0
0

Post-side mounting

111

Vertical face

.

 side mount
Horizontal face

side mount

(a) Post-mounting alternatives

f -i

(b) Standard post-mounting locations

Figure 19.24: Post-Mounting of Signal Heads
{Source: Used with permission of Prentice-Hail Inc, Kell, J-
and Fullerton

, I., Manual of Traffic Signal Design, 2nd Edition,
1991. p. 44.)
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Rise-O.SOinchTjg
per foot iiO

i
fKJ

onu

2' min.

5' or more

desired

Roadway

Signal head mounting
15' to 19'

2' min.

5' or more .

desired

Anchor

bolts

t
. i
 .

xx»«xx

Conduit

Concrete base Concrete base'

(a) Mast-arm assemblies

I Potential
,}> supplemental

heads

I Potential
4 supplemental

heads

(b) Typical mast-arm locations

Figure 19.25: Mast-Arm Mounting of Signal Heads
(Source: Used with permission of Prentice-Hall Inc, Kell, J. and Fullerton, I., Manual of Traffic Signal Design, 2nd Edition, 1991, p. 57.)

comers
, care must be taken to ensure that post-mounted

signals fall within the required 20° angle of the approach
centerline

. Post-mounted signals are often inappropriate for
use at intersections with narrow streets because street comers

in such circumstance lie outside of the visibility requirement.

Figure 19.25 illustrates mast-arm mounting of signal
heads

. Typically, the mast arm is perpendicular to the inter-
section approach. They are located so that drivers are looking
at a signal face or faces on the far side of the intersection.

Mast arms can be long enough to accommodate two signal

heads, but they are rarely used for more than two signal
heads.

Figure 19.26 shows two typical mast-arm signal
installations. The first (a) shows mast-arm signals at a
four-leg intersection, with the mast-arm oriented perpendi-
cular to the direction of traffic. Note that the mast-arm

signal heads are supplemented by a post-mounted signal in
the gore of the four-leg intersection. The second (b) repre-
sents a very efficient scheme for mounting signal heads at
a simple intersection of two two-lane streets.

 Two mast

J
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i

v. i

-mi

(a) Mast-Arm Mounted Signals at a Y-Intersection

ft

 1

(b) Mast-Arm Mounted Signals at the Intersection
ofTwo2-Lane Streets

Figure 19.26: Two Examples of Mast-Arm Mounted Signals

arms are used, each extending diagonally across the inter-
section. Only two signal heads are used, each with a full
four faces. In this way, using only two signal heads, all
movements have two signal faces displaying the same
signal interval.

In the case of both post-mounted and mast-arm-mounted
signal heads, power lines are carried to the signal head within
the hollow stmcture of the post or mast arm.

The most common method for mounting signal heads
is span wire because it is the most flexible and can be used
in a variety of configurations. Figure 19.27 shows four basic
configurations in which span wires can be used. The first is
a single diagonal span wire between two intersection cor-
ners. The span wire allows the installation of a number of

signal heads, each having between one and three faces.
depending on the exact location. Such installations are gen-
erally supplemented by post-mounted signals on the two
other intersection comers. The second installation illustrated
is a "box" design. Four span wires are installed across each
intersection leg. Signal heads are oriented much in the same
way as with mast arms. Most signal heads have a single face
and are visible from the far side of the intersection. The third

example is a "modified box," in which the box is suspended
over the middle of the intersection. This is done to accom-

plish signal-face locations that are more visible and more

clearly aligned with specific lanes of each intersection

approach. The final example of Figure 19.27 is a 
"lazy Z

pattern in which the primary span wire is anchored on

r
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?"' *~

-< -o

Supplemental
i signal
; locations
O->

t 4

Simple two-pole span with left-turn display     Simple box span with left-turn display

-J
T

f Supplemental
-f*- signal
T locations

x Pedestrian
"blind-

points

Typical Z-spanModified box span

Figure 19.27: Span-Wire Mounting of Signal Heads .
| (Source: Used with permission of Prentice-Hall Inc, Kell, J. and Fullerton, I., Manual of Traffic Signal Design, 2nd Edition, 1991, pp. 51 -53.)

opposing medians. This latter design is possible only where
opposite medians exist.

Span wire allows the traffic engineer to place signal
faces in ailmost any desired position and is often used at com-
plex intersections where a signal face for each entering lane is
desired

.

Figure 19.28 illustrates how signal heads are anchored
on span wires. In general, the main cable supports each
signal head from above. Signal heads so mounted can and
do sway in the wind.

 Where wind is excessive or where the

«act orientation of the signal face is important,
 a tether

wire may be attached to the bottom of the signal head
'or restraint

. This is most important where Polaroid signal

lenses are used. These lenses are visible only when viewed
from a designated angle. They are often used at closely
spaced signalized intersections, where the traffic engineer
uses them to prevent drivers from reacting to the next
downstream signal.

Figure 19.29 illustrates how power is supplied to a
span-wire mounted signal head. A shielded power cable is
wrapped around the primary support wire and connected to
each signal head.

Figure 19.30 shows a typical field installation of span-
wire mounted signals. In this case, a single span wire supports
six signal heads that are sufficient to control all movements,

including a left-turn phase on the major street.
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Sag distance-5% of span*
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Concrete base

Figure 19.28: Use of Span Wire and Tether Wire Illustrated
{Source: Used with permissionof Prentice-Hall Inc, Kell, J. and Fullerton, I., Manual of Traffic Signal Design, 2nd Edition, 1991.)
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Figure 19.29: Providing Power to Span-Mounted Signals
(Source: Used with permission <rfPtentice-Hall Inc, Kell, J. and Fullerton, I., Manual of Traffic Signal Design, 2nd Edition, 1991.)
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Figure 1930: A Typical Span-Wire Signal Installation

0

Using the three signal mounting options (post mounted,
mast-arm mounted, span-wire mounted), either alone Or in
combination, the traffic engineer can satisfy all of the posting
requirements of the MUTCD and present drivers with clear
and unambiguous operating instructions. Achieving this goal
is critical to ensuring safe and efficient operations at signal-
ized intersections.

19.6 Closing Comments

This chapter has provided an overview of several important
elements of .intersections design. It is not intended to be
exhaustive

, and we encourage you to consult standard refer-
ences for additional relevant topics and detail.
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Problems

19-1-19-2. Each of the sets of demands shown in

Figures 19.31 and 19.32 represent the forecast flows
(already adjusted for peak hour factor) expected at new
intersections that are created as a result of large new
developments. Assume that each intersection will be
signalized. In each case, propose a design for the inter-
section, including a detailing of where and how signal
heads would be located.
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CHAPTER

Basic Principles
of Intersection

Signalization

u

Mln Chapter 18, various options for intersection control were
presented and discussed;jWarrants for implementation of traf-
fic control signals at an intersection, presented in the Manual
on Uniform Traffic Control Devices [/], provide general and
specific criteria for selection of an appropriate form of inter-

section control, t many intersections, .the combination of
traffic volumes, potential conflicts, overall safety of opera-
lion, efficiency of operation, and driver convenience lead to a
decision to install traffic control signals.

The operation of signalized intersections is often com-
plex, involving competing vehicular and pedestrian move-
ments. Appropriate methodologies for design and timing of
signals and for the operational analysis of signalized intersec-
tions require the behavior of drivers and pedestrians at a
signalized intersection to be modeled in a form that can be
easily manipulated and optimized. This chapter discusses
ipme of the fundamental operational characteristics at a
signalized intersection and the ways in which they may be
effectively modeled.

(in Chapter 21, these principles are applied to a signal-
led intersection design and timing process for pretimedjsig-
"als

. In Chapter TTand 2j|}they are augmented and combined
i!1,o overall models of signalized intersection operations. The

particular model presented in Chapter 24 is that of the
Highway Capacity Manual [2].

[This chapter focuses on four critical aspects of signal-
ized intersection operation:

1
. Discharge headways, saturation flow rates,

 and lost

times

2
. Allocation of time and the critical-lane concept

3
. The concept of left-turn equivalency

':

  
x 4. Delay as a measure of service quality

 ,
' MQther aspect )of signalized intersection operation are

also important, and the Highway Capacity Manual analysis
model addresses many of them. These four, however, are cen-

tral to understanding traific behavioral signalized intersections
and are highlighted here.

20.1 Terms and Definitions J
Traific signals are complex devices that can operate in a variety
of different modes. A number of key terms and definitions should
be understood before ursum a more(§ubs tive)discussion.

461



462 CHAPTER 20  BASIC PRINCIPLES OF INTERSECTION SIGNALIZATION

20.1.1  Components of a Signal Cycle 

The following terms describe portions and subportions of a
signal cycle. The most fundamental unit in signal design and
timing is the cycle, as defined here.

1
. (Cycle. A signal cycle is one complete rotation through

all of the indications provided. In general, every legal
vehicular movement receives a "green

" indication

during each cycle, although there are some exceptions
to this ruleA

Note that for a given movement or set of move-

ments, the "red"

 signal is present during both the
clearance (all red) and red intervals. y(4  Phase. A signal phase consists of a green interval

plus the change and clearance intervals that follow
it. It is a set of intervals that allows a designated
movement or set of movements to flow and to be

safely(fiaited)before release of a conflicting set of

10 mis ruie. j /     
2

. (Cyc/e/eng//i. The cycle length is the time (in seconds) Types Of Signal Operation
that it takes to complete one full cycle of indications.
It is given the symbol "C." 

X

3
. (interval. The interval is a period of time during

which no signal indication changes. It is the smallest
unit of time described within a signal cycle. There
are several types of intervals within a signal cyclei)

/
The traffic signals at an individual intersection can operate on
a pretimed basis or may be partially or fully actuated by arriv-
ing vehicles or pedestrians sensed by detectors.

20.

In 1
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Change interval. The change interval is the
"yellow

" indication for a given movement It is
part of the transition from 

"

green
" to "red," jn

which movements about to lose "green
"

 are given
a "yellow

" signal while all other movements have
a "red" signal. It is timed to allow a vehicle that
cannot safely stop when the 

"

green
" is withdrawn

to enter the intersection legally. The change inter-
val is given the symbol 

"

y" for inovement(s) L

(J)  Clearance interval. The clearance interval is also
part of the transition from 

"

green
" to "red" for a

given set of movements. During the clearance
interval, all movements have a "red" signal. It is
timed to allow a vehicle that legally enters the
intersection on 'yellow" to safely cross the inter-
section before conflicting flows are released. The
clearance interval is given the symbol 

"

ar
" (for

"all red") for movement(s) i. /
(1 )Green interval. Each movement has one green"'

interval during the signal cycle. During a green
interval, the movements permitted have a "green"
light while all other movements have a "red" light.
The green interval is given the symbol "G" for

movement(s) f. J
d

.
 Red interval. Each movement has a red interval dur-

ing the signal cycle. All movements not permitted
have a "red" light while those permitted to move
have a "green" light In general, the red interval
overiaps the green, yellow, and all red intervals for
all other movements in the intersection. The red

interval is given the symbol   " for movements) /.

I. ( retimed operatiorb In pretimed operation, the cycle
length, phase sequence, and timing of each interval

ar constam Each cycle of the signal follows the
same predetermined plan. Modem signal controllers
allow different pretimed settings to be established.

An internal clock is used to activate the appropriate
timing for each defined time period. In such cases, it

is typical to have at least an am peak, a pm peak, and
an off-peak signal timing.

/ 2. (Semi-actuated operation  In semi-actuated opera-
tion, detectors are placed on the minor apprGach(es)
to the intersection: there are no detectors on the

(fmajor street The light is green for the major street ai
all times except when a "call" or actuation is noted

on one of the minor approaches. Then, subject to
limitations such as a minimum major-street green.
the green is transferred to the minor street. The green
returns to the major street when the maximum
minor-street green is reached or when the detector
senses there is no further demand on the minor street

Semi-actuated operation is often used where the
primary reason for signalization is "interruption ot
continuous traffic," as discussed in Chapter 18.

/ 3. Full actuated operation. In full actuated operation.
every lane of every approach must be monitored by a
detecto  Green time is allocated in accordance
information from detectors and programmed "rule5
established in the controller for capturing and retain-

ing the green. In full actuated operation,
 the cycle

length, sequence of phases, and green time split ma}
vary from cycle to cycle. (iQhapter22 presents mo
detailed descriptions of actuated signal operation
along with a methodology for timing such signal
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In most urban and suburban settings, signalized intersections
along arterials and in arterial networks are close enough to
),ave a significant impact on adjacent signalized intersection
operations. In such cases, it is common to coordinate signals
into a signal system. When coordinated, such systems attempt
to keep vehicles moving through sequences of individual sig-
nalized intersections without stopping for as long as possible.
This is done by controlling the 

"offsets" between adjacent-
sreen signals; that is, the green at a downstream signal initi-
ates "

x
" seconds after its immediate upstream neighbor.

Coordinated signal systems must operate on a common cycle
length because offsets cannot be maintained from cycle to
cycle if cycle lengths vary at each intersection. oordinatiotP
is provided using a variety of technologies:

(\) Master controllers. A "master controller" provides a
linkage between a limited set of signals. Most such
controllers can connect from 20 to 30 signals along
an arterial or in a network. The master controller

provides fixed settings for each offset between con-
nected signals. Settings can be changed for defined
periods of the day.

2
. ) Computer control. In a computer-controlled system,

the computer acts as a 
"

supersized
" master con-

troller, coordinating the timings of a large number
(hundreds) of signals. The computer selects or calcu-
lates an optimal coordination plan based on input
from detectors placed throughout the system. In gen-
eral, such selections are made only once in advance
of an am or PM peak period. The nature of a system
transition from one timing plan to another is suffi-
ciently ismptiVc to be avoided during peak-demand
periods in a traditional system. Individual signals in
a computer-controlled system generally operate in
the pretimed mode.

3
. ( daptWe)trqffic control systems (ATCS). Since the

early 1990s, there has been rapid development and
implementation of "adaptive" traffic control sys-
tems. In such systems, both individual intersection
signal timings and offsets are continually modified
in real time based on advanced detection system
inputs. In many cases, such systems use actuated
controllers at individual intersections. Even though
the system still requires a fixed cycle length (which
can be changed periodically based on detector
input), the allocation of green within a fixed cycle
length has been found to be useful in reducing delay
and travel times. A criticaTparj of adaptive traffic
control systems is the underlying logic of software
used to monitor the system and continually update

timing patterns. A number of software systems are
in use, and the list of products is increasing each
year. Some of the more popular systems ( Iri 2009

Qnc
"

lude)SCOOT (Split Cycle Offset Optimization
Technique), SCATS (Sydney Coordinated Adaptive
Traffic System), RHODES (Real-Time Hierarchical

Optimized Distributed Effective System),
 OPAC

(Optimization Policies for Adaptive Control), and
ACS-Lite (Adaptive Control System-Lite).

 In

addition to the standard features of signal coordina-
tion, such systems usually also incorporate other
features

, such as bus priority, emergency vehicle
priority, traffic gating, and incident detection.

(TabteZOJ ummarizes the various types of individual
signal controllers with key characteristics and guidelines on
their most common uses.

Dramatic changes have occurred in the use of traffic
signal control technology over the past two decades. Before
1990, all coordinated traffic signal systems on arterials and in
networks used pretimed signal controllers exclusively. Today,

actuated controllers are regularly coordinated, although, as
shown in Table 20.1, they lose one of their principal variable
features: cycle length. To coordinate signals, cycle lengths
must be common during any given time period,

 so that the

offset between the initiation of green at an upstream intersec-
tion and the adjacent downstream intersection is constant for
every cycle. Pretimed signals, because they are the cheapest
to implement and maintain, are still a popular choice where
demands are relatively constant throughout major periods of
the day. Where demand levels (and relative demands for vari-
ous movements) vary significantly during all times of the day,

actuated signals are the most likely choice for use. Even when
coordinated and using a constant cycle length,

 the allocation

of green times among the defined phases can significantly
reduce delay.

r
20.1.3 Treatment of Left Turns

(and R|gfitl\jms

 The modehng of signalized intersection operation would be
straightforward if left turns did not exist.j|Left turns at a sig-
nalized intersection can be handled in one of three ways: 

Permitted left turns. A "permitted" left turn movement
is one that is made across an opposing flow of vehi-
cles. The driver is permitted to cross through the
opposing flow but must select an appropriate gap in
the opposing traffic stream through which to turn.
This is the most common form of left-turn phasing at

I
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'able20.1:j Signal Controllers and Types of Intersection Control

Type of
Operation

Pretimed Actuated

Isolated Coordinated Semi-Actuated Fully Actuated Coordinated

Fixed Cycle
Length?

Yes Yes No No Yes

Conditions

Where

Applicable

Where

detection

is not

available.

Where traffic is

consistent,

closely spaced
intersections, and

where cross street

is consistent.

Where defaulting to
one movement is

desirable, major road
is posted <40 mi/h and
cross road carries light
traffic demand.

Where detection

is provided on
all approaches,
isolated locations

where posted
speed is >40 mi/h.

Arterial where

traffic is heavy
and adjacent
intersections are

nearby.

Example
Application

Work zones. Central business

districts,

interchanges.

Highway
operations.

Locations without

nearby signals;
rural high-speed
locations;
intersections

of two arterials.

Suburban

arterial.

Key Benefit Temporary
application
keeps
signals
operational.

Predictable

operations. Lowest
cost of equipment
and maintenance.

Lower cost for

highway
maintenance.

Responsive to
changing traffic
patterns, efficient
allocation of green
time, reduced

delay, and
improved safety.

Lower arterial

delay, potential
reduction in delay
for the system,
depending upon
the settings.

{Source: Koonce, P., et al., Traffic Signal Timing Manual, Final Report, FHWA Contract No! DTFH61-98-C-00075, Kittelson and Associates
Inc, Portland, OR, June 2008, Table 5-1, p. 5-3.)

signalized intersections, used where left-tum volumes
are reasonable and where gaps.in the opposing flow
are adequate to accommodate left turns safely.

y (£) Protected left mmx. A "protected
" left turn move-

ment is made without an opposing vehicular flow.
The signal plan protects left-turning vehicles by stop-
ping the opposing through movement. This requires
that the left turns and the opposing through flow be
accommodated in separate signal phases and leads to
multiphase (more than two) signalization. In some
cases, left nuns are "protected

" by geometry or regu-
lation. Left turns from the stem of a T-intersection,

for example, face no opposing flow because there is
no opposing approach to the intersection. Left turns
from a one-way street similarly do not face an oppos-

ing flow. 
3

. Compound left mms.(More complicated signal tim-
ing can be designed in which left turns are protected

for a portion of the signal cycle and are permitted in

(

y

another portion of the cycle. Protected and permitted
portions of the cycle can be provided in any order.
Such phasing is also referred to as protected plus
permitted or permitted plus protected, depending on

the order of the sequence.
The permitted left turn movement is very complex. It

involves the conflict between a left turn and an opposing
through movement The operation is affected by the left-tum
flow rate and the opposing flow rate, the number of opposing
lanes, whether left turns flow from an exclusive left-tum lane

or from a shared lane, and the details of the signal timing
Modeling the interaction among these elements is a comp'''
cated process, one that often involves iterative elements.

v The terms protected and permitted may also be appli
to right turns. In this case,

 however, the conflict is between the
right-turn vehicular movement and the pedestrian movemeni
in the conflicting crosswalk. The vast majority of right turtf
at signalized intersections are handled

o
on a permitted basis

Protected right turns generally occur at locations where there 1
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I ye overpasses or underpasses provided for pedestrians. At
these locations, pedestrians are prohibited from making sur-
face crossings; barriers are often required to enforce such a
prohibition.

y
20.2 Discharge Headways,

Saturation Flow, Lost Times,
and Capacity

The fundamental element of a signalized intersection is the peri-
odic stopping and restarting of the traffic stream. Figure 20.1
illustrates this process. When the light turns GREEN, there is a
queue of stored vehicles that were stopped during the preceding
RED interval, waiting to be discharged. As the queue of vehicles
moves, headway measurements are taken as follows:

* . The first headway is the time lapse between the initi-
ation of the GREEN signal and the time that the front
wheels of the first vehicle cross the stop line.

y
. The second headway is the time lapse between the

time that the first vehicle's front
.wheels cross the stop

line and the time that the second vehicle's front

/   wheels cross the stop line.
'

.' . Subsequent headways are similarly measured.

/ . Only headways through the last vehicle in queue
(at the initiation of the GREEN light) are considered
to be operating under "saturated" conditions.

Af many queues of vehicles are observed at a given
location and the average headway is plotted(versus

_

tR£;
queue position of the vehicle, a trend similar to that shown
in Figure 20.1 (b) emerges.

* The first headway is relatively long. The first driver
must go through the full perception-reactTon sequence,

 move

his or her foot from the brake to the accelerator, and acceler-

ate through the intersection. The second headway is shorter
because the second driver can overlap the perception-reaction
and acceleration process of the first driver. Each successive
headway is a little bit smaller than the last. Eventually,

 the

headways tend to level out. This generally occurs when

J i

1        2 3 N

(a) Vehicles in an Intersection Queue

Headway (sees)

4

I II I 1! I I I 
12 3 4 5 6 7 8 9

(b) Average Headways Departing Signal

Figure 20.1: Row Departing a Queue at a Signalized Intersection
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/ queued vehicles have fully accelerated by the time they cross
the stop line. At this point, a stable moving queue has been
established.

J These additional times are added and referred to as the

start-up lost time:

20.2.1 Saturation Headway and
Saturation Flow Rate

/
?A

' (20-2)

/

 where: €| = start-up lost time, s/phase

As noted, average headways tend toward a constant value. In
general, this occurs from the fourth or fifth headway posi-
tion. The constant headway achieved is referred to as the
saturation headway because it is the average headway that
can be achieved by a saturated, stable moving queue of vehi-
cles passing through the signal. It is given the symbol "/i," in
units of s/vehr  WM  t

y It is convenient to model behavior at a signalized inter-
section by assuming that every vehicle (in a given lane)
consumes an average of "/i" seconds of green time to enter the
intersection. If every vehicle consumes "h" seconds of green
time and if the signal were always green, then "s

" vehicles per
hour could enter the intersection. This is referred to as the

saturation flow rate: ..

A,- = incremental headway (above "h" seconds) for

vehicle i, s

Thus it is possible to model the amount of GREEN ti
required to discharge a queue of "n" vehiclesair

y

me

T
.

+ nh (20-3)

where: T,
n

n

h

3
,
600

h
(20-1)

where: s

h

saturation flow rate, vehicles per hour of green
per lane (veh/hg/ln)

saturation headway, seconds/vehicle (s/veh)

 Saturation flow rate can be multiplied by the number of lanes
provided for a given set of movements to obtain a saturation

/ flow rate for a lane group or approach.
 The saturation flow rate

, in effect, is the capacity of the
approach lane or lanes if they were available for use all of the
time (i.e., if the signal were always GREEN). The signal, of
course, is not always GREEN for any given movement Thus,
some mechanism (or model) for dealing with the cyclic starting
and stopping of movements must bedeveloped.

GREEN time required to move queue of "«"
vehicles through a signalized intersection

,
 s

start-up lost time, s/phase

number of vehicles in queue
saturation headway,

 s/veh

(-Although)this particular model is not ofgreat use
,
 it does

illustrate the basic concegtsjrf saturation headway and start-
up lost times. The start-up lost time is thought of as a period
of time that is "lost" to vehicle use. Remaining GREEN time,

however, may be assumed to be usable at a rate of h s/veh.

J20.2.3 (ClearancI LostTime
J " C

The start-up lost time occurs every time a queue of vehicles
starts moving on a GREEN signal. There is also a lost time asso-

ciated with stopping the queue at the end of the GREEN signal
This time is riiore difficult to observe in the field because H

requires that the standing queue of vehicles be large enough to
consume all of the GREEN time provided.

 In such a situation.

the clearance lost time
, €?, is defined as the time interval

between the last vehicle's front wheels crossing the stop line and
the initiation of the GREEN for tije eyTphaseTThe clearance
lost time occurs each time a flow of vehicles is stopped.

J
20.2.2 Start-Up Lost Time

The average headway per vehicle is actually greater than "A"
seconds. The first several headways are, in fact, larger than
"fo" seconds, as illustrated in Exhibit 20.1 (b). The first three
or four headways involve additional time as drivers react to
the GREEN signal and accelerate. The additional time
involved in each of these initial headways (above and beyond
"h" seconds) is noted by the symbol A, (for headway i).

20.2.4 Total Lost Time and the Concept
of Effective GREEN Time

Ifjhe start-up Igst time occurs each time a queue starts w
move and thedearancelost Time occu

'

ri eadTdnie the flow 1

vehicles stops, tojor
.
eagh GREEN phase:

J tL = tl + k
J where: rt = total lost time per phase, s/phase

All other variables are as previously defined.

(20-4)
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 The concept of lost times leads to the concept of
effective green time. The actual signal goes through a sequence
0f intervals for each signal phase:

. Green

. Yellow

. AU-red

. Red

yhe "vellow
" and "all-red" intervals are a transition between

GREEN and RED. This must be provided because vehicles can-
noTstop nstantaneously when the light changes. The "all-red" is

a periofoftime during which all lights in all directions are red.
During the RED interval for one set of movements, another set
of movements goes through the green, yellow, and all-red inter-
vals. These intervals are defined more precisely in hapterln;

In terms of modeling, there are really only two time peri-
ods of interest: effective reen time andegecftve red time. For
any given set of movements, effective green time is the amount
of time that vehicles can move (at a rate of one vehicle every h   * For these characteristics

, what is the capacity (per lane) for this
seconds). The effective red time is the amount of time that they movement?
cannoninovejal rate ofonevdude vei  h seconds). Effec- J y Thej oblem will be approached in two different ways. In / 
tivegreen timeTsrelated to actual green timeas follows: the firs l d r time within the hour is created. Once the

.

 
.

 / «, = G. + Yi-tu (20-5)

where: q = capacity of lane or lane group /,
 veh/h

Sj - saturation flow rate for lane or lane group /, veh/hg

gi = effective green time for lane or lane group i, s
C = signal cycle length, s

A Sample Problem

 These concepts are best illustrated using a sample problem.
Consider a given movement at a signalized intersection with
the following known characteristics:

. Cycle length,
 C = 60 s

. Green time
,
 G = 27 s

Yellow plus all-red time, ( j TsT )
Saturation headway, h = 2.4 s/veh

Start-up lost time, €] = 2.0 s

Clearance lost time, €2 = 2.0 s

 C < 

9

s

I
.

Il

0

11

ll

d

t

)f

.1

where: g, = effective green time for movement(s) /, s
G

,
- = actual green time for movements) 1, s

K, = sum of yellow and all red intervals for
movement(s) i, (K, =    + ar,)

j, = yellow interval for movements) /, s

ari = all-red interval for movemdnt(s) i, s
tu = total lost time for movement(s) 1, s

This model results in an effective green time that may be fully
used by vehicles at the saturation flow rate (i.e., at an average
headway of h s/veh).

y
20.2.5 Capacity of an intersection

Lane or Lane Group

y

V

amount of time per hour used by vehicles at the saturation flow
rate is established, capacity can be found by assuming that this
time is used at a rate of one vehicle every h seconds.

 Because

the characteristics stated are given on a per phase basis,
 these

would have to be converted to a per hour basis. This is easily
done knowing the number of signal cycles that occur within an
hour. For a 60-second cycle, there are 3,600/60 = 60 cycles
within the hour. The subject movements will have one GREEN
phase in each of these cycles. Then:

. Tinie in hour: 3
,
600 s

. RED time in hour: (60 - 27 -(4) X 60

. Lost time in hour: (2.0        X 60 =C24£) s

1
,
740 s

V

r->
.

y
The saturation flow rate(s) represents the capacity of an inter-
action lane or lane group assuming that the light is always
GREEN

. The portion of real time that is effective green is
defined by the "green ratio,

"

 the ratio of the effective green
''me to the cycle length of the signal [g/Q. The capacity of an
intersection lane or lane group may then be computed as:

. Remaining time in hour: 3,600 -O JfCP - 240
/ = 1,620 s

' 

The 1,620 remaining seconds of time in the hour represent the
amount of time that can be used at a rate of one vehicle every
h seconds, where h - 2.4 s/veh in this case. This number was

calculated by<itolucting)the periods during which no vehicles
(in the uB|e<  movements) are effectively moving. These
periods include the RED time as well as the start-up and
clearance lost times in each signal cycle. The capacity of this
movement may then be computed as:

(20-6)
c

1620

2
.
4

675 veh/h/ln
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ft i  -    a second approach to this problem uses Equation 20-6,
with the following values: ? c s 3

/
3

,
600

1
.
500 veh/h/ln

2
.
4

27 +(4 -(4 = 27s

 c = l
,500{27/6o) = 675vehMn

/8

1
.1 seconds. The latter study had dataTrom 175 intersections

covering a wide range of underlying characteristics.

v A comprehensive study of saturation flow rates at inter
sections in five cities was conducted in 1987-1988 [5] [0
determine the effect of opposed left turns. It also produced a
good deal of data on saturation flow rates in general. Some of

The two results are, as expected, the same. Capacity is found
by isolating the effective green time available to the subject
movements and by assuming that this time is used at the satu-
ration flow rate (or headway).

20.2.6 Notable Studies on Saturation
Headways, Flow Rates, and
Lost Times

y For purposes of illustrating basic concepts, subsequent sec-
tions of this chapter assume that the value of saturation flow
rate (or headway) is known. In reality, the saturation flow rate
varies widely with a variety of prevailing conditions, includ-
ing lane widths, heavy-vehicle presence, approach grades,
parking conditions near the intersection, transit bus presence,

/ vehicular and pedestrian flow rates, and other conditions.
The first significant studies of saturation flow were con-

ducted
~

by ruceGreenshields in the 1940s [3]. His studies
r suitedman average saturation flow rate of 1,714 jfeB/hg/jn)
and a start-up lost rime of 3.7 seconds. The study, however,
covered a variety of intersections with varying underlying
characteristics. A later study in 1978 [4] reexamined the
Greenshields hypothesis; it resulted in the same saturation

flow rate (1,714 veh/hg/ln) but a lower start-up lost time of

/ the results are summarized in TableQCKZ
v These results show generally lower saturation flow rates

(and higher saturation headways) than previous studies. The
data, however, reflect the impact of opposed left turns, truck

presence, and a number of other 
"nonstandard" conditions

,
 all of

which have a significant(mipe(fi effect. The most remarkable
result of this study, however, was the wide variation in measured
saturation flow rates, both over time at the same site and from

location to location. Even when underlying conditions remained
fairly constant, the variation in observed saturation flow rates ai

a given location was as large as 20% to 25%. In a (doctoral)
(dissertation) using the same data, Prassas demonstrated thai

saturation headways and flow rates have a significant(Stochaste)
, component, making calibration of stable values difficult [6].

si The study also isolated saturation flow rates for "ideal''

conditions, which include all passenger cars,
 no turns, level

grade, and 12-foot lanes. Even under these conditions, satura-
tion flow rates varied from 1,240 pc/hg/In to 2,092 pc/hg/ln
for single-lane approaches and from 1,668 pc/hg/ln to 2,361
pc/hg/ln for multilane approaches. The difference between
observed saturation flow rates at single and multilane
approaches is also interesting. Single-lane approaches have a
number of unique characteristics that are addressed in the
Highway Capacity Manual modd for anajysis of signalized
intersections (see Chapter 24). ' 

J Current standards in the Highway Capacity Manual [/|
use an ideal saturation flow rate of 1,900 pc/hg/ln for boili

y
Table 20.2: Saturation Eow Rates from a Nationwide Survey

Item Single-Lane Approaches      Two-Lane Approaches

Number of Approaches 14 26

Number of I5-Minute Periods 101 156

Saturation Flow Rates

Average
Minimum

Maximum

1
,280 veh/hg/ln
636 veh/hg/ln

1
,705 veh/hg/ln

Saturation Headways

Average
Minimum

Maximum

2
.
81 s/veh

2
.
11 s/veh

5
.
66 s/veh

1
,337 veh/hg/ln
748 veh/hg/ln

1
,969 veh/hg/ln

2
.
69 s/veh

1
.
83 s/veh

4
.
81 s/veh
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sing'6 and multilane approaches. This ideal rate is then

adjusted for a variety of prevailing conditions. The manual

also provides default values for lost times. The default value

for start-up lost time {({) is 2.0 seconds. For the clearance
lost timel?2). default value varies with the "yellow" and
a|l-red

" timings of the signal:

 Co1-2 y + ar - e (20-7)

where: (2 = clearance lost time, s
y = length of yellow interval, s
ar = length of all-red interval, s

e = (CTicroachmen|)of vehicles into yellow and
all-red, s 0

A default value of 2.0 s is used for e.
,

\\o C<kV 

20.3 The CriiicakLane and
rimrfudgeOponcept

in signal analysis and design, the 
"critical-lane" and "time

budget" concepts are closely related. The time budget, in its
simplest form, is the allocation of time to various vehicular
and pedestrian movements at an intersection through signal
control. Time is a constant: There are always 3,600 seconds in
an hour, and all of them must be allocated. In any given hour,
time is "budgeted" to legal vehicular and pedestrian move-

7
E-W movements are permitted during one phase,

 and all N-S

movements are permitted in another phase. During each of
these phases, there are four lanes of trafficXtwo in each direc-
tion) moving simultaneously. Demand is not evenly distributed
among them; one of these lanes will have the most intense traf-
fic demand. The signal must be timed to accommodate traffic

, in this lane-the "critical lane" for the phase.
J        In the illustration of Figure 20.2, the signal timing and

design must accommodate the total demand flows in lanes
1 and 2, Because these lanes have the most intense demand

,

if the signal accommodates them,
 all other lanes will be

accommodated as well. Note that the critical lane is identi-

fied as the lane with the most intense traffic demand,
 not the

lane with the highest volume. This is because many variables
(J1*,        are affecting traffic flow. A lane with many left-turning vehi-

1 "     cles, for example, may require more time than an adjacent
lanejwitfa no turning vehicles  but a higher volume. Deter-
mining the intensity of traffic demand in a lane involves
accounting for prevailing conditions that may affect flow in

y that particular lane.
y    In establishing a time budget for the intersection of

Figure 20.2, time would have to be allocated to four elements:

ments andto lost times.

The "critical-lane" concept involves the identification of v J

Movement of vehicles in critical lane 1

Movement of vehicles in critical lane 2

Start-up and clearance lost times for vehicles in critical
lane 1

Start-up and clearance lost times for vehicles in critical
lane 2

specific lane movements tfiafwill control The timing of a given
signal phase. Consider the situation iTlustraited in Figure 20.2.
A simple two-phase signal controls Se intersection. Thus all

This can be thought of in the following way: Lost times are not
used by any vehicle. When deducted from total time, remain-
ing time is effective green time and is allocated to critical-lane

u

2 <

N

Figure 20.
2: Critical Lanes Illustrated
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demands-in this case, in lanes 1 and 2. The total amount of

effective green time, therefore, must be sufficient to accommo-
date the total demand in lanes 1 and 2 (the critical lanes).
These critical demands must be accommodated one vehicle at

a time because they cannot move simultaneously.
J The example of Figure 20.2 is a relatively simple case.

In general, the following rules apply to the identification of
critical lanes:

y
The total lost time in an hour dependslTn the number of cycles
occurring in the hour:

(20-9)

20.;

Su

J

i

/ 3,600 \

where: LH = lost time per hour,
 s/hr

L = lost time per cycle, s/cycle

C = cycle length, s

The remaining time within the hour is devoted to effective
green time for critical-lane movements:

T,G

J

3
,600 - LH

where: TG = total effective green time in the hour,
 s

(20-10)

a.
 There is a critical lane and a critical-lane flow for

each discrete signal phase provided.

b
. Except for lost times, when no vehicles move, there

must be one and only one critical lane moving dur-
ing every second of effective green time in the signal
cycle.

v    c
. Where there are overlapping phases, the potential   v This time may be used at a rate of one vehicle every h seconds

,

combination of lane flows yielding the highest sum      where h is the saturation headway:
of critical lane flows while preserving the require-      /Ji   X -\\j i
ment of item (b) identifies critical lanes. ' vment of item (b) identifies critical lanes.

Chapter 21 contains a detailed discussion of how to /
identify critical lanes for any signal timing andjiesign. where: V,.

h

VVc h
(20-11)

20.3.1 The Maximum Sum of Critical-Lane

maximum sum of critical-lane volumes
,
 veh/h

saturation headway, s/veh

Merging Equations 20-8 through 20-11, the following rela-

Volumes: One View of Signalized   . 
Intersection Capacity O     V-

"       ,.
-

 /3,60oM
.
 

. Ve - Xm-Nt     -jj (20-12)
J All variables are as previously defined.

(f  Consider the example of Figure 20.2 again. If the signal at
this location has two phases, a cycle length of 60 seconds, total
lost times of 4 s/phase, and a saturation headway of 2.5 s/veh.
the maximum sum of critical-lane flows (the sum of flows in
lanes I and 2) is:     

a
.     TT ST y fp]*,

It is possible to consider the maximum possible sum of criti-
cal-lane volumes to he a general measure of the "capacity

" of

the intersection. This is not die same as the traditional view of

capacity presented in the Highway Capacity Manual, but it is
i  a useful concept to ursue
 By definition, each signal phase has one and only one

critical lane. Except for lost times in the cycle, one critical.
lane is always moving. Lost times occur for each signal phai e ( V '      I [ / 3,

600 \ 1

and represent time during which no vehicles in any lane are       _ 2 [ '  _ 2 * 4 *   j j = 1,248 veh

J

represent time during which no vehicles in any I
moving. The maximum sum of critical-lane volumes may,
therefore, be found by determining how much total lost time
exists in the hour. The remaining time (total effective green
time) may then be divided by the saturation headway.

To simplify this derivation, it is assumed the total lost
time per phase (fj) is a constant for all phases. Then, the total
lost time per signal cycle is:

L = N*tL

j where: L = lost time per cycle, s/cycle
= total lost lime per phase (sum of   + Xs/phase

N = number of phases in the cycle

The equation indicates there are 3,600/60 = 60 cycles in an
hour. For each of these

,
 2 * 4 = 8 s of lost time is experi-

enced, for a total of 8 * 60 = 480 s in the hour
.

 The remain-
ing 3,600 - 480 = 3,120 s may be used at a rate of one

/ vehicle every 2.5 seconds.
J        If Equation 20-12 is plotted, an interesting relationship

between the maximum sum of critical-lane volumes (Vf)-
(20-8)       cycle length (Q, and number of phases (AO may be observed.

/ as illustrated in Figure 20.3.
Asjhe cycielengtirincreases, the "capacity"

_

ofj{ie
intersection also increases. This is because of lost time5

which are constant per cycle. The longer the cycle length, 
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Sum of Critical-Lane Volumes, Vc

N 2

N 3

N 4

Cycle Length C

i Figure 20.3: Maximum Sum of Critical-Lane Volumes

Plotted

J
fewer cycles there are in an hour. This leads to less lost time in
the hour, more effective green time in the hour, and a higher
sum of critical-lane volumes. Note, however, that the relation-

ship gets flatter as cycle length increases. As a general rule,
increasing the cycle length may result in small increases in
capacity. However, capacity can rarely be increased signifi-
cantly by only increasing the cycle length. Other measures,
such as adding lanes, are often also necessary.

Capacity also decreases as the number of phases
j increases. This is because for each phase, there is one full set

of lost times in the cycle. Thus a two-phase signal has only
1 two sets of lost times in the cycle, anda three-phasesignal has
I ihree.

These trends provide insight but also raise an interest-
ing question: Given these trends, it appears that all signals
should have two phases and that the maximum practical

I cycle length should be used in all cases. After all, this combi-
I nation would, apparently, yield the highest "capacity" for the

intersection
.

Using the maximum cycle length is not practical unless
ifuly needed. Having a cycle length that is considerably

! 'onger than what is needed causes increases in delay to drivers
and passengers. The increase in delay is because there will be

j 'imes when vehicles on one approach are waiting for the
"reen while there is no demand on conflicting approaches.

| Shorter cycle lengths yield less delay. Further, there is no
j Kentive to maximize the cycle length. There will always be
'
.600 seconds in the hour

, and increasing the cycle length to
i Kcommodate increasing demand over time is quite simple,

requiring only a resetting of the local signal controller.
 The

shortest cycle length consistent with a v/c jatio in the range of
0

.80 to 0.95 is generally used to produce optimal delays.
 Thus

the view of signal capacity is quite different from that of pave-
ment capacity. When deciding on the number of lanes on a
freeway (or on an intersection approach), it is desirable to

build excess capacity (i.e., achieve a low v/c ratio).
 This is

because once built, it is unlikely that engineers will get an
opportunity to expand the facility for 20 or more years,

 and

adjacent land development may make such expansion impos-
sible. The 3,600 seconds in an hour

, however, are mmutable )
and retiming the signal to allocate more of them to effective
green time is a simple task requiring no fieldconslruction.

r

J-

20.3.2 Finding an Appropriate
Cycle Length

If it is assumed that the demands on an intersection are known
and the critical lanes can be identified

, then Equation 20-12
could be solved using a known value of Vc

 to find a minimum

acceptable cycle length:

C
mm

Ml

\\mih)

(20-13)
1

Thus, if in tfreexample of Figure 20.2,
 the actual sum of critical-

lane volumes was determined to be 1
,000 veh/h, the minimum

feasible cycle length would be:

C
,

2*4
min- / 1,000 A

V3,60O/2.5y

26.2 s

1

The cycle length could be reduced,
 in this case, from the

given 60 seconds to 30 seconds (the effective minimum cycle
length used). This computation, however, assumes that the

demand (V ) is uniformly distributed throughout the hour and
that every second of effective green time will be used.

 Neither

of these assumptions is very practical. In general, signals
would be timed for the flow rates occurring in the peak
15 minutes of the hour. Equation 20-13 could be modified by
dividing Vc by a known peak-hour factor (PHF) to estimate
the flow rate in the worst 15-minute period of the hour.

 Simi-

larly, most signals would be timed to have somewhere
between 80% and 95% of the available capacity actually used.

Due to the normal stochastic variations in demand on a cycle-
by-cycle and daily basis, some excess capacity must be pro-
vided to avoid failure of individual cycles or peak periods on

0
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a specific day. If demand, Vc, is also divided by the expected
utilization of capacity (expressed in decimal form), then this
is also accommodated. Introducing these changes transforms
Equation 20-13 to:

NtL
des r      loop I

L (3,600//!)* PHF*(v/c)\
(20-14)

1 -

where: Cdes = desirable cycle length, s

PHF - peak hour factor

v/c   = desired volume to capacity ratio

All other variables are as previously defined.
Returning to the exan CjJfjhe PHFjs O.95 a djtjis

desired to use no more than 90% of available capacity during
the peak 15-minute penod of the hour, then:

C
,

2*4 8
des r      1,000     .1

1 ~ [(3,600/25)* 0.95 * 0.90 J
0
.
188

42.6 s

Desirable Cycle Length, Q?

v/c = 0.80   0.85    0.90 0.95

1
.
00

Sum of Critical-Lane Volumes, Vc

Figure 20.4: Desirable Cycle Length Versus Sum of
Critical-Lane Volumes

critical-lane volumes), it is clear that the resulting cycle length
is very sensitive to the target v/c ratio. Because the curves for

each v/c ratio are eventually asymptotic to the vertical
, it is

not always possible to achieve a specified v/c ratio.

Consider the case of a three-phase signal
, with

tL = 4 s/phase, a saturation headway of 2.2 s/veh,.a PHFol
0

.90, and Vc = 1,200 veh/h. Desirable cycle lengths will be
computed for a range of target v/c ratios varying from 1

.
00

to 0.80.

3*4
des

i-[  
1

[(3,600/2.2)* 0.90* 1.00 J

12

0
.
1852

64.8 => 65 s

3*4
des

1-
1
,
200

[(3,600/2.2)* 0.90

12

*0
.

95]

In practical terms, this would lead to the use of a 45-second
cycle length.

The relationship between a desirable cycle length, the
sum of critical-lane volumes, and the target v/c ratio is quite
interesting and is illustrated in Figure 20.4.

Figure 20.4 illustrates a typical relationship for a speci-
fied number of phases, saturation headway, lost times, and
PHF. If a vertical is drawn at any specified value of Vc (sum of

0
.
1423

84.3=* 85 s

3*4
des

1-
1
,
200

[(3,600/2.2) * 0.90

12

*0
.

9o]

0
.
0947

C
,

126.7 => 130s

3*4
des

1
,
200

[(3,600/2.2)* 0.90

12

oj

0
.
0414

289.9 => 290 s

3*4
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3

des

1-
1
,
200[(3,600/2.2) * 0.

90

12

*0
.

8ol
-0

.
0185

-648.6s

For this case, reasonable cycle lengths can provide target i'A
ratios of 1.00 or 0.95. Achieving v/c ratios of 0.90jor j:'
would require long cycle lengths beyond the practicaljirnit of

120
~

seconds for pretinied
~

s gsrThe 130-second cycle

needed to achieve a v/c ratio of 0.90 might be acceptable for $

actuated signal location,
 or in some extreme cases warrantinS3

longer pretimed signal cycle. However,
 a v/c ratio of 0.8"
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.

- 

.annot be achieved under any circumstances. The negative

cycle length that results signifies tihere is not enough time
within the hourto accommodate the demand with the required

2reen time plus the 12 seconds of lost time per cycle. In effect,
jflore than 3,600 seconds would have to Be available in the

hour to accomplish this.

A Sample Problem

Consider the intersection shown in Figure 20.5. The critical
jirectional demands for this two-phase signal are shown with
other key variables. Using the time-budget and critical-lane
concepts, determine the number of lanes required for each of

ihe critical movements and the minimum desirable cycle
le pTthaTcould be used. Note that an initial cycle length is
specified but will be modified as part of the analysis.

Assuming that the initial specification of a 60-second
cycle is correct and given the other specified conditions, the
maximum sum of critical lanes that can be accommodated is
computed using Equation 20-12:

Vc=2  i3,600 ~2 *4 * ( fr)]= 1,357 veh/h
The. critical SB volume is 1,200 veh/h, and the critical EB
volume is 1,800 veh/h. The number of lanes each must be

divided into is now to be determined. Whatever combination

is .used, the sum of the critical-lane volumes for these two

approaches must be below 1,357 veh/h. Figure 20.6 shows a
number of possible lane combinations and the resulting sum
of critical-lane volumes. As you can see from the scenarios of
Figure 20.6,

 to have a sum of critical-lane volumes less than

1
,357 veh/h, the SB approach must have at least two lanes,

and the EB approach must have three lanes. Realizing that
these demands probably reverse in the otherpeak hour (am or
pm), the N-S(arter )would probably require four lanes,

 and the

E-W artery six lanes.

This is a very basic analysis, and it would have to be mod-
ified based on more specific information regarding individual
movements, pedestrians, parking needs, and other factors.

If the final scenario is provided, Vc is only 1,
200 veh/h.

It is possible that the original cycle length of 60 seconds could
be reduced. A desirable cycle length may be computed from
Equation 20-14:

C
.

2*4
des r     1,200 1

1 [(3,600/2.3)* 0.95* 0.90 J
77.7 => 80s

The resulting cycle length is larger than the original 60 sec-
onds bgcause the equation takesboth the PHF and target v/c
ratios into account. Equation 20-12 for computing the max-
imum value of does not; it assumed full use of capacity
(v/c = 1.00) and no peaking within the hour. In essence, the
2X3 lane design proposal should be combined with an
80-second cycle length to achieve the desired results.

This problem illustrates the critical relationship
between number of lanes and cycle lengths. Clearly,

 other

scenarios would produce desirable results. Additional lanes
could be provided in either direction, which would allow the
use of a shorter cycle length. Unfortunately, for many cases,
signal timing is considered with a fixed design already in
place. Only where right-of-way is available or a new intersec-
tion is being constructed can major changes in the number of
lanes be considered. Allocation of lanes to various move-

ments is also a consideration. Optimal solutions are generally

N

I
1

,
800 veh/h

C = 60s

 = 4 s/phase
2 phases
PHF = Q.95

target v/c = 0.90
h = 2.3 s/veh

 |
,200 I1
,
200

veh/h

Figure 20.5: Sample Problem Using the Time-Budget and Critical-Lane Concepts
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1
,
200 1

,
200

-*~ 1,800
900
900 !

V
c
 = 1

,200 + 1,800 = 3,000 veh/h NG     Vc = 1,200 + 900 = 2,100 veh/h NG

600 600 600 600

900
900

*. 600
600
600

V
c
 = 600 + 900= 1

,
500 veh/h NG = 600 + 600 = 1,200 veh/h OK

Figure 20.6: Possible Lane Scenarios for Sample Problem

found more easily when the physical design and signalization
can be treated nrtandemT)

If, in the problem of Figure 20.5, space limited both the
EB and SB approaches to two lanes, the resultingj  would be
1
,
500 veh/h. Would it be possible to accommodate this demand

bylengthening the cycle length? Again, Equation 20-14 is used:

_

 2*4

CdeS~    [       . 1,500
.   1 "[(3.600/2.3)* 0.95 * 0.90 J

8

-0
.
121

-66.1s NG

The negative result indicates no cycle length can accommo-
'datea Vc6fT30b veh/h at this location. j .T

,._  
 
 -         - . / 

20.4 The Concept of Left-Turn
(and Right-Turn) Equivalency

The most difficult process to model at a signalized intersec-

that of a permitted left turn made across an opposing vehicu
lar flow from a shared lane. A left-tumm£'vehicle Tn the
shared lane must wait for an acceptable gap in the opposing
flow. While waiting, the vehicle blocks the shared lanej and
other vehicles (including through vehicles) in the lane are
delayed behind it. Some vehicles will change lanes to avoid
the delay while others are unable to and must wait until the
left-turner successfully completes the turn.

Many models of the signalized intersection account for
this in terms of "through vehicle equivalents" (i.e., how many

through vehicles would consume the same amount of effec-
tive green time traversing the stop-line as one left-turning
vehicle?). Consider the situation depicted in Figure 20.7. lf
both the left lane and the right lane were observed, an equiva-
lence similar to the following statement could be determined:
In the same amount of time, the left lane discharges fin'
through vehicles and two left-turning vehicles while the rig«i
lane discharges eleven through vehicles.

In terms of effective green time consumed,
 this observa-

tion means that 11 through vehicles are equivalent to 5 through
vehicles plus 2 left turning vehicles. If the left-tum equivalem
is defined as ELT:

tion is the left turn. Left turns are made in several different

modes using different design elements. Left turns may be
made from a lane shared with through vehicles (shared-lane

operation) or from a lane dedicated to left-tuming vehicles
(exclusive-lane operation). Traffic signals may allow for per-
mitted or protected left turns, or some combination of the two.

Whatever the case, however, a left-tuming vehicle will
consume more effective green time traversing the intersection

11=5 + 2ELT
11 - 5

E
.LT

2
3

.
0

than will a similar through vehicle. The most complex case is

Note that this computation holds only for the prevailing char
acteristics of the approach during the observation period- Thf

left-tura equivalent depends on a number of factors, includin.-
howjeft turns are made (protected, permitted, compound),tl,e
opposing traffic flowriidlfieliumber of opposing

20.
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,200 + 1,800 = 3,000 veh/h NG     Vf = 1,200 + 900 = 2,100 veh/h NG

600 600 600 600

900
900

600
600
600

V
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,
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Figure 20.6: Possible Lane Scenarios for Sample Problem

= 600 + 600 = 1
,
200 veh/h OK

_
J

found more easily when the physical design and signalization
can be treated in tandem.

If, in the problem of Figure 20.5, space limited both the
EB and SB approaches to two lanes, the resulting V,. would be
1

,
500 veh/h. Would it be possible to accommodate this demand

by lengthening the cycle length? Again, Equation 20-14 is used:

C
,

2*4
des

1-
J

.

[(3,600/2.3)

8

1
,500 ]

3)* 0,95 * 0.90 J

0
.
121

-66:1 s NG

The negative result indicates no cycle length can accommo-
date a Vc of 1,500 veh/h at this location.

20.4 The Concept of Left-Turn
(and Right-Turn) Equivalency

The most difficult process to model at a signalized intersec-
tion is the left turn. Left turns are made in several different

modes using different design elements. Left turns may be
made from a lane shared with through vehicles (shared-lane

operation) or from a lane dedicated to left-tuming vehicles
(exclusive-lane operation). Traffic signals may allow for per-
mitted or protected left turns, or some combination of the two.

Whatever the case, however, a left-turning vehicle will
consume more effective green time traversing the intersection
than will a similar through vehicle. The most complex case is

eqi
that of a permitted left tum made across an opposing vehicu: inc

Jar flow from a shared lane. A left-tuming vehicle in the ba
shared lane must wait for an acceptable gap in the opposing d j

flow. While waiting, the vehicle blocks the shared lane
, and 0pj

other vehicles (including through vehicles) in the lane art fa
delayed behind it. Some vehicles will change lanes to avoid 
the delay while others are unable to and must wait until the fa.
left-turner successfully completes the tum. elin

Many models of the signalized intersection account for
this in terms of "through vehicle equivalents" (i.e., how many

through vehicles would consume the same amount of effec-
tive green time traversing the stop-line as one left-turninc
vehicle?). Consider the situation depicted in Figure 20.7.11
both the left lane and the right lane were observed, an equiva
lence similar to the following statement could be determined:
In the same amount of time, the left lane discharges Jki
through vehicles and two left-turning vehicles while the n

'

?'"

lane discharges eleven through vehicles.

In terms of effective green time consumed,
 this observa

tion means that 11 through vehicles are equivalent to 5 throuHli
vehicles plus 2 left turning vehicles. If the left-turn equivalem
is defined as ELT:

I

Fi{
thr

I

II 5 + 2ELT
I

11 - 5V
E 3

.
0LT

2

Note that this computation holds only for the prevailing
acteristics of the approach during the observation period. Tl*

left-turn equivalent depends on a number of factors,
 includi".1

how left turns are made (protected, permitted, compound), *
opposing traffic flow, and the number of opposing 

F

C
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I

I

 Through Veh

 Left-TbrnVeh

Figure 20.7: Sample Equivalence Observation on a Signalized Intersection Approach
1

figure 20.8 illustrates the general form of the relationship for
itirough ehicle equivalents of permitted left turns.

the left-turn equivalent, Eu, increases as the opposing
(low increases. For any given opposing flow, however, the
equivalent decreases as the number of opposing lanes is
increased from one to three. This latter relationship is not linear
because the task of selecting a gap through multilane opposing
traffic is more difficult than selecting a gap through single-lane
opposing traffic. Further, in a multilane traffic stream, vehicles
do not pace each other side by side, and the gap distribution
does not improve as much as the per-lane opposing flow
decreases. To illustrate the use of left-turn equivalents in mod-
eling, consider the following problem:

An approach to a signalized intersection has two lanes,
permitted left-tum phasing, 10% left-turning vehicles,
and a left-tum equivalent of 5.0. The saturation head-
way for through vehicles is 2.0 s/veh, Determine the
equivalent saturation flow rate and headway for all
vehicles on this approach.

ELT

N0=   I       2        3 .

Opposing Flow, V0

Figure 20.8: Relationship Among Left-Turn Equivalents,
Opposing Flow, and Number of Opposing Lanes

The first way to interpret the left-tum equivalent is that
each left-turning vehicle consumes JUMimes the effective
green time as a through vehicle. Thus, for the situation
described, 10% of the traffic stream has a saturation headway
of 2.0 X 5.0 = 10.0 s/veh, and the remainder (90%) has a
saturation headway of 2.0 s/veh. The average saturation head-
way for all vehicles, therefore,

 is:

. h = (0.10* 10.0) + (0.90 * 2.0) = 2.80 s/veh

This corresponds to a saturation flow rate of:

3
,
600

s

2
.
80

1
,286 veh/hg/ln

A number of models, including the Highway Capacity
Manual approach, calibrate a multiplicative adjustment factor
that converts an ideal (or through) saturation flow rate to a sat-
uration flow rate for prevailing conditions:

Sprev Sideal*fLT

f,

s
prev (3,600// )

LT
Sided (3,600MlVka/)

hided

(20-15)

h
prev

where: sprev = saturation flow rate under prevailing
conditions, veh/hg/ln

sideai - saturation flow rate under ideal
conditions, veh/hg/ln

fu = left-tum adjustment factor

hided ~ saturation headway under ideal
conditions, s/veh

Km = satuntion headway under prevailing
conditions, s/veh
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Figure 20.7: Sample Equivalence Observation on a Signalized Intersection Approach
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Figure 20.8 illustrates the general form of the relationship for
ihrough vehicle equivalents of permitted left turns.

The left-turn equivalent, Eu, increases as the opposing
| (low increases. For any given opposing flow, however, the

equivalent decreases as the number of opposing lanes is
increased from one to three. This latter relationship is not linear
because the task of selecting a gap through multilane opposing
uaffic is more difficult than selecting a gap through single-lane
opposing traffic. Further, in a multilane traffic stream, vehicles
do not pace each other side by side, and the gap distribution
does not improve as much as the per-lane opposing flow
decreases. To illustrate the use of left-turn equivalents in mod-
eling, consider the following problem:

An approach to a signalized intersection has two lanes,
permitted left-turn phasing, 10% left-turning vehicles,
and a left-turn equivalent of 5.0. The saturation head-
way for through vehicles is 2.0 s/veh. Determine the
equivalent saturation flow rate and headway for all
vehicles on this approach.

ELT

2N
0

31

Opposing Flow, V0
tf-

iie
.

is j  Figure 20.8: Relationship Among Left-Turn Equivalents,
lif I  Opposing Flow, and Number of Opposing Lanes
;s i - 

The first way to interpret the left-turn equivalent is that
each left-turning vehicle consumes 5.0 times the effective
green time as a through vehicle. Thus, for the situation
described, 10% of the traffic stream has a saturation headway
of 2.0 X 5.0 = 10.0 s/veh, and the remainder (90%) has a
saturation headway of 2.0 s/veh. The average saturation head-
way for all vehicles, therefore,

 is:

h = (0.10 * 10.0) + (0.90 * 2.0) = 2.80 s/veh

This corresponds to a saturation flow rate of:

3
,
600

s

2
.
80

1
,286 veh/hg/ln

A number of models
, including the Highway Capacity

Manual approach, calibrate a multiplicative adjustment factor
that converts an ideal (or through) saturation flow rate to a sat-
uration flow rate for prevailing conditions:

sprev     s ideal* flT

flT
s
prev o,

m/hprev)

sideal (3,600//!, ;)

_

 hideal

h

(20-15)

prev

where: s
prtv = saturation flow rate under prevailing

conditions, veh/hg/ln

sidad - saturation flow rate under ideal
conditions, veh/hg/ln

fLT = left-tum adjustment factor

htfeai ~ saturation headway under ideal
conditions, s/veh

h'prrv saturation headway under prevailing
conditions, s/veh
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In effect, in the first solution, the prevailing headway, hprev,
was computed as follows:

hl
prev (PiTELThideal) + Id " ftfarf] (20-16)

Combining Equations 20-15 and 20-16:

fur
hideal

fl

(PLrELThideal) + 1(1" ifaj

1 1

requires a section of some length for ffieasurement. A number
of measures have been used to characterize the operational

quality of a signalized intersection, the most common of
which are:

. Delay

. Queuing

. Stops

20.

LT

These measures are all related. Delay refers to the amount of

PLTELT+ (1 - PLt) 
'

 1 + Plt(Elt- 1)  (20-17) tiine_c unieOLjgjg ijhe intersect -the
'

dnfaTnce

The problem posed may now be solved using a left-turn
adjustment factor. Note that the saturation headway under ideal
conditions is 3,600/2.0 = 1,800 veh/hg/ln.

Then:

fur
1

between the arrival time and the departure time, where these

may be defined in a number of different ways. Queuing refere to
the number of vehicles forced to queue behindlhe stop line
during a RED signal phase; common measures includetheaver-
age queue length or a percentile queue length. Stops refertothe
percentage or number of vehlclesllitmust stop aTthe signaT

0
.
714

s,prev

1 + 0.10(5 - 1)

1800 * 0.714 = 1,286 veh/hg/ln

This, of course, is the same result.

It is important that the concept of left-turn equivalence
be understood. Its use in multiplicative adjustment factors
often obscures its intent and meaning. The fundamental con-
cept, however, is unchariged- -the equivalence is based on the
fact that the effective green time consumed by a left-turning
vehicle is ELx times the effective green time consumed by a
similar througFvehicle.

A similar case can be made for describing the effects of
right turns. RigHTtums are typically made through a confficting
pedestrian flow in the crosswalk to the immediate right of the
approachT Like left turns, this interaction causes right tumslo
consume more effective green time than througF movements.
An equivalent, f j-, is used to quantify these effects and is used
in the samelnanner

"

as escrib  for left-turn equivalents.

20.5.1  Types of Delay

The most common measure used to describe operational
quality at a signalized intersection is delay, with queuing
and/or stops often used as a secondary measure. Although ii
is possible to measure delay in the field,

 it is a difficult

process, and different observers may make judgments thai
could yield different results. For many purposes,

 it is, there-

fore, convenient to have a predictive model for the estimate
of delay. Delay, however, can be quantified in many different
ways. The most frequently used forms of delay are defined as
follows:

1
.

9

Stopped-time delay. Stopped-time delay is defined as
the time a vehicle is stoppedjn queue while waitin?

to pass through the intersection; average stopped-
time deTayls the average for all vehicles during a
specified time period.

other types of equivalents as well. Heavy-vehicle
bus equivalents have similar meanings and result in similar
equations. Some of these have been discussed in previous
chapters, and others will be discussed in subsequent chapters.

v6

20.5 Delay as a Measure
of Effectiveness

Signalized intersections represent point locations within a
surface street network. As point locations, the measures of
operational quality or effectiveness used for highway sections
are not relevant. Speed has no meaning at a point, and density

time delay butadds thelmieToss due to deceleration
from the approach speed to a stop and the time loss
due to r celeratioirback to The desired speed
Average apjffoacFdeiay is the average for all vehi-
cles during a specified time period.

3
. Time-in-queue delay. Time-in-queue delay is the total

timefrom a vehicle joining an intersection queue: to
its sdiatgracrosTft  

~

depaJ™re
AgamTaverage time-in-queue delay is the average for
all vehicles during a specified time period.

4
. Travel time delay. This is a more conceptual value-11

is the difference between the driver's expected tra 1
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time through the intersection (or any roadway seg-
mentjand the actual time taken. Given the difficulty
in establishing a "desired" travel time to traverse an
intersection, this value is rarely used, other than as a
philosophical concept.

5
. Control delay. The concept of control delay was

developed in the 1994 Highway Capacity Manual
and is included in the current HCM. It is the delay
caused by a control device, either a traffic signal or
a STOP sign. It is approximately equal to time-in-
queue delay plus the acceleration-deceleration
delay component.

Figure 20.9 illustrates three of these delay types for a
single vehicle approacliingTREIJsignair~

Stopped-time delay for this vehicle includes only the
lime spent stoppedlirthe signal, it begins when the vehicle
is fully stopped and ends when the vehicle begins to acceler-
ate. Approach delay includes additional time losses due to
deceleration and acceleration. Tt is found by extending the
velocity slope of the approachmg vehicle as if no signal
existed; the approach delay is the horizontal (time) differ-

faggfegSe) total value for all vehicles over a specified time
period. Aggregate delay is measured in total vehicle-seconds,
vehicle-minutes, or vehicle-hours for all velficles in the speci-
fied time interval. Average individual delay is generally stated
in terms of s/veh for a specified time interval.

20.5.2 Basic Theoretical Models of Delay

( Virtuajly all analytic models of delay begin with a plot of
cumuTafive vehicles arriving and departing versus time at a
given signal location. The time axis is divided into periods
of effective green and effective red as illustrated in
Figure 20.10.

Vehicles are assumed to arrive at a uniform rate of flow

of v vehicles per unit time, seconds in this case. This is shown
by the constant slope of the arrival curve. Uniform arrivals
assume that the inter-vehicle arrival time between vehicles is

a constant. Thus, if the arrival flow rate, v is 1.800 vehs/h.

then one vehicle arrives every 3,600/1,800

ence between the hypothetical extension of the approaching-

velocity slope and the departure slope after full speed is
achieved. Travel time delay is the difference in time between
a hypothetical desired velocity line and the actual vehicle
path. Time-in-queue delay canno be effectively shown
using oiie vehicleBecause it involves joining and departing a
queue of several vehicles.

Delay measures can be stated for a single vehicle, as an
average for all vehicles over a specified time period, or as an

X

Q

Desired
Path

D3

D26

/.

Actual Path

i

i

Dl = stopped-time delay
D2 = approach delay
D3 = travel time delay

Dl

Time

Figure 20.9: Illustration of Delay Measures

2
.
0 s.

Assuming no preexisting queue, vehicles arriving
when the light is GREEN continue through the intersection
(i.e., the departure curve is the same as the arrival curve).
When the light turns RED, however, vehicles continue to

arrive, but none depart. Thus the departure curve is parallel to
the ;c-axis during the RED interval. When the next effective
GREEN begins, vehicles queued during the RED interval
depart from the intersection, now at the saturation flow rate,

s
, in veh/s. For stable operations, depicted here, the departure

curve (Jcatches up" with)the arrival curve before the next
RED interval beginsTTe., there is no residual or unserved
queue left at the end of the effective GREEN);

This simple depiction of arrivals and departures at a signal
allows the estimation of three critical parameters:

. The total time that any vehicle (spends waiting in the
queue, is given by the horizontal time-scale
difference between the time of arrival and the time of

departure.

. The total number of vehicles queued at any time t,

(Qity is the vertical vehicle-scale difference between
tRenumber of vehicles that have arrived and the num-

ber of vehicles that have departed.

. The aggregate delay for all vehicles passing through
the signal is the area between the arrival and depar-
ture curves (vehicles X time).

Note that because the plot illustrates vehicles arriving in
queue and departing from queue, this model most closely rep-
resents what has been defined as time-in-queue delay. There
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Figure 20.10: Delay, Waiting Time, and Queue Length Illustrated
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are many simplifications that have been assumed, however, in
constructing this simple depiction of delay. It is important to
understand the two major simplifications;

The assumption of a uniform arrival rate is a simplifi-
cation. Even at a completely isolated location, actual
arrivals would be random {i.e., would have an average
rate over time), but inter-vehicle arrival times would

vary around an average rather than being constant.
Within coordinated signal systems, however, vehicle
arrivals are usually in platoons.

It is assumed that the queue is building at a point
location (as if vehicles were stacked on top of one
another). In reality, as the queue grows, the rate at
which vehicles arrive at its end is the arrival rate of

vehicles (at a point), plus a component representing
the backward growth of the queue in space.

Both of these can have a significant effect on actual
results. Modem models account for the former in ways that
we discuss subsequently. The assumption of a 

"

point queue "

however, is imbedded in many modem applications.
Figure 20.11 expands the range of Figure 17.10 to show

a series of GREEN phases and depicts tfireedifferent types
of operation. It also allows for an arrival function, a(t), that
varies while maintaining the departure function, d{t), described
previously.

Figure 20.11 (a) shows stable flow throughout the
period depicted. No signal cycle 

"fails" (i.e., ends with
some vehicles queued during the preceding RED unserved).

During every GREEN phase, the departure function "catches
up

"

 with the arrival function. Total aggregate delay during
this period is the total of all the triangular areas between the
arrival and departure curves This type of delay is often
rdgrred to as "uniform delay." -

-
'

In Figure 20J1 (b), some of thejrignal phases "fail." Ai
the end of the second and third GREEN intervals

,
 some vehi-

cles are not served (i.e.
, they must wait for a second (3REEN

interval to depart the intersectionX jTthe time the entire
period ends, however, the departure function has "caught up

"

with the arrival function and there is no residual queue left
unserved. This case represents a situation in which the overall
period of analysis is stable (i.e., total demand does not exceed
total capacity). Individual cycle failures within the period-
however, have occurred. For these periods,

 there is a second

component of delay in addition to uniform delay,
 hconsists of

the area between the arrival function and the dashedjij;6-
which represents the capacity of the intersection to discharge
vehicles and has the slope cTTlus type of delay is referred to
as bveirflow delay."

Figure 20.11 (c) shows the worst possible case: Even
GREEN interval "fails" for a significantperiod of tiine an(i
the residual, or unserved

, queue of vehicles continues to gro«
throughout the analysis period.

 In this case
,
 the overflow

delay component grows over time, quickly dwarfing the uni-
form delay component.

The latter case illustrates an important practical ope115' 0|il
tional characteristic. When demand exceeds capac'1- 
(v/c > 1.00), the delay depeiidson the length oftime1 '<
condition exists. In Figure 20.11 (b), the condition exists  ovf

c

\

c

c
1

1

(

1
1
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(a) Stable Flow
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Vehicles, i
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Time, /

(b) Individual Cycle Failures
Wilhin a Stable Operation

Cumulative
Vehicles

,
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i

 i

arrival function, fl(f)
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'

departure function, d(i)
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capacity
function, c(/)

slope = s   slope = c

Time, f

(c) Demand Exceeds Capacity for a
Significant Period

i Figure 20.11: Three Delay Scenarios
(Source: Adapted with permission of Transportation Research
Board

,
 National Research Council, Washington DC, from

V
.
F

. Hurdle, "Signalized Intersection Delay Model: A Primer
for the Uninitiated," Transportation Research Record 971,
pp. 97,98, 1984.)

M

"nly two phases. Thus the queue and the resulting overflow
klay are limited. In Figure 20.11 (c), the conditionjgustsfor
3 long time,

 and the delay continues to grow throughout the
wersaturatedpenocT

Components of Delay

In analytic models for predicting delay, tfifee distinct compo-
nents of delay may be identified:

. Uniform delay is the delay based on an assumption of
uniform arrivals and stable flow with no individual
cycle failures.

. Random delay is the additional delay,
 above and

beyond uniform delay, because flow is randomly dis-
tributed rather than uniform at isolated intersections

.

. Overflow delay is the additional delay that occurs
when the capacity of an individual phase or series of
phases is less than the demand or arrival flow rate.

In addition, the delay impacts of platoon flow (rather than uni-
form or random) have been historically treated as an adjustment
to uniform delay. Many modem models combine the random and
overflow delays into a single function, which is referred to as
"overflow delay,

"

 even though it contains both components.
The differences between uniform, random, and pla-

tooneJamvals are illustrated in Figure 20.12. As noted, the
analytic basis for most delay models is the assumption of
uniform arrivals, which are depicted in Figure 20.12 (a). Even
at isolated intersections, however, arrivals would be random,
as shown in Figure 20.12 (b). With random arrivals, the
underlying rate of arrivals is a constant, but the inter-arrival
times are exponentially distributed around an average. In most
urban and suburban cases, where a signalized intersection is

 -   ' - - - . . -  - --   *
    --w " 

_

 .

'ik?bL5?L! l -Qf  e  system, arrivals will
_b u anized pl qons that move down the arterial in a
cohesive group, as shown in Figure 20J2 (c). The exact time
that a platoon arrives at a downstream signal has an enormous

I I III HMI I III
Uniform Arrivals

(a)

IN II Hill I II I

Ulli

Random Arrivals

(b)

Ml] lilt
Reality = Platooned Arrivals-No Theoretical
Solution Available

(c)

Figure 20.12: Arrival Patterns Compared
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potential effect on delay. A platoon of vehicles arriving at the
beginning of the RED forces most vehicles to stop for the
entire length of the RED phase. The same platoon of vehicles
arriving at the beginning of the GREEN phase may flow
through the intersection without any vehicles stopping. In
both cases, the arrival flow, v, and the capacity of the intersec-
tion, c, are the same. The resulting delay, however, would
vary significantly. The existence of platoon arrivals, therefore,
necessitates a significant adjustment to models based on theo-
retically uniform or random flow.

Webster's Uniform Delay Model

Virtually every model of delay starts with Webster's model
of uniform delayTInitialiy published in 1958 [7], this model
begins with the simple illustration of delay depicted in
Figure 20.13, with its assumptions of stable flow and a
simple uniform arrival function. As noted previously, aggre-
gate delay can be estimated as the area between the arrival
and departure curves in the figure. Thus Webster

's model for

uniform delay is the area of the trmngle formed by. the
arrival and departure functions- For clarity, this triangFe is
shown again in Figure 20.13.

The area of the aggregate delay triangle is simply half
the base times the height, or:

By convention, traffic models-are not developed in
terms of RED time. Rather

, they focus on GREEN time. Thus
Webster substitutes theTollowing equivalence for the lengih
of the RED phase:

.   * = c[i-(yc)]

where: C = cycle length, s

g = effective green time, s

In words, the RED time is the portion of the cycle length thai
is not effectively green.

The height of the triangle, V, is jhe total number of vehi-
cles in the queue. In effect, it includes vehicles arriving during
the RED phase, R, plus those that join the end of the queue
while it is moving out of the intersection (i.e., during time /
in Figure 20.13). Thus determining the time it takes forjhe
queue to clear, tc, is an important part of the modef. This is
done by setting the number of vehicles arriving during the
period R + tc equal to the number of vehicles departing dur-
ing the period tc, or:

UD,
a

2
RV

where: UDa = aggregate uniform delay, veh-sec
R    = length of the RED phase, s

V   - total vehicles in queue, veh

R + tc = ( jtc

-Uc. .  
.

Cumulative

Vehicles

Slope = v
V

Slope s

I 

! R = c[i-g/c] ! t
c
 !

u *u- j

j Aggregate Delay
i (veh-secs)

G R

Figure 20.13: Webster's Uniform Delay Model Illustrated
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yhen, substituting for tc:

v = v{R + g

anid for R:

Then, aggregate delay can be stated as:

where all variables are as previously defined.

Equation 20-18 estimates aggregate uniform delay in
vehicle-seconds for onelnghYl q cIe To get an estimate of
average uniform delay per vehicle, the aggregate is divided by
Oie number of vehicles arriving during the cycle, vC. Then:

UD
 
r

['-'/cF
5 ['-%]

(20-19)

Another form of the equation uses the capacity, c, rather
rtian the saturation flow rate, s. Noting that s =. cl{glQ, the
following form emerges:

,     [l - (*/c)f     0.50C[l - («/c)]2
VD = ~Cj     Y/w

   (20-20)
2    [l " (Vc)(V/c)] 

.

where: = average uniform delay per vehicles, s/veh
C = cycle length, s

.

g = effective green time, s
v = arrival flow rate, veh/h

c - capacity of intersection approach, veh/h
X = v/c ratio, or degree of saturation

This average includes the vehicles that arrive and depart on
green, accruing no delay. This is appropriate. One of the
objectives in signalizations is to minimize the number or pro-
portion of vehicles that must stop. Any meaningful quality
measure would have to include the positive impact of vehicles

ftat are not delayed.

In Equation 20-20, note thatjhe maximum value of X
''he v/c ratio) is 1.00. As the uniform delay model assumes no
f|verflow

,
 the v/c ratio cannot be more than 1.00.

Modeling Random Delay

The uniform delay model assumes that lamvals are uniform
and that no signal phases fail (i.e., that arrival flow is less than
capacity during every signal cycle of the analysis period).

At isolated intersections, vehicle arrivals are more likely
to be random. A number of stochastic models have been devel-

oped for this case, including those by Newall [8], Miller [9,10\,
and Webster [7]. Such modelsassume that inter-vehicie arrival
times are distributed acceding to the Poisson djstjibution mth

an underlying average va ate of v vehicles/unit time. The
models account for both the underlying randomness of anivals
and the fact that some individual cycles within a demand period
with v/c < 1.00 could fail due to this randomness. This addi-

tional delay is sometimes referred to as "overflow delay,

" but it

does not address situations in which v/c > 1.00 for the entire

analysis period. This text refers to additional delay due to ran-
domness as "random delay," RD, to distinguish it from true
overflow delay when v/c > 1.00. The most frequently used
model for random delay is Webster

's formulation:

RD =
x-.2

2v(l - X)
(20-21)

where: RD

X

average random delay per vehicle,
 s/veh

v/c ratio

This formulation was found to somewhat overestimate delay,

and Webster proposed that total delay (the sum of uniform
and random del ObeestimatedTas: 

.

(20-22)D = 0.90{VD + RD)

where: D = sum of uniform and random delay

Modeling Overflow Delay
"Oversaturation" is used to describe extended time periods
during which arriving vehicles exceed the capacity of the
intersection approach to discharge vehicles. In such cases,
queues grow, and overflow delay, in addition to uniform
delay, accrues. Because overflow delay accounts for the fail-
ure of an extended series of phases, it encompasses a portion
of random delay as well.

Figure 20.14 illustrates a time period for which
v/c > 1.00. Again, as in the uniform delay model  it is
assumed the arrival function is uniform. During the period
of oversaturation, delay consists of both uniform delay (in
the triangles between the capacity and departure curves)
and overflow delay (in the growing triangle between the
arrival and capacity curves). The formula for the uniform
delay component may be simplified in this case because the
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Cumulative
Vehicles

Overflow Delay

Uniform Delay

R G R G R GG

Slope = v

Slope = c

s Slope = 5

Time

Figure 20.14: An Oversaturated Period Illustrated

vie ratio (X) is the maximum value of 1.00 for the uniform where: ODa
delay component. Then: OD

aggregate overflow delay,
 veh-sec

average overflow delay per vehicle,
 s/veh

UD.

0
.50C[l - (g/c)]2    0.50C[l - (8/c)]2 Other parameters are as previously defined.

i - yc i.ooi - {8/c)x
0

.50C[1 - («/c)l (20-23)
To this, the overflow delay must beadded. Figure 20.15 illus-
tratesliow the overflow delay is estimated. The aggregate and
average overflow delay can be estimated as:

con

i r
d/- ODa - -nvT- cT) - --{v - c)

OD = T
-\*-\\ (20-24)) .

I

Cumulative

Vehicles

vT--

cT--

CK

T

Slope = v

Slope = c

Time

Figure 20.15: Derivation of the Overflow Delay Formula

In Equations 20-24, the average overflow delay is
obtained by dividing the aggregate delay by the number o}
vehicles discharged within time T, eT. Unlike the formulation
for uniform delay, where the number of vehicles arriving and onj.
the number of vehicles discharged during a cycle were the 
same, the overflow delay triangle includes v iclesjh amve 
within time 7 but are not discharged within time T. The delay
triangle, therefore, includes dnTy the delay accrued by vehicles
throughlime f and excludes additional delay jhat vehicles stili 
"stuck" in the queue will experience after time f.  ,

Equations 2634 may use any unit of time for "T." The 
resulting overflow delay, OD, will have the same units as 

specified for 7  on a per-vehicle basis. 
Equations 20-24 are time dependent (i.e., the longerihe 

period ot oversaturauon Exists, thelarger delay becomes)
the predicted delay per vehicle iT averaged oveFtfieentire
period of oversaturation, T. This(mask  however, a significa"1

issue: Vehicles arriving early during time T experience far lesS 
"

delay than vehicles arriving later during time T. A model fof
average overflow delay during a time period 7] through h
may be developed, as illustrated in Figure 20.16. Note that the 
delay area formed iygpipezoidl not ajrianglg anc

The resulting model for average delay per vehicle dur- 
ing the time period T] through is: Wl
in Use

r. + Ti
(X - 1)

/

OD

0

(20-251 ste:
2    v

'"

 tai,

where all terms are as previously defined. Note that t"e 
trapezoidal shape of the delay area results in the 7
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i

Cumulative
Vehicles

vTy -

Slope = v

Slope = c

vT, -

cT2H

cT, -

Time

Figure 20.16: A Model for Overflow Delay Between
Times Ti andT2

formulation, emphasizing the growth of delay as the ovefsat-
rated condition continues over time. Also, this formulation

predicts the average delay per vehicle that occurs during the
pecified interval, through Th"5 delays to vehicles

arriving before time T\ but discharging after Ti are included
only to the extent of their delay within the specified times,
not any delay they may have experienced in queue before 1]
Similarly, vehicles discharging after r2 do have a delay
component after 12 that is not included in the formulation.

The three varieties of delay-uniform, random, and over-
flow delay-can be modeled in relatively simple terms as long
as simplifying assumptions are made in terms of arrival and
discharge flows, and in the nature of the queuing that occurs,
particularly during periods of oversaturation. The next section
begins to consider some of the complications thatarise from tfie
direcfuse'oftBese simplified models.

20.5.3 Inconsistencies in Random

and Overflow Delay

I

figure 20.17 illustrates a basic inconsistency in the random
md overflow delay models previously discussed. The incon-
sistency occurs when the v/c ratio {X) is in the vicinity of 1.

00.

When the vie ratio is below l. j i dqm delay modd is
ed because there is no "overflow" delay jn this case.

 Web-

er's random delay model (Equation 20-22), however, con-

tains the term (l-X) in the denominator. Thus as X approaches
ivalue of 1

.00, random delay increases asymptotically to an
infinite value

. When the v/c ratio (AQ is greater than 1.00,

Average
Overflow

Delay
/

Webster's

Randoni

Delay Model

/

rheoretical

I I Overflow Delay
/ Modelf

v/c0
.
80 0

.

90 1
.
00 1

.
10

Ratio

Figure 20.17: Random and Overflow Delay Models
Compared

{Source: Adapted with permission of Transportation Research
Board, National Research Council

, Washington DC, from
Hurdle, V.F "Signalized Intersection Delay Model: A Primer
for the Uninitiated, Transportation Research Record 971

,

p. 101,1984.)

overflow delay model isjipplied. The overflow delay model of
Equation 17-24, however, has an overflow delay of 0 when
X - 1.00, and increases uniformly with increasing values of X
thereafter.

Neither model is accurate in the immediate vicinity of
vie = 1.00. Delay does not become infinite at vie = 1.

00.

There is no true "overflow" at v/c = 1.00
, although individ-

ual cycle failures due to randoni arrivals do occur. Similarly,
the overflow model, with overflow delay = 0.

0 s/veh
.

 at

vie = 1.00, is also unrealistic
. The additional delay of indi-

vidual cycle failures due to the randomness of arrivals is not
reflected in this model.

In practical-terms, most studies confirm that the uni-
form delay model is a sufficient predictive tool (except for
the issue of platooned arrivals) when the v/c ratio is 0.

85 or

less. In this range, the true value of random delay iS(jTiinus£ )
cule, and there is no overflow delay. Similarly, the simple
theoretical overflow delay model (when added to uniform
delay) is a reasonable predictor when v/c > 1.15 or so. The

problem is that the most interesting cases fall in the interme-
diate range (0.85 < v/c < 1.15), for which neither model is

adequate. Much of the more recent work in delay modeling
Involves attempts to bridge  this_ gap, creating a model
that closely follows the

"

uniform delay modeT ai Tow v/c
ratios and approaches the theoretical overfloyTdelaymodel
at high v/c ratios (si.l5),j ing "

reasonabIe delay
estimates in between. Figure 20.17 illustrates this as the
dashed line.
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The most commonly used model for bridging this gap
was developed by Akcefik for the Australian Road Kesearch
Board's signalized intersection analysis procedure [11,12]:

OD
cT )}

X0 = 0.67 + V600,)J (20-26)

where: T = analysis period, h
X = v/c ratio

capacity, veh/h
saturation flow rate, veh/sg (veh/s of green)

g - effective green time, s

c

s

The only relatively recent study resulting in large amounts
of delay measurements in the field was conducted by Reilly et
al. [73] in die early 1980s to calibrate a model for use in the
1985 edition of the Highway Capacity Manual. The study con-
cluded that Equation 17-26 substantially overestimated field-
measured values of delay and recommended that a factor of 0.50
be included in the model to adjust for this. The version of the
delay equation that was included in the 1985 Highway Capacity
Manual ultimately did not follow this recommendation and
included other empirical adjustments to the theoretical equation.

20.5.4 Delay Models in the HCM

The delay model incorporated into the HCM 2000 [2]
includes Ihe uniform delay model, a version of Akcelik's

overflow delay model, and a term coyering delay from an

existing or residual queue at the beginning of the analysis
period. The model is:

d = dxPF + d2 + d3 (20-27)

where: d  = control delay,
 s/veh

di - uniform delay component,
 s/veh

c 
'

-  PF = progression adjustment factor
di = overflow delay component,

 s/veh

3 = delay due to preexisting queue,
 s/veh

The progression factor was an empirically calibrated
adjustment to uniform delay that accounts for the effect of
platooned arrival patterns. This adjustment is discussed in
greater detail in Chapter 24. The delay due to preexisting
queues, 3, is found using a relatively complex model (sec
Chapter 24).        ~ 1

A significant revision has been included in the forth-
coming HCM 2010. Traditional delay models have been
replaced by Incremental Queue Analysis (IQA). Chapter 24
contains a more detailed discussion and presentation of this
approach.

In the final analysis, all delay modeling is based on the
determination of the area between an arrival curve and a

departure curve on a plot of cumulative vehicles versus time.
As the arrival and departure functions are permitted to
become more complex and as rates are permitted to vary for
various subparts of the signal cycle, the models become more
comolex as well.

0
-Uv>

L

FiiJ20.5.5 Examples in Delay Estimation
to

Consider the following situation: An intersection approach has
an approach flow rate of 1,000 veh/h, a saturation flow rate of
2
,800 veh/hg, a cycle length of 90 seconds, and a g/C ratio of 0.55.

What average delay per vehicle is expected under these conditions?

So/uft'on:

To begin, the capacity and v/c ratio for the intersection approach must
be computed. This will determine what model(s) are most appropriate
for application in this case:

C = j(*/c) = 2,800*0.55 = 1.540 veh/h
1
,
000

Because this is a relatively low value, the uniform delay equa
tion (Equation 20-19) may be applied directly. There is little ran-
dom delay at such a v/c ratio and no overflow delay to consider
Thus:

d
7C\[l-fe)F    /gOWl-O-Stf 

=142s/veh

 i-fys) \i)
x

{\m\
V 2,800/

v/c = X
1
,
540

0
.
649

Note that this solution assumes that arrivals at the subject inters c
tion approach are random. Platooning effects are not taken 'nU1

account
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mm

jIqw would the preceding result change if the demand flow rate
Increased to 1,600 veh/h for a one-hour period?

Solution:
(nthis case, the v/c ratio now changes to 1,600/1,540 = 1.039. This
is in the difficult range of 0.85 to 1.15 for which neither the simple
(andom flow model nor the simple overflow delay model is accurate.

yhe Akcelik model of Equation 20-26 will be used. Total delay,
however, includes both uniform delay and overflow delay. The uni-
form delay component when v/c > 1.00 is given by Equation 20-23:

OD
1
,
540*1 r

(1.039 - 1)

r
~

 
~~

j
 /12*(1.039 - 0.734\1

V(103 "+(       ,540., )|

I

1

i

)

r

c-

in

UD 0
.50 C[l - lg/c)] = 0.50 * 90 * (1 - 0.55) = 20.3 s/veh

Use of Akcelik's overflow delay model requires that the

analysis period be selected or arbitrarily set. Using a one-hour time

period, as specified, then:

f sg\ / 0.778* 49.5 \

+

= 39
.

1 s/veh

where: g = 0.55*90 = 49.5 s

s = 2,800/3,600 = 0.778 veh/sg

In this case, even with the "overflow" quite small (approxi-
mately 4% of the demand flow), the additional average delay due to
this overflow is considerable. The total expected delay in this situa-
tion is the sum of the uniform and overflow delay terms,

 or:

d = 20.3 + 39.1 = 59.4 s/veh

Note that this computation, as in Example 20-1,
 assumes random

arrivals on this intersection approach.

iiiiPJii& WKSm 6 tvm
-

m-

How would the result change if the demand flow rate increased to
1
,900 veh/h over a two-hour period?

Solution: '

The v/c ratio in this case is now 1,900/1,540 = 1.23. In this range,
ihe simple theoretical overflow model is an adequate predictor. As in
Example 20 -2, the Uniform Delay component must also be included;
ihis computation is the same as iri Example 20-2:20.3 s/veg.
The overflow delay component may be estimated using the simple
iheoretical Equation 20-24:

This is a very large value but represents an average over the
full two-hour period of oversaturation. Equation 20-25 may be
used to examine the average delay to vehicles arriving in the first

.15 minutes of oversaturation to those arriving in the last 15 min-
utes of oversaturation:

OD.
T, + T

.2

2

0 + 900

{X- 1)

2
-(1.23 - I) = 103.5s/veh

T
OD = -(X

2

7
,
200

1) = -(1.23 - I) 828.0 s/veh OD.Wl5

i Because the period of oversaturation is given as two hours,
i md a result in seconds is desired

,
 Tis entered as 2* 3,600 = 7,200s.

The total delay experienced by the average motorist is the sum of
uniform and overflow delay,

 on

d = 20.3 + 828.0 = 848.3 s/veh

6
,
300 + 7

,
200

(1.23 - 1) = 1,552.5 s/veh

As previously noted, the delay experienced during periods of
oversaturation is very much influenced by the length of time that
oversaturated operations have prevailed. Total delay for each case
would also include the 20.3 s/veh of uniform delay.

 As in

Examples 20-1 and 20-2, random arrivals are assumed.

20.6 Overview

his chapter has reviewed four key concepts necessary to
_   understand the operation of signalized intersections:

I
. Saturation flow rate and lost times

2
. The time budget and critical lanes

3
. Left-tum equivalency

4
. Delay as a measure of effectiveness

\

0

\

J

J

:
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These fundamental concepts are also the critical components
of models of signalized intersection analysis. In Chapter 21,
some of these concepts are implemented in a simple method-
ology for signal timing. In Chapter 24, all are used as parts of
the HCM analysis procedure for signalized intersections.
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Problems

20-1. Consider the headway data shown in the table here
Data were taken from the center lane of a three-lane
intersection approach for a total of 10 signal cycles.

 For

the purposes of this analysis, the data may be consid
ered to have been collected under ideal conditions

.

a
. Plot the headways versus position in queue for the

data shown. Sketch an approximate best-fit curve
through the data.

b
. Using the approximate best-fit curve constructed

in (a), determine the saturation headway and the
start-up lost time for the data.

c
. What is the saturation flow rate for this data?

2

Data for Problem 20-1

Q
Pos

Headways (s) for Cycle No.

1    2 3 4 5 6 7 8    9 10

1

2

3

4

5

6

7

8

9

10

3
.
6

2
.
8

2
.
2

2
.
0

2
.

1

1
.
9

1:9

x

X

X

3
.
4

2
.
7

2
.
4

2
.
2

1
.
9

2
.
0

2
.
0

2
.

1

1
.
8

1
.
9

3
.
2

2
.
6

2
.
3

2
.

1

2
.
0

2
.

1

1
.
8

1
.
8

x

x

3
.
5

2
.
7

2
.

1

2
.

1

2
.
2

2
.
0

2
.

1

1
.
9

2
.
0

1
.
8

3
.
5

2:5

2
.
5

2
.
3

2
.

1

1
.
8

1
.
9

2
.
0

x

x

3
.
3

2
.
6

2
.
4

2
.

1

2
.
0

2
.

1

1
.
9

2
.
0

2
.
0

x

3
.
6

2
.
9

2
.
4

2
.
0

2
.

1

2
.
0

2
.

1

2
.
0

1
.
9

2
.
0

3
.5

2
.
6

2
.
4

2
.
2

1
.
8

1
.
8

1
.
9

1
.
8

x

X

3
.
4

2
.
7

2
.
6

2
.
2

1
.
9

2
.
0

2
.
0

x

x

X

3
.
5

.2
,
8

2
.

4

2
.
2

1
.
8

1
.

7

2
.

0

1
.
9

1.
8

1
.
8

20-2. A signalized intersection approach has three lanes with no
exclusive left- or right-tuming lanes. The approach hasJ
40-second green out of a 75-second cycle. The yellow
plus all-red intervals for the phase total 4,0 seconds. If 
start-up lost time is 2.3 s/phase, the clearance lost time t
1
.1 s/phase, and the saturation headway is 2.48 s/veh

under prevailing conditions, what is the capacity of 
intersection approach?

20-3. An equation has been calibrated for the amount of 
required to clear N vehicles through a given signal pha*

7= 2
.
04 + 2.35 N

2

2
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a
.

b
.

What start-up lost time does this equation suggest
exists?

t

1

What saturation headway and saturation flow rate
is implied by the equation?

20-4. What is the maximum sum of critical-lane volumes
that may be served by an intersection having three
phases, a cycle length of 100 s, a saturation headway
of 2.35 s/veh, and a total lost time per phase of
4

.
3 seconds?

20-5-2O-6. For the two intersections illustrated here, find the
appropriate number of lanes for each lane group
needed. Assume that all volumes shown have been con-

verted to compatible 
"through-car equivalent" values

for the conditions shown. Assume that critical volumes

reverse in the other daily peak hour.

20-7. For the intersection of Problem 20-5, consider a case in
which the E-W arterial has two lanes in each direction

and the N-S arterial has only one lane in each direction.
For this case:

a
. What is the absolute minimum cycle length that

could be used?

b
. What cycle length would be required to provide

for a ratio of 0.90 during the worst 15 minutes of
the hour if the PHF is 0.92?

i
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e
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e

e
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800 veh/h

1
,
400 veh/h

* = 2
.
05 s/veh

tL = 43 s/phase
2-phase signal
C = 60s

Only critical vols, shown
All vols, in tvu's

Intersection for Problem 20-5

700 veh/h
200 veh/h

300 veh/h

1
,
000 veh/h

h = 2.30 s/veh

tL = 4.5 s/phase
4-phase signal
C=90s

Only critical vols, shown
All vols, in tvu's

Intersection for Problem 20-6

20-8. At a signalized intersection, one lane is observed to dis-
u charge 20 through vehicles in the same time as the left

lane discharges 10 through vehicles and 5 left-turning
vehicles. For this case:

a
.   What is the through-vehicle equivalent, Eu, for

left-tuming vehicles?
'

     b.   What is the left-turn adjustment factori fLT, for the
case described?

c
.  What variables can be expected to affect the

observed value of Et?

20-9. An intersection approach volume is 1,350 veh/h and
includes 8% left turns with a through-vehicle equivalent
of 2.7 tvu/left turn. What is the total equivalent through
volume on the approach?

20-10. An intersection approach has three lanes, permitted
left turns, and 6% left-turning volume with a through
vehicle equivalent of 5.0 tvu/left tum. The saturation
flow rate for through vehicles under prevailing condi-
tions is 1,700 veh/hg/ln.
a

. What is the left-tum adjustment factor for the
case described?

b
.
 Determine the saturation flow rate and saturation

headway for the approach, including the impact
of left-turning vehicles.

6
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c
. If the approach in question has an effective green

time of 45 seconds in a 75-second cycle, what is
the capacity of the approach in veh/h?

20-11. An intersection approach has a demand volume of
500 veh/h, a saturation flow rate of 1,450 veh/hg, a
cycle length of 80 seconds, and 50 seconds of effec-
tive green time. What average delay per vehicle is
expected under these conditions?

20-12. A signalized intersection approach operates at an
effective ratio of 1.05 for a peak 30-minute period
each evening. If the approach has a g/C ratio of 0.60
and the cycle length is 75 seconds:
a

. What is the average control delay for the entire
30-minute period?

b
. What is the average control delay during the first

5 minutes of the peak period?

c
. What is the average contia] delay per vehicle dur-

ing the last 5 minutes of the peak period? Whv is
this period significant?

20-13. A signalized intersection approach experiences chronic
oversaturation for a I-hour period each day. During this

. time, vehicles arrive at a rate of 2,000 veh/h
. The

saturation flow rate for the approach is 3,250 veh/hg,

with a 100-second cycle length, and 55 seconds of
effective green.

a
.

b
.

What is the average control delay per vehicle for
the full hour?

What is the average control delay per vehicle for
the first 15 minutes of the peak period?

c
.   What is the average control delay per vehicle for

the last 15 minutes of the peak hour?

i
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CHAPTER Immm

Fundamentals of Signal
Timing and Design:

Pretimed Signals

Signal timing and design involve several important components,
including the physical design and layout of the intersection
itself. Physical desjgn is treated in some detail in Chapte£

_

19.

This chapter focuses on the design and timing of traffic
control signals.

These are the key steps involved in signal design and
timing: 

'

I
. Development of a safe and effective phase plan and

sequence

Z
. Determination of vehicular signal needs:

a. Timing of ''yellow" (change) and "all-red" (clear-
ance) intervals for each signal phase

b
.
 Determination of the sum of critical-lane

volumes (Vf,)

c
. Determination of lost times per phase {iL) and

per cycle (L)

d
. Determination of an appropriate cycle length (C)

e
. Allocation of effective green time to the various

phases defined in the phase plan-often referred
to as "splitting

"'

 the green

3
. Determination of pedestrian signal needs:

a
. Determine minimum pedestrian "green" times

b
. Check to see if vehicular greens meet minimum

pedestrian needs

c
. If pedestrian needs are unmet by the vehicular

signal timing, adjust timing and/or add pedes-
trian actuators to ensure pedestrian safety

Although most signal timings arc developed for vehicles and
checked for pedestrian needs, it is critical that signal liming
designs provide safety and relative efficiency for both.
Approaches vary with relative vehicular and pedestrian flows.
but every signal timing must consider and provide for the
requirements of both groups.

Many aspects of signal timing are tied to the principles
discussed in Chapter 20 and elsewhere in this text. The
process, however, is not exact, nor is there often a single
"

right" design and liming for a traffic control signal. Thus sig-
nal timing does involve judgmental elements and represents
true engineering design in a most fundamental way.

All of the key elements of signal timing are discussed in
some detail in this chapter, and various illustrations are

489
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offered. Note, however, that it is virtually impossible to
develop a complete and final signal timing that will not be
subject to subsequent fine tuning when the proposed design is
analyzed using the HCM 2000 (and forthcoming HCM 2010)
analysis model or some other analysis model or simulation.
This is because no straightforward signal design and timing
process can hope to include and fully address all of the poten-
tial complexities that may exist in any given situation. Thus
initial design and timing is often a starting point for analysis
using a more complex model.

Chapters 23 and 24 of this text discuss two analysis
models: one based on critical lane analysis, which is essen-
tially signal timing in reverse, and the second the HCM analy-
sis model. The latter includes some of the updates currently
under development for the HCM 2010. Because this text will
be published before the HCM 2010 is finalized and released,
there may be additional changes that are not incorporated into
Chapter 24. Although a number of other models are available,
the HCM is widely used and accepted in the United States and
a number of other countries.

21.1 Development of Signal
Phase Plans

The most critical aspect of signal design and timing is the
development of an appropriate phase plan. Once this is done,
many other aspects of the signal timing can be analytically
treated in a deterministic fashion. The phase plan and
sequence involves the application of engineering judgment
while applying a number of commonly used guidelines. In
any given situation, there may be a number of feasible
approaches that will work effectively.

21.1.1  Treatment of Left Turns

The single most important feature that drives the development
of a phase plan is the treatment of left turns. As we discussed in
Chapter 20, left turns may be handled as permitted movements
(with an opposing through flow), as protected movements (with
the opposing vehicular through movement stopped), or as a
combination of the two (compound phasing). The simplest
signal phase plan has two phases, one for each of the crossing
streets. In this plan, all left turns are permitted. Additional
phases may be added to provide protection for some or all left
turns, but additional phases add lost time to the cycle. Thus
the consideration of protection for left turns must weigh the
inefficiency of adding phases and lost time to the cycle against

is-

the improved efficiency in operation of left-turning and other

vehicles gained from that protection.

Two general guidelines provide initial insight into

whether or not a particular left-turn movement requires a pro-

tected or a partially protected phase Such phasing should be

considered whenever there is an opposed left turn that satis

fies one of the two following criteria:
vLT > 200veh/h (2l-la

.

i

xprod = vLT*{r
<>No) > 50

,000 (21-lbi

where: vLT = left-turn flow rate,
 veh/h

v0 = opposing through movement flow rate,
 veh/h

N0 = number of lanes for opposing through movemem

Equation 21-lb is often referred to as jthe "cross-product"
ruTeTVarious agencies may use different forms of this particu-
lar guideline. These criteria, however, are not absolute. They
provide a starting point for considering whether or not left-
turn protection is needed for a particular left-turn movement.

There are other considerations
. Left-turn protection,

 for

example, is rarely provided when left-turn flows are less than
two vehicles per cycle. It is generally assumed that in the worst
case, where opposing flows are so high that no left turns may fil-
ter through it, an average of two vehicles each cycle will wait in
the intersection until the opposing flow is stopped and then com-
plete their turns. Such vehicles are usually referred to as ''sneak-
ers.

"

 Where a protected phase is needed for one left-tumins
movement, it is often convenient to provide one for the opposing
left turn, even if it does not meet any of the normal guidelines.
Sometimes, a left turn that does not meet any of the guidelines
will present a particular problem that is revealed during the sig-
nal timing or in later analysis, and protection will be added.

The Traffic Engineering Handbook [I] provides sontf
additional criteria for consideration of protected or partially
protected left-turn movements, based on a research study
[2]. Permitted phasing should be provided when the following
conditions exist:

1
. The left-turn demand flow within the peak hour, as

plotted on Figure 21.1 against the speed lim'1 'or

opposing traffic, falls within the "permitted*" portion
of the exhibit.

2
. The sight distance for left-turning vehicles is 1,01

restricted.

3
. Fewer than eight left-turn accidents have occurred

within the last three years at any one approach u '1'1

permitted-only phasing.
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vLT (veh/h)
One Opposing Lane Two Opposing Lanes Three Opposing Lanes
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Only
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Some
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Perm iked

Phasing
Only

55 25 40 55

Opposing Speed Limit (mi/h)

fFigurTzTT  Recommended Selection Criteria for Left-Turn Protection

25 40 45 55

{Source: Used with permission of Transportation Research Board, National Research Council, Asante, S., Ardekani, S., and
Williams. J., "Selection Criteria for Left-Turn Phasing and Indication Sequence,

"

 Transportation Research Record 142L Washington
DC. 1993, p. 11.)

The third criterion may be applied only to intersections that
are already signalized using permitted left-turn phasing.

Guidance is also provided concerning the choice
between fully protected and compound phasing. Fully pro-
lected phasing is recommended when any two of the follow
ingcriteria are met: 

'

.
. .

..» *  :.\

engineer judges that additional left-turn accidents
would occur under the compound phasing option.

1
.
 Left-turn flow rate is greater than 320 veh/h.

2
. Opposing flow rate is greater than 1,100 veh/h.

3
. Opposing speed limit is greater than or equal to

45 mi/h.

4
.

 There are two or more left-turn lanes.

Fully protected phasing is also recommended when any
fm ofjthe following conditions exists: "'l A

1
. There are three opposing traffic lanes, and the

opposing speed is 45 mi/h or greater.
2

. Left-turn flow rate is greater than 320 veh/h, and the
percentage of heavy vehicles exceeds 2.5%.

3
. The opposing flow rate exceeds 1,100 veh/h, and the

percentage of left turns exceeds 2.5%.

4
.
 Seven or more left-turn accidents have occurred

within three years under compound phasing.

5
. The average stopped delay to left-turning traffic is

acceptable for fully protected phasing, and the

A complex criterion based on observed left-turn conflict rates
is also provided. The conflict criteria as well as criteria 4 and
5 apply only where an existing intersection is being operated
with compound phasing.

These criteria essentially indicate when compound
phasing should not be implemented. They suggest that com-
pound phasing may be considered when left-turn protection is
needed but none of these criteria are met.

Note, however, that use of compound phasing is also
subject to many local agency policies that mayxupei seclg' or
supplement the more general guidelines presented here. Use
of compound phasing varies widely from jurisdiction to juris-
diction. Some agencies use it only as a last resort for the rea-
sons stated previously. Others provide compound phasing
wherever a left-turn phase is needed because of the delay
reductions usually achieved by compound versus fully pro-
tected left-turn phasing.

In extreme cases, it may be necessary to' ban! left turns
entirely. This must be done, however, with the utmost care. It

is essential that alternative paths for vehicles wishing to turn
left are available and that they do not unduly inconvenience
the affected motorists. Further, the additional demands on

alternative routes should not cause worse problems at nearby
intersections. Special design treatments for left turns arc also
discussed in Chapter 19.

I
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21.1.2 General Considerations in Signal
Phasing

Several important considerations should be kept in mind
when establishing a phase plan:

1
. Phasing can be used to minimize accident risks by

separating competing movements. A traffic signal
always eliminates the basic crossing conflicts pres-
ent at intersections. Addition of left-turn protection
can also eliminate some or all of the conflicts

between left-turning movements and their opposing
through movements. Additional phases generally
lead to additional delay, which must be weighed
against the safety and improved efficiency of pro-
tected left turns.

2
. Although increasing the number of phases increases

the total lost time in the cycle, the offsetting benefit is
an increase in affected left-tum saturation flow rates.

3
. All phase plans must be implemented in accordance

with the standards and criteria of the MUTCD [3],
and they must be accompanied by the necessary
signs, markings, and signal hardware needed to
identify appropriate lane usage.

4
. The phase plan must be consistent with the intersec-

tion geometry, lane-use assignments, volumes and
speeds, and pedestrian crossing requirements..

For example, it is not practical to provide a fully pro-
tected left-turn phase where there is no exclusive left-tum lane.
If such phasing were implemented with a shared lane, the first
vehicle in queue may be a through vehicle. When the protected
left-turn green is initiated, the through vehicle blocks all left-
turning vehicles from using the phase. Thus protected left-tum
phases require exclusive left-tum lanes for effective operation.

i,

J

A more complete definition and discussion of the use

and interpretation of these symbols follows:

1
. A solid arrow denotes a movement without opposi-

tion. All through movements are unopposed by del
inition. An unopposed left turn has no opposins
through vehicular flow. An unopposed right turn has
no opposing pedestrian movement in the crosswalk
through which the right turn is made.

2
. Opposed left- and or right-turn movements arc

shown as a dashed line.

3
. Turning movements made from a shared lane(.

s) are

shown as arrows connected to the through move-
ment that shares the lane(s).

4
. Turning movements from an exclusive lane(s) are

shown as separate arrows, not connected to any
through movement.

Although not shown in Figure 21.
2

, pedestrian paths
may also be shown on phase or ring diagrams. They are gen-
erally shown as dotted lines with a double arrowhead

,
 denot-

ing movement in both directions in the crosswalk.

A phase diagram shows all movements being made in a
given phase within a single block of the diagram. A ring dia-
gram shows which movements are controlled by which "ring"
on a signal controller. A "ring

"

 of a controller generally con-
trols one set of signal faces. Thus, although a phase involvina
two opposing through movements would be shown in one
block of a phase diagram, each movement would be sepa-
rately shown in a ring diagram. As you will see in the ncxl
section, the ring diagram is more informative, particularly
where overlapping phase sequences are involved. Chapter ll)

describes signal hardware and the operation of signal con-
trollers in more detail.

r

21.1.3 Phase and Ring Diagrams

A number of typical and a few not-so-typical phase plans are
presented and discussed here. Signal phase plans are gener-

21.1.4  Common Phase Plans

and Their Use

Simple two-phase signalization is the most common plan 1,1
use. If guidelines or professional judgment indicate the need

to fully or partially protect one or more left-turn movements
ally illustrated using phase diagrams and ring diagrams. \xi      a variety of options are available for doing so.

 The followin?
both cases, movements allowjc[dunrig each phase are shown

usmg  arrows. Here, only those movements allowed in each
phase are shown; in some of the literature, movements not
allowed are also shown with a straight line at the head of the
arrow, indicating that the movement is stopped during the
subject phase. Figure 21.2 illustrates some of the basic con-
ventions used in these diagrams.

sections illustrate and discuss the most common phase pi'1"'

in general use.

Basic Two-Phase Signalization

Figure 21.3 illustrates basic two-phase signalization. E31-'1
street receives one signal phase, and all left and right turns 
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Through movement without turning
movement.

Through movement with protected
right and left turns from shared
lanes.

Through movement with permitted
right and left turns from shared
lanes.

Through movement with protected
left turn from exclusive lane and

permitted right turn from shared
lane.

Through movement with permitted
left turn from exclusive lane and

permitted right turn from shared
lane.

 *-

Figure 21.2: Selected Signal Phase Arrows Illustrated

44' <->-

-<->~

(b) Phase Diagram

Ring 1    Ring 2

i

(a) Intersection Layout
(exclusive LT/RT lanes
optional)

Figure 21.3: Illustration of a Two-Phase Signal

s

(c) Ring Diagram
-- 
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made on a permitted basis. Exclusive lanes for left- and/or
right-turning movements may be used but are not required for
two-phase signalization. This form of signalization is appro-
priate where the mix of left turns and opposing through flows
is such that no unreasonable delays or unsafe conditions are

created by and/or for left-turners.
In this case, the phase diagram shows all N-S move-

ments occurring in Phase A and all E-W movements occur-
ring in Phase B. The ring diagram shows that in each phase,
each set of directional movements is controlled by a separate
ring of the signal controller. Because the basic signalization is
relatively simple, both the phase and ring diagrams are quite
similar, and both are relatively easy to interpret. As you will
see, this is not the case for more complex signal phase plans.

Note that all phase boundaries cut across both rings of the
controllers, meaning that all transitions occur at the same times
in both rings. Also, it would make little difference which move-
ments appear in which rings. The combination shown could be
easily reversed without affecting the operation of the signal.

_

L / 
Exclusive Left-Turn Phasing

Most exclusive or unopposed left-turn movements are

indicated by use of a green arrow. The arrow indication maj
be used only when there is no opposing through movement

In the case of a protected-plus-permitted compound phase

the green arrow is followed by a yellow arrow; the yellow

arrow is then followed by a green bail indication durina the

permitted portion of the phase. \

i

Leading and Lagging Green Phases

L

When exclusive left-turn phases are used, a potential ineffi-
ciency exists. If the two left-turning movements have very
different demand flow rates (on a per-lane basis), then pro-
viding them with protected left-turn phases of equal length
assures that the smaller of the two left-turn movements will
have excess green time that cannot be used. Where this inef-

ficiency leads to excessive or unfeasible cycle lengths and/or
excessive delays, a phase plan in which opposing protected

-s   left-turn phases are separated should be considered.
 If a NB

v protected left-turn phase is separated from the SB protected

 left-turn phase, the two can be assigned different green times
.

 in accordance with their individual demand flow rates
.

When a need for left-turn protection is indicated by guide- ~\ . 
"

 '

 The traditional approach to accomplishing this is referred
lines or professional judgment, the simplest way to provide it to as "leading and lagging" green phases. A leading and lag-
is through the use of an exclusive left-turn phase(s). Two ging green sequence for a given street has three components:
opposing left-turn movements are provided with a simultane-
ous and exclusive left-tum green, during which the two
through movements on the subject street are stopped. An
exclusive left-turn phase may be provided either before or
after the through/right-tum phase for the subject street,
although the most common practice is to provide it before the
through phase. Because this is the most often-used sequence,

\

cl 

1

V

2

drivers have become more comfortable with left-turn phases
placed before the corresponding through phase.

As noted previously, when an exclusive left-turn phase is
used, an exclusive left-tum lane of sufficient length to accom-
modate expected queues must be provided. If an exclusive left-
tum phase is implemented on one street and not the other, a
three-phase signal plan emerges. Where an exclusive left-tum
phase is implemented on both intersecting streets, a four-phase
signal plan is formed. Figure 21.4 illustrates the use of an
exclusive left-tum phase on the E-W street but not on the N-S
street, where left turns are made on a permitted basis.

The phase plan of Figure 21.4 can be modified to provide
for protected plus permitted left turns on the E-W street. This is
done by adding a permitted left-tum movement to Phase B. In
general, such compound phasing is used where the combination
of left turns and opposing flows is so heavy that provision of
fully protected phasing leads to undesirably long or unfeasible
cycle lengths. Compound phasing is more difficult for drivers to
comprehend and is more difficult to display.

The leading green. Vehicles in one direction get the
green while vehicles in the opposing direction
are stopped. Thus the left-turning movement in the
direction of the "green" is protected.

The overlapping through green. Left-turning vehicles
in the initial green direction are stopped while through
(and right-turning) vehicles in both directions are
released. As an option, left turns may be allowed on a
permitted basis in both directions during this portion
of the phase, creating a compound phase plan.

3
. The lagging green. Vehicles in the initial direction

(all movements) are stopped while vehicles in tltf
opposing direction continue to have the green.
Because the opposing flow is stopped,

 left turns

made during this part of the phase are protected.

The leading and lagging green sequence is no longer a
standard phasing supported by the National Electronic
Manufacturing Association( NEMA iwhich creates stan
dards for signal controllers aricTother electronic devices
Such controllers

,
 however, are still available, and ttii

sequence is still used in some jurisdictions.

Figure 21.5 illustrates a leading and lagging green
sequence in the E-W direction. A similar sequence can 
used in the N-S direction as well

.
 Again

,
 an exclusive ]eft-tLl1"
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(a) Inlcrscclion Layout (b) Phase Diagram

Ringl       Ring 2

J f

14- <j>C

(c) Ring Diagram

Figure 21.4: Exclusive Left-Turn Phase Illustrated

lane must be provided when a leading and lagging green is
implemented.

The leading and lagging green phase plan involves
overlapping El sesr

'

/rhe EB through is moving in Phases
AllSd

'

/U while the WB through is moving in Phases A2 and
A3. One critical question arises in this case: How many
phases are there in this plan? It might be argued that there are
four distinct phases: Al. A2, A3, and B. It might also be
wgued that Phases Al, A2, and A3 form a single overlapping
phase and that the plan therefore involves only two phases. In
fact

, both analyses are incorrect.
The ring diagram is critical in the analysis of overlapping

Phase plans. At the end of Phase A1, only Ring 1 goes though a
lransition

, transferring the green from the EB left turn to the WB
trough and right-tum movements. At the end of Phase A2, only

Ring 2 goes through a transition, transferring the green from the
EB through and right-tum movements to the WB left turn. Each
ring, therefore, goes through three transitions in a cycle. In effect,

this is a three-phase, signal plan. The ring diagram makes the dif-
ference between partial and full phase boundaries clear,

 whereas

the phase diagram can easily mask this important feature.
This distinction is critical to subsequent signal-timing

computations. For each phase transition, a set of lost times
(start-up plus clearance) is experienced. If the sum of the
lost times per phase (tL) were 4.0 seconds per phase,

 then a

two-phase signal would have 8.0 seconds of lost time per cycle
(L), a three-phase signal would have 12.0 seconds of lost time
per cycle, and a four-phase signal would have 16.0 seconds of
lost time per cycle. As you will see, the lost time per cycle has
a dramatic affect on the required cycle length.
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(a) Inicrscction Layout (b) Phase Diagram
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(c) Ring Diagram

Figure 21.5: Leading and Lagging Green Illustrated

I

A number of interesting options to the leading and lagging
phase plan could be implemented:

1
. A leading green may be used without a lagging green

or vice versa. This is usually done where a one-way
street or T-intersection creates a case in which there is

only one left mm from a two-way major street.

2
. A compound phasing can be created by allowing

permitted left turns in Phase A2. This would create
a protected-plus-permitted phase for the EB left tum
and a permitted-plus-protected phase for the WB
left tum.

3
. A leading and/or lagging green may be added to the

N-S street
, assuming that an exclusive left-turn lane

coald be provided within the right-of-way.

Exclusive Left-Turn Phase with Leading Green

It was previously noted that NEMA does not have a set ol
controller specifications to implement a leading and laggi"?
green phase plan. The NEMA standard phase sequence for
providing unequal protected left-tum phases employs an exclu-
sive left-tum phase followed by a leading green phase in
direction of the heaviest left-tum demand flow

.
 In effect,

sequence provides the same benefits as the leading and lagging-
green, but it allows all protected left-tum movements to 
made before the opposing through movements are released

Figure 21.6 illustrates such.a phase plan for the E-W street.
In the case illustrated

,
 the EB left-turn movenien'

receives the leading green as the heavier of the two lefHurn

demand flows. If the WB left turn required the leading g cl1

I
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(a) Intersection Layout
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(b) Phase Diagram
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(c) Ring Diagram

Figure 21.6: Exclusive Left-Turn Phase Plus Leading Green Phase Illustrated

this is easily accomplished by reversing the positions of the
partial boundaries between Phases Al and A2 and between
A2 and A3.

Note there is a similarity between the leading and lag-
ging green phase plan and the exclusive left-turn plus leading
green phase plan. In both cases, the partial transition in each

ring is between a protected left turn and the opposing through
and right-turn movements, or vice versa. Virtually all overlap-
ping phase sequences involve such transfers.

A compound phase can be implemented by allowing
EB and WB permitted left-turn movements in Phase A2. In
both cases

, this creates a protected-plus-permitted phase
sequence. This phasing can also be implemented for the
N-S street if needed

, as long as an exclusive left-turn lane is
provided.

The issue of number of phases is also critical in this
phase plan. The phase plan of Figure 21.6 involves three
discrete phases and ihree phase transitions on each ring.

Eight-Phase Actuated Control

Any of the previous phase plans may be implemented using a
pretimed or an actuated controller with detectors. However,
actuated controllers offer the additional flexibility of skipping
phases when no demand is detected. This is most often done for
left-turn movements. Protected left-turn phases may be skipped
in any cycle where detectors indicate no left-tum demand.

 The

most flexible controller follows the phase sequence of an exclu-
sive left-tum phase plus a leading green. Figure 21.

7 shows the

actuated phase plan for such a controller.

0
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In this case, exclusive left-turn phases and leading
greens are provided for both streets, and both streets have
exclusive left-turn lanes as shown.

This type of actuated signalization provides for com-
plete flexibility in both the phase sequence and in the timing

of each phase. Each street niay start its green phases in one ol
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. A leading green phase (in the appropriate direction) if
only one left-turn demand is present

. A combined through and right-turn phase in both direc-
tions if no left-turn demand is present in either direction

If the first option is selected, the next phase may be a leading
oreen if one direction still has left-turn demand when the

other has none, or a combined through and right-turn phase if
both left-turn demands are simultaneously satisfied during the
exclusive left-turn phase.

The ring diagram assumes that a full sequence requiring
both the exclusive left-turn phase and the leading green phase
dor one direction) are needed. The partial phase boundaries
are shown as dashed lines because the relative position of
ihese may switch from cycle to cycle depending on which
left-turn demand flow is greater. If the entire sequence is
needed, there ait four phase transitions in either ring, making
this (as a maximum) a four-phase signal plan. Thus, even
though the controller defines eight potential phases, during
any 2iven cycle, a maximum of four phases may be activated.

As we noted previously, actuated control is generally
used where signalized intersections are relatively isolated,
although modem signal systems now coordinate actuated
controllers. The type of flexibility provided by eight-phase
actuated control is most effective where left-turn demands

vary significantly over the course of the day.

The Exclusive Pedestrian Phase
-

2 CV . f 
'

I

I

The exclusive pedestrian phase was a unique approach to the
control of situations in which pedestrian flows are a significant,
or even dominant, movement at a traffic signal. Originally
developed by New York City traffic engineer Henry Barnes in
the 1960s for Manhattan, this type of phasing is often referred
lo as the "Barnes Dance."

Figure 21.8illustrates this phasing.jDj g e ej Ju_

sive
_

pedestrian phase, pedestrians are permitted to cross the intcr-
seclion in any directipm including diagonally. All vehicular
movements are stopped during the exclusive pedestrian phase.
The exclusive pedestrian phase is virtually never used where
more than two vehicular phases are needed.

The exclusive pedestrian phase has several drawbacks.
The primary problem is that the entire pedestrian phase must
he treated as lost time in terms of the vehicular signalization.

Delays to vehicles are substantially increased because of this,

and vehicular capacity is significantly reduced.

The exclusive pedestrian phase never worked well in
lhe city of its birth. Where extremely heavy pedestrian Hows
wist

, such as in Manhattan, the issue of clearing them out of
'he intersection at the close of the pedestrian phase is a major
enforcement problem. In New York, pedestrians occupied

intersections for far longer periods than intended, and the
negative impacts on vehicular movement were intolerable.

The exclusive pedestrian phase'-:works best in small
rural or suburban centers, where vehicular flows are not

extremely high and where the volume of pedestrians is not
likely to present a clearance problem at the end of the pedes-
trian phase. In such cases, it can provide additional safety for
pedestrians in environments where drivers are not used to
negotiating conflicts between vehicles and pedestrians.

Signalization of T-intersections

T-intersections present unique problems along with the
opportunity for unique solutions using the combination of
geometric design and imaginative signal phasing. This is
particularly true where the one opposed left turn that exists at
a T-intersection requires a protected phase.

Figure 21.9 illustrates such a situation along with several
candidate solutions. In Figure 21.9 (a), there are no turning
lanes providedjn suchTcase roviding the WB left turn with
a protected phase requires that each of the three approach legs
have its own signal phase. Although achieving the required
protected phasing for the opposed left turn, such phasing is not
very efficient in that each movement uses only one of three
phases. Delays to all v icles jendjo. be Jonger than they
would be if more efficienLg jngjmldJ i leniented.

If an exclusive left-turn lane is provided for the WB
left-turn movement and if separate lanes for left and right
turns are provided on the stem of the T, a more efficient
phasing can be implemented. In this plan, the intersection
geometry is used to allow several vehicular movements to use
two of the three phases, including some overlaps between
right turns from one street and selected movements from the
other. This is illustrated in Figure 21.9 (b).

If a left-turn lane for the WB left turn can be combined

with a channelizing island separating the WB through move-
ment from all other vehicle paths, a signalization can be
adopted in which the WB through movement is never
stopped. Figure 21.9 (c) illustrates this approach. Note that
this particular approach can be used only where there are no
pedestrians present

_

or where an verpass or underpass is
provided for those crossing the E-W artery.

Tpeach of the cases jihown in Figure 21.9, a three-phase
signal  plan  is used. Using geometry, however, additional
movements can be added to each of the signal phases, improv-
ing the overall efficiency of the signalization. As the signal plan
becomes more efficient, delays to drivers and passengers will be
reduced, and the capacity for each movement will be increased.

Note that this example starts with the assumption that
the WB left turn needs to be protected. If this were not true, a
simple two-phase signal could have been used.
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21.1

i

DEVELOPMENT OF SIGNAL PHASE PLANS

pjve- and Six-Leg Intersections

pive- and six-leg intersections are a traffic engineer
's worst

,

htmare. Although somewhat rare, these intersections do
lirwith sufficient frequency to present major problems in

ienal networks. Figure 21.10 illustrates a five-leg intersec-
(jon formed when aji off ramp froin>a limited access facility is
led directly into a signalized intersection.

In the example shown, a four-phase signal phase plan is
needed to provide a protected left-turn phase for the E-W
jrtery. Had the N-S arteryTequired a protected left-turn phase

TweTl (an exclusive LT lane would have to be provided), then
a five-phase signalization could have resulted. Addition of a
fifth, and, potentially, even a sixth phase creates inordinate
amounts of lost time, increases delay, and reduces capacity to
critical approaches and lane groups.

Wherever possible, design alternatives should be
considered to eliminate five- and six-leg intersections. In the
case illustrated in Figure 21.10, for example, redesign of the
ramp to create another separate intersection should be consid-
ered. The ramp could be connected to either of the intersect-
in? arteries in a T-intersection. The distance from the new

501

intersection to the main intersection would be a critical

feature and should be arranged to avoid queuing that would
block egress from the ramp. It may be necessary to signalize
the new intersection as well.

In Manhattan (New York City). Broadway created a
major problem in traffic control. The street system in most of
Manhattan is a perfect grid, with the distance between N-S
avenues (uptown/dgwntown) a uniform 800 feet, and the
distance between E-W streets (crosstown) a uniform 400 feet.

Such a regular grid, particularly when combined with a one-way
street system (initiated in the early 1960s),

'

is relatively easy to
signalize. Broadway, however, runs diagonally through the grid,
creating a series of major multileg intersections involving three
major intersecting arteries. Some of these "'

major
"

 intersections

include Times Square and Herald Square, and all involve major
vehicular and major pedestrian Hows. To take advantage of the
signalization benefits of a one-way, uniform grid street system,
through flow on Broadway is banned at most of these
intersections. This has effectively turned Broadway into a local
street, with little through traffic. Through traffic is forced back
onto the grid. Channelization is provided that forces vehicles
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Figure 21.10: A Five-Leg Intersection Illustrated
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approaching on Broadway to join either the avenue or the street,
eliminating the need for multiphase signals. In addition,
channelizing islands have been used to create unique pedestrian
environments at these intersections.

Right-Turn Phasing

Although the use of protected left-turn phasing is common, the
overwhelming majority of signalized intersections handle right
turns on a permitted basis, mostly from shared lanes. Protected

right-tum phasing is used only where the number of pedestrians
is extremely high. Modem studies show that a pedestrian flow
of 1,700 peds/h in a crosswalk can effectively block all right
tumTon green. Such a pedestrian flow js, however, extremely
rareT and exists only in major urban city centers. Although use
oFa protected right-tum phase in such circumstances may help
motorists, it may worsen pedestrian congestion on the street
comer and on approaching sidewalks. In extreme cases, it is
often useful to examine the feasibility of pedestrian overpasses
or underpasses. These would generally be coordinated with
barriers preventing pedestrians from entering the street at the
comer. It should be noted, however, that pedestrian overpasses
and/or underpasses are inconvenient for pedestrians and may
pose security risks, primarily at night.

Compound right-tum phasing is usually implemented
only in conjunction with an exclusive left-tum phase on the
intersecting street. For example, NB and SB right turns may
be without pedestrian interference during an EB and WB
exclusive left-turn phase. Permitted right tums would then
continue during the NB and SB through phase.

Exclusive right-tum lanes are useful where heavy right-
tum movements exist, particularly where right-tum-on-red is
permitted. Such lanes can be easily created on streets where curb
parking is permitted. Parking may be prohibited within several
hundred feet of the STOP line; the curb lane may then be used as
an exclusive right-tum lane. Channelized right tums may also be
provided. Channelized right tums are generally controlled by a
YIELD sign and need not be included in the signalization plan.
Chapter [9 contains a more detailed discussion of exclusive
right-tum lanes and channelized right-tum treatments.

Right-Turn-on-Red

''RighNtum n re JR  in California
only in conjunction with a sign authorizing the move-

ment [4]. In recent years, virtually all states allow RTOR unless
it is specifically prohibited by a sign. The federal government
encouraged this approach in the 1970s by linking implementa-
tion of RTOR to receipt of federal-aid highway funds. In some
urban areas, like New York City, right-tum-on-red is still

generally prohibited. Signs indicating-this general prohibition
must be posted on all roadways entering the area. All RTOR
laws require that the motorist stop before executing the riaht-

turn movement on red.

When implemented using a shared right-turn throusili

lane, the utility of RTOR is affected by the proportion of
through vehicles using the lane. When a through vehicle
reaches the STOP line

, it blocks subsequent right-turners
from using RTOR. Thus provision of an exclusive right-turn
lane greatly enhances the effectiveness of RTOR.

The major issues regarding RTOR continue to be (I) the
delay savings to right-turning vehicles, and (2) the increased
accident risk such movements cause. An ITE practice [5/ states
that the delay to an average right-turning vehicle is reduced by
9% in central business districts (CBDs), 31% in other urban
areas, and 39% in rural areas

. Another early study on the safety
of RTOR [6] found that only 0.

61% of all intersection accidents

involved RTOR vehicles and that these accidents tended to be
less severe than other intersection accidents

.

Because there are potential safety issues involving
RTOR, its use and application should be carefully considered.

The primary reasons for prohibiting RTOR include:

I
. Restricted sight distance for right-turning motorisi

2
. High speed of conflicting through vehicles

3
. High flow rales of conflicting through vehicles

4
. High pedestrian flows in crosswalk directly in from

of right-turning vehicles

Any of these conditions would make it difficult for drivers U1
discern and avoid);onflicts during the RTOR maneuver.

21.1.5  Summary and Conclusion

The subject of phasing along with the selection of an appro-
priate phase plan is a critical part of effective intersection sis;
nalization. Although general criteria have been presented to
assist in the design process,

 there are few firm standards. The

traffic engineer must apply a knowledge and understanding ot
the various phasing options and how they affect other critical
aspects of signalization, such as capacity and delay.

Phasing decisions are made for each approach on each
of the intersection streets

. It is possible, for example, for the
E-W street to use an exclusive left-turn phase while the N-S

street uses leading and lagging greens and compound phas-
ing. The number of potential combinations for the intersec-
tion as a whole

, therefore, is large.
The final signalization should also be analyzed using 3

comprehensive sigrfalized intersection model (such as the 200I'
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Highway Capacity Manual) or simulation (such as CORSIM/
ETSIM). This allows for fine tuning of the signalization on a

irial-and-error basis and for a wider range of alternatives to be

quickly assessed.

21.2 Determining Vehicular Signal
Requirements

Once a candidate phase plan has been established, it is possi-
ble to establish the "timing

"

 of the signal that would most
effectively accommodate the vehicular demands present.

21.2.1   Change and Clearance Intervals

The terms "change" and "clearance" interval are used in a
variety of ways in the literature. They refer to the yellow and
all-red indications, respectively, that mark the transition from
GREEN to RED in each signal phase. The all-red interval is a

periodduring which all signal facesj>how a RED indication.
The MUTCD specifically prohibits the use of a yellow indica-
tion to mark the transition from RED to GREEN, a practice
common in many European countries.

Although the MUTCD does not strictly require yellow
and/or all-red intervals, the Institute of Transportation Engi-
neers (ITE) recommends that both be used at all signals. In
most states, it is legal to enter an intersection on yellow.
Therefore, the function of these critical intervals is as follows:

Change interval (yellow). This interval allows a vehi-
cle t]ians £ afe topping distance away from the
STOP line when the GREEN is withdrawn

_

to continue

UtThe approach speed and enter the intersection legal-
ly on ye//oH'. "Entering the intersection" is interpreted
Co'Be the front wheels crossing over the intersection
curb line.

Clearance inten'al (all-red). AssumingjhaJ a,_

vehi£je
_

*

Has just
'

entered the intersection legally on yellow, the
allured must provide sufficient time for the vehicle to
cross the intersectionand clear its backbumper past
the far curbJia£Xor crosswalk line) before conflicting
vehicles are given the GREEN.

r
-r '-

 The
.

JIE-'reconimends the following methodology for
determining the length of the yellow or change interval [7]:

x = t +
1

.
475,85

la + (64.4 * 0.OIG)
(21-2)

r

where: y = length of the yellow interval,
 s

t = driver reaction time
,
 s

5g5 = 85th percentile speed of approaching vehicles,
 or

speed limit, as appropriate,
 mi/h

a - deceleration rate of vehicles
,
 ft/s2

G = grade of approach. %

64.4 = twice the acceleration rate due to gravity,
 which is

32.2 ft/s2

This equation was derived as the time required for a vehicle to
traverse one safe stopping distance at its approach speed.

 Com-

monly used values for key parameters include.
a deceleration

rate of 10.0 ft/s2 and a driver reaction time orr
.
d seconds.

he lLEj>als> recommends the following policy for
determining the length of        clearance intervals [7]:

For cases in which there is no pedestrian traffic:

xu + L
ar

1
.
475

(21-3a
15

For cases in which significant pedestrian traffic exists:

P + L
1 ar

1
.47515

For cases in which some pedestrian traffic exists:

(21-3b)

ar max

c

V
.J

o
.y \ I

where: ar = length of the all-red phase,
 seconds

W = distance from the departure STOP line to the far
side of the farthest conflicting traffic lane,

 feet

P = distance from the departure STOP line to the far
side of the farthest conflicting crosswalk,

 feet

L - length of a standard vehicle, usually taken to be
18 to 20 feet

5I5 = 15th percentile speed of approaching traffic,
 or

speed limit, as appropriate,
 mi/h

The difference between the three equations involves
pedestrian activity levels and the decision to clear vehicles
beyond the line of potential conflicting vehicle paths and/or con-
flicting pedestrian paths before releasing the conflicting flows.

Equation 21-3c, which addresses the most frequently occurring
situations-some, but not significant pedestrian flows-is a
compromise. If the pedestrian clearance distance. P.

 is used, the-N .u><

length of the vehicle is not added (i.e., the timing would provide L  ,

for the fronl bumper of a vehicle to reach the far crosswalk line re: ;
,
 i

before releasing the conflicting vehicular and pedestrian flows). J
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To provide for optimal safety, the equations for yellow
and all-red intervals use different speeds: the 85th percentile
and the 15th percentile, respectively. Because speed appears
in the numerator of the yellow determination and in the
denominator of the all-red determination, accommodating the
majority of motorists safely requires the use of different
percentiles. If only the average approach speed is known, the
percentile speeds may be estimated as:

1 585 = 5 + 5 (21-4)
where: 5  = 85th percentile speed, mi/h

5g5 = 85th percentile speed', mi/h
5 = average speed, mi/h

Where approach speeds are not measured and the speed
limit is used, both the yellow and all-red intervals will be
determined using the same value of speed. This, however, is
not a desirable practice.

Use of these ITE policies to determine //ow and all-red
intervals assures that drivers will not be presented with a
"dilemma zone," which occurs when the combined length of
the change and clearance intervals is not sufficient to allow a
motorist who cannot safely stop when the yelbw is initiated to
cross through the intersection and out of conflicting vehicular
and/or pedestrian paths before those flows are released. Where
yellow and all-red phases are mistimed and a dilemma zone is
created, agencies face possible liability for accidents that occur
as a result.

Note that some states have a somewhat different law con-

cerning the yellow interval: In these states it is legal to enter the
intersection on yellow only if the driver can successfully cross
and clear the intersection before the yellow signal expires. This
is much more difficult for drivers because they don't know when
the yellow will expire. In states using this law, the all-red phase
is sometimes not included, although this is not a recommended
practice. If the all-red phase was eliminated, then the yellow
would have to be extended to include the total time for both.

Consider the following example: Compute the appro-

. Reaction time = 1
.
0 s ~,

. Deceleration rate = 10 ft/s2

. Some pedestrians present

To apply Equations 21-2 and 21-3, estimates of the ISih
and 85th percentile speeds are needed. Using Equation 21-4

% = 35 + 5 = 40 mi/h

5,5 = 35 - 5 = 30mi/h

Using Equation 21-2, the length of the change or vellmt
interval should be:

wh

v = 1.0 + -
i > 

= 1
.
0 +

1
.
47*40

[2*10] + [64.4* 0.01* (-2.5)]

58.8

20 - 1.61
4

.
2 s

Equation 21-3c is used to compute the length of the clearance
or all-red phase because there are some, but not significant.
pedestrian flows present. The length of the clearance interval
is the maximum of:

ar

ar

48 + 20

1
.
47 * 30

60

68

44.1

60

1
.
47 * 30 44

.
1

1
.
5s

1
.
4s

In this case. 1.5 seconds would be applied.

21.2.2  Determining Lost Times

The 2000 (and forthcoming 20I0) edition of the Hltfm)
Capacity Manual {8\ indicates that lost times vary with the
length of the yellow and all-red phases in the signal timini-
Thus it is no longer appropriate to use a constant default value
for lost times as was historically done in most signal timm?
methodologies, pe HCM now recommends the use of the

priate change am earahceTnten'als for a signalized intersec-
tion approach with the following characteristics:

. Average approach speed = 35 mi/h

. Grade = -2.
5%

. Distance from STOP line to far side of the most distant

lane = 48 ft

. Distance from STOP line to far side of the most distant

cross-walk = 60 ft

. Standard vehicle length = 20 ft

followmg default values for this determination:

. Start-up lost time, f | = 2.0s/phase

. Motorist use of yellow and all-red, e = 2.0s/p

Using these default values, lost time per phase and lost tintf
per cycle may be estimated as follows:

(21-?'(-2

Y

'l

Y- e

v + ar (21-61

(21-7'

wa

to
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fl
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cy.
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where: t\ = start-up lost time, s/phase
f i = clearance lost time, s/phase

tL = total lost time, s/phase
v = length of ye/Zcw change interval, s

ar - length of all red clearance interval, s

Y = total length of change and clearance intervals, s

In the example of the previous section, the yellow interval
was computed as 4.2 seconds, and the all-red interval was found

in be 1.5 seconds. Using the recommended default values for
f. and e. respectively, lost times would be computed as:

F = 4.2 + 1.5 = 5.7s

e2 = 5.7 - 2.Q = 3.7 s

tL = 2.0 + 3.7 = 5.7 s

>Jote that when the HCM-recommended default values for

(i and e (both 2.0 s) are used, the lost time per phase, tL is
always equal to the sum of the yellow and all-red intervals, K
Because the lost time for each phase may differ, based on
different yellow and all-red intervals, the total lost time per
cycle is merely the sum of lost times in each phase, or:

L (21-8)

where: L = total lost time per cycle, s

/,, = lost time for phase i, s

n - number of discrete phases in cycl

21.2.3  Determining the Sumv-
of Critical-Lane Volumes

To estimate an appropriate cycle length and to split the cycle
into appropriate green times for each phase, it is necessary
io find the critical-lane volume for each discrete phase or
portion of the cycle.

As discussed in Chapter 20, the critical-lane volume is
'he per-lane volume that controls the required length of a par-
ticular phase. For example, in the case of a simple two-phase
signal, on a given phase the EB and WB flows move simulta-
neously. One of these per-lane volumes represents the most
intense demand

,
 and that is the one that will determine the

ippropriate length of the phase.

Making this determination is complicated by two factors:

. Simple volumes cannot be simply compared. Trucks
require more time than passenger cars, left and right
turns require more time than through vehicles, vehicles

on a downgrade approach require less time than vehi-
cles on a level or upgrade approach. Thus intensity of
demand is not measured accurately by simple volume.

. Where phase plans involve overlapping elements, the
ring diagram must be carefully examined to deter-
mine which flows constitute critical-lane volumes

.

Ideally, demand volumes would be converted to equiva-
lents based on all of the traffic and roadway factors that might
affect intensity. For initial signal timing, however, this is too
complex a process. Demand volumes can,

 however, be con-

verted to reflect the influence of the most significant factors
affecting intensity: left and right turns. This is accomplished
by converting all demand volumes to equivalent through vehicle
units (tvu

'

s). Through vehicle equivalents for left and right turns
are shown in Tables 21.1 and 21.2

, respectively.
These values are actually a simplification of a more com-

plex approach in the Highway Capacity Manual analysis model
for signalized intersections, and they form an appropriate basis

Table 21.1: Through-Vehicle Equivalents for Left-
Turning Vehicles, £ 7-

Opposing Flow
V0 (veh/h)

Number of Opposing Lanes, N0

1 2 3

0

200

400

600

800

1
.
000

> 1
.
200

1
.

1

2
.
5

5
.
0

10.0*

13.0*

15.0*

15.0*

1
.

1

2
.
0

3
.
0

,

5
.
0

8
.
0

13.0*

15.0*

1
.

1

1
.
8

2
.
5

4
.
0

6
.
0

10.0*

15.0*

ELT for all protected left turns = JL05
*The LT capacity is only available through "sneakers.

"

Table 21.2: Through-Vehicle Equivalents for
Right-Turning Vehicles, ERT

Pedestrian Volume

in Conflicting
Crosswalk, (peds/h) Equivalent

None (0)

Low (50)

Moderate (200)

High (400)
Extreme (800)

1
.

18

1
.
21

1
.
32

1
.

52

2
.

14

C
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i

for signal timing and design. In using these tables, the follow-
ing should be noted:

. Opposing volume, V0, includes only the through vol-
ume on the opposing approach, in veh/h.

. Interpolation in Table 21.1 for opposing volume is
appropriate, but values should be rounded to the near-
est tenth.

. For right turns, the "conflicting crosswalk" is the cross-
walk through which right-turning, vehicles must pass.

. Pedestrian volumes indicated in Table 21.2 represent
typical situations in moderate-sized communities.
Pedestrian volumes in large cities, like New York,
Chicago, or Boston, may be much higher, and the
relative terms used (low, moderate, high, extreme) are
not well correlated to such situations.

. Interpolation in Table 21.
2 is not recommended.

Once appropriate values for ELj and ERr have been
selected, all right- and left-tum volumes must be converted to
units of "through-vehicle equivalents.

"

 Subsegi nUy Ae demand
intensity per lane is found for each approach or lane jroujj,,.- 
-  
-
 -  ~ ;.

, r
,

.

r£= r*       .  - (21-9)

through-vehicle

These equivalents are added to. through vehicles tb
may be present in a given approach or lane group to find the

total equivalent volume and equivalent volume per lane in
each approach or lane group:

EQ v
,LTE KTE

Veql = VEQIN (21-

where: VEq = total volume in a lane group or approach, tvu/h

qL = total volume per lane in a lane group or
approach, tvu/h/ln

iV = number of lanes

where: Vug

RTE

left-tum volume

equivalents, tvu/h

right-tum volume
equivalents, tvu/h

in

in through-vehicle

Other variables are as previously defined.

Finding the critical-lane volumes for the signal phase
plan requires determining the critical path through the plan
(i.e., the path that controls the signal timing). This is done by
finding the path through the signal phase plan that results in
the highest possible sum of critical-lane volumes. Because
most signal plans involve two 

.

"

rings,
"

 alternative paths musi
deal with two potential rings for each discrete portion of the
phase plan. It must also be noted that the critical path may
"switch" rings at any full phase boundary (i.e., a phase bound-
ary that cuts through both rings). This process is best under-
stood through examples. Figure 21.1 i shows a ring diagram
for a signalization with overlapping phases. Lane volumes.
VEqi, are shown for each movement in the phase diagram.

To find the critical path, the controlling (maximum)
equivalent volumes must be found for each portion of ihc
cycle, working between full-phase transition boundaries. For
the combined Phase A in Figure 21.11,

 the volumes thai

control the total length of AL A2, and A3 are on Ring 1 or
Ring 2. As shown, the maximum total comes from Ring 2 and

oA2

oA3

dB

R 150

600

Ring 2

250*

550*

4/ A
'

300*
280

150 + 600 = 750 ivu

or

250 + 550 = 800 tvu

V
c/1

=800tvu V
c
 = 800 + 300

= 1
,

100 tvu

300 or 280

VcB = 300 tvu

Figure 21.11: Determining Critical Lane Volume Illustrated
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fields a total critical-lane volume of 800 tvu
'

s
. For Phase B,

i e choice is much simpler because there are no overlapping
.foases. Thus the Ring 1 total of 300 tvu's is identified as

critical. The critical path through the cycle is now indicated

DETERMINING VEHICULAR SIGNAL REQUIREMENTS 507

v asterisks, and the sum of critical-lane volumes is "" 's/phase x 3 phases/cycle = 12 s/cydei the peak-hour factor is

-
 - Consider the example illustrated previously in

Figure 21.11. The sum of the critical-lane volumes for this case
was shown to be 1

,100 veh/h. What is the desirable cycle length
for this three hase signal if the total lost time per cycle is 4

00 + 300 = L100 tvus. In essence, if the intersection isoA

iliouaht of in terms of a number of vehicles in single lanes
Peking to move through a single common conflicting point.
;ie signal, in this case, must have a timing that is sufficient to
bridle LI00 tvu

'

s through this point. The determination
jilical-lane volumes is further illustrated in the complete sig-
jal-timing examples included in the last section of this chapter.

0
.92. and the target vie ratio is 0.90? Using Equation 21-11:

21.2.4  Determining the Desired
Cycle Length

in Chapter 20, an equation describing the maximum sum of
critical-lane volumes that could be handled by a signal was

manipulated to find a desirable cycle length. That equation is
used to find the desired cycle length, based on tvu volumes, and
a default value for saturation flow rate. The default saturation

How rate, 1,615 tvu's per hour of green, assumes typical condi-
tions of lane width, heavy-vehicle presence, grades, parking,
pedestrian volumes, local buses, area type, and lane utilization.
Cotmnon flefault values for saturation flow rate range from
1
.
500 to 1,700.-in the literature, but these commonly also

account for typical left-turn and righl-tum percentages as well.
The method presented here makes these adjustments by con-
verting demand to equivalent through-vehicle units.

When the default value for saturation flow rate is inserted

into the relationship, the desired cycle length is computed as:

C
,

L

des

-\ 1|
_

16l5*/W*(r/r)J

(21-11)

1

where: QM
 = desirable cycle length,

 s

L = total lost time per cycle, s/cycle

PHF = peak-hour factor

vie = target vie ratio for the critical movements in the
intersection

Use of the peak-hour factor ensures that the signal timing
appropriate for the peak 15 minutes of the design hflur. Target

''f ratios are generally in the range of 0.85 to 0.95. Very low
allies of vie increase delays because vehicles are forced to wilt
ivhile an unused green pfii limes out. Vatues of vie > 0.95
'
-dicate conditions in which frequent individual phase oFcycle
.lilures are possible, thereby increasing delay.

12
<I('S

[ 1100 11
.

1615 * 0.9* 0.90 J
67.6s

1 -

If this were a pretimed signal, timing dials (or modules) are
available in 5-second increments between cycle lengths of 30
and 90 seconds, and in 10-second increments between 90 and

120 seconds. Thus a 70-second cycle would be adopted in this
case. For actuated controllers, cycle lengths vary, although
this equation might be used to obtain a very rough estimate of
the expected average cycle length.

21.2.5 Splitting the Green

Once the cycle length is determined, the available effective
green time in the cycle must be divided among the various signal
phases. The available effective green time in the cycle is found

T y deductingjhe lost time per cycle from the cycle length:

8tot = C - L (21-12)

where: gT0T total effective green time in the cycle,
 s.

C
, L as previously defined

The total effective green time is then allocated to the
various phases or subphases of the signal plan in proportion to
the critical lane volumes for each phase or subphase:

Si = 8tot
* (I) (21-13)

where: gj = effective green time for Phase i,
 s

Stot - tota' effective green time in the cycle, s
Vci = critical lane volume for Phase or Subphase i,

 veh/h

Vc = sumof the critical-lane volumes, veh/h

Returning to the example of Figure 21.11, the situation
is complicated somewhat by the presence of overlapping
phases. For the critical path, the following critical-lane vol-
umes were obtained:

. 250 veh/h/ln for the sum of Phases A1 and A2

. 550 veh/h/ln for Phase A3

. 300 veh/h/ln for Phase B

v
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Remembering that the desired cycle length of 70 seconds
contains 12 seconds of lost time, the total effective green time

may be computed usi ng Equation 21-12:

8tot 70 - 12 = 58s

Using Equation 21-13 and the critical-lane volumes just
noted, the effective green times for the signal are estimated as:

SA\+A2

gA3

58 \\m)
«
     550 \

58 *  
Vnooy

gB
f 300 \

58 *  
Vnooy

13.2 s

29.0 s

15.8 s

The sum of these times (13.2 + 29.0 + 15.8) must equal
58.0 seconds, and it does. Together with the 12.0 seconds of
lost time in the cycle, the 70-second cycle length is now fully
allocated.

Because of the overlapping phases illustrated in this
example, the signal timing is still not complete. Thejglit
between phases A1 and A2 must still be addressed. ThisxanJbe
done

"

onlyT)y considering the noncritical Ring 1 for Phase A
because thlsring contains the transition between these two sub-
ph s7The

"'

toFar length of PhaseA is 13.2 + 29.0 = 42.2 s
On the noncritical ring (Ring 1), critical-lane volumes are 150
for Phase A1 and 600 for the sum of Phases A2 and A3. Using
these critical-lane volumes:

gA\ 42.2 f 150 ]
\150 + 600/

8
.
4 s

By implication, 's now computed as the total length of Phase A,
42.2 s. minus the effective green times for Phases Ai and A3,
both of which have now been determined (8.4 seconds and 29.0

seconds, respectively). Thus:

8A2 42.2 - 8.4 - 29.0 = 4.8s

The signal timing is now complete except for the con-

version of effective green times to U :
C

, g; - y, + tu (21-14)

where: C, = actual green time for Phase i, s

gi = effective green time for Phase i, s

K, = total of yellow and all-red intervals for Phase i, s

iu = total lost time for Phase i, s

Because information on the timing of yellow and all-red phases
was not provided for the example, this step cannot be completed.

Full signal-timing examples in the last section of this chapter will
fully illustrate determination of actual green times.

As a general rule, very short phases should be avoided
In this case, the overlapping Phase A2 has an effective areen

time of only 4.8 seconds. When converted to actual green
,
 this

value would either stay the same or decrease. In either case
the short overlap period may not provide sufficient efficiencv
to warrant the potential confusion of drivers. The short Phase

A2, in this case, may be one argument in favor of simplifyinu
the phase plan by using a common exclusive left-turn phase

.

21.3 Determining Pedestrian Signal
Requirements

To this point in the process, the signal design has considered
vehicular requirements. Pedestrians, however, must also be

accommodated by the signal timing. Problems arise because

pedestrian requirements and vehicular requirements are often
quite different. Consider the intersection of a wide major
arterial and a small local collector. Vehicle demand on the

major arterial is more intense than on the small collector
,
 and

the green split for vehicles would generally result in the
arterial receiving a long green and the collector a relatively
short green.

This, unfortunately, is exactly the opposite of what
pedestrians would require. During the short collector green.
pedestrians are crossing the wide arterial. During the long arterial
green, pedestrians are crossing the narrower collector. In sum-
mary, pedestrians require a longer green during the shorter vehic-
ulargreen, and a shorter green during the longer vehicular green.

The Highw ay Capacity Manual [8\ suggests the follow-
ing minimum green-time requirements for pedestrians:

c-3-2 + (2-7, ) + (t)
for WE > 10ft

Gp = 3.2 + (0.27 * Nped) + (J j
forWE < 10 ft (21-15

where: G
p
 = minimum pedestrian crossing time,

 s

L = length of the crosswalk, ft
S
p
 = Average walking speed of pedestrians, ft/s

N
,peil

F
.

number of pedestrians crossing per phase in J

single crosswalk, peds
width of crosswalk, ft

:i.;
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In Equa1'00 21-15, 3.2 seconds is allocated as a minimal

<tart-up time for pedestrians. A pedestrian just starting to
.ross the street at the end of 3.2 seconds requires an addi-

[jonal (LIS
p

) seconds to cross safely. The second term of the

equation allocates additional start-up time based on the
volume of pedestrians that need to cross the street. In effect,
ihis equation provides that the minimum pedestrian
creen (WALK) indication (where pedestrian signals are

employed) would be the sum of the first and second terms
0f the equation or:

WALK mm
3

.
2 +  ]forWE < 10 ft

'

\\UKm\n = 3.2 + {O.T1*Nped)

for W,E 10ft (21-16)

The flashing "up-raised hand" (DON'T WALK) signal
(which is the pedestrian clearance interval) is most often
(USp) measured from the end of the vehicular all-red phase.

The WALK interval may be longer than the minimum

required by pedestrians, if the vehicular green is longer than
needed.

The total length of the WALK + Flashing DON'T
WALK intervals can be considered in a number of different

ways. ITE practice allows that pedestrians may be in the cross-
walk during the green, yellow, and all-red intervals. Some juris-
dictions, however, do not want to permit pedestrians to be in the
crosswalk during the all-red, and others do not want pedestrians
in the crosswalk during the yellow either.

For a signal timing to be viable for pedestrians, the mini-
mum pedestrian crossing requirement, Gp in each phase must be
compared with the time the relevant agency wishes pedestrians
lobe in the crosswalk:

G
;, S C + y + ar. or

G
p < G + y. or

Cp<G (21-17)

Table 21.3: Sample Signal Timing

If the chosen condition is not met, pedestrians are not safely
accommodated, and changes must be made to provide for
their needs.

Where the minimum pedestrian condition is not met in
a given phase, two approaches may be taken:

I. A pedestrian actuator may be provided. In this case,

when pushed, the next green phase is lengthened to
provide Cp = C + y + ar {or C + y. or G). The
additional green time is subtracted from other phases
(in a pretimed signal) to maintain the cycle length.
When pedestrian actuators are provided, pedestrian
signals must be used.

2
. Retime the signal to provide the minimum pedes-

trian need in all cycles. This must be done in a man-
ner that also maintains the vehicular balance of

green times and results in a longer cycle length.

The first approach has limited utility. Where pedestrians
are present in most cycles, it is reasonable to assume that the
actuator will always be pushed, thus destroying the planned
vehicular signal timing. In such cases, the approach should be to
retime the signal to satisfy both vehicular and pedestrian needs
in every cycle. Pedestrian actuators are useful in cases where
pedestrians are relatively rare or where actuated signal con-
trollers are used.

In the second case, the task is to provide the minimum
pedestrian crossing time while maintaining the balance of
effective green needed to accommodate vehicles.

C
.
 ly wConsider the case of the vehicular signal timing for a
two-phase signal shown in Table 21.3. Minimum pedestrian
needs are also shown for comparison.)

In this case, Phase A serves a major arterial and thus
has the longer vehicular green but the shorter pedestrian
requirement. Phase B serves a minor cross-street but has the
longer pedestrian requirement. Pedestrian requirements must
be compared with the vehicular signal timing, using
Equation 21-17. In this case, we apply the mosCJIberal p.

ol

icy, which allows pedestrians to be in the crosswalk during
G

, y, and ar.

Phase

Green Time

C(s)

Yellow + All

Red y(s)

Lost Time

Pedestrian

Requirement

Gp{s)

A

B

40.0

15.0

5
.
0

5
.
0

4
.
0

4
.
0

20.0

30.0

c
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pA

-
->,

20.0 >GA + YA

GpB
 = 30

.0  GB + TB

40.0 + 5.0

15.0 + 5.0

45.0 s OK

20.0 s NG

The effective green times for Phases A and B may be com-
puted as: , \

o
g = G + Y-tL yf

gA = 40.0 + 5.0 - 4.0 - 11 "

15.0 + 5.0 - 4.0

41.0s

16.0 s

The signal must be retimed to result in a C + K for Phase B of
at least 30.0 seconds while maintaining the relative balance of
effective green time needed by vehicles in both phases (i.e., a
ratio of 41.0 to 16.0). For Phase B to have a C + Y of 30.0 sec-
onds, the effective green time would have to be increased to:

8b 30.0 - 4.0 = 26.0 s

To maintain the original ratio of vehicular green time, the
effective green time for Phase A must also be increased:

gA

26.0

41.0

41.0*26.0

16.0
66.6 s

The actual green times would become:

GA = 66.6 - 5.0 + 4.0 = 65.6 s

Cfi = 26.0 - 5.0 + 4.0,= 25.0 s

This yields a cycle length of 65.6 + 5.0 + 25.0 +
5

.
0 = 100.6 s. If this intersection were under pretimed

control, a 110-second cycle would be-fieeded, and would be
re-split to maintain the original proportion of effective sreen
times. The provision of a timing that safely accommodates
both pedestrians and vehicles results in an increase in the
cycle length from 65 seconds to 110 seconds. The downside
of this retiming would be an increase in delay to motorists and
passengers.

Figure 21.12 further illustrates the relationship between
vehicular and pedestrian phases for three basic cases.

a
.
 G

p
 = G + Y

b
.
 C

p
 < C + K, and

c
.
 G

p
 > G + Y.

The example once again uses the most liberal pedestrian
policy, which allows pedestrians in the crosswalk during G,
y,
 and ar.

In Case 1, where G
p
 = G + Y

,
 the minimum WALK

period is given with a pedestrian clearance interval of USp. In
this case, as in all cases, the vehicular RED indication coincides

with the pedestrian DON
'T WALK interval. In Case 2

,
 where

the vehicular signal is more than adequate for pedestrians, the
WALK interval is longer than the minimum, essentially what-
ever time can be given after providing the pedestrian clearance
interval of US

p
. In Case 3, the vehicular green is not sufficient

for pedestrians, so a permanent DON'T WALK is present. In
this case, pedestrian push-button actuators must be provided.
When pushed, the next vehicular green phase will be lengthened
to provide for Gp

 = G + (Case 1). Note that pedestrian sig-
nals are not required in all cases. They should, however, be pro-
vided whenever pedestrian safety might be compromised
without them.

G

3
.

2 + 0.27/Vpcrf
US.

p

Y 
 

R
_

DONT WALK

G

G + Y-US
p

Y R

DONT WALK

G Y R

JOONJWALK

Figure 21.12: Relationship Between Vehicular and Pedestrian Signal Timing
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i

i

I

1

J

1

21.4 Compound Signal Timing

\lthough it is recommended that most initial signal timings
avoid compound phasing (protected + permitted or permitted

protected), the methodology of this chapter can be easily
ai|apied to do so, if desired. To estimate a compound phasing,

the analyst will have to predetermine how many of the subject
left turns will be made in the permitted portion of the phase,
and how many will be made in the protected portion of the

phase. Once this is done, timing can be estimated by adapting

[lie methodology of this chapter as follows:

. Treat the protected and permitted portions of the phase
as if they were separate phases.

. In converting volumes to tvu
'

s
, use different equiva-

lents (Table 21.1) as appropriate for each portion of
the phase.

. Estimate the cycle length (Q and green splits (g)
treating the protected and permitted portions of the
phase separately.

. Remember that there will be "yellow
" between the

green arrow and the green ball as the phase transi-
tions from protected to permitted (or vice versa). This
yellow counts as green time for left turns.

r Develop a reasonable phase plan in accordance
with the principles discussed in Section 21.1

.

Use Equation 21-1 or local agency guidelines to
make an initial determination of whether left-turn

movements need to be protected. Do not include
compound phasing in preliminary signal timing; this
may be tried as part of a more comprehensive inter-
section analysis later.

2
. Convert all left-turn and right-turn movements to

equivalent through vehicle units (tvu's) using the
equivalents of Tables 21.1 and 21.2, respectively.

3
. Draw a ring diagram of the proposed phase plan,

inserting lane volumes (in tvu's) for each set of
movements. Determine the critical path through the
signal phasing as well as the sum of the critical-lane
volumes (Vc) for the critical path.

21.5 Sample Signal Timing
Applications

r-

The procedures presented in Sections 21.1 through 21.3 will
be illustrated in a series of signal-timing applications. The fol-
lowing steps should be followed:

y 1

4
. Determine yellow and all-red intervals for each

signal phase.

5
.
 Determine lost times

.
per cycle using Equations 21-5

through 21-7.

6
. Determine the desirable cycle length, C, using

Equation 21-11. For pretimed signals, round up to
reflect available controller cycle lengths. An appropri-
ate PHF and reasonable target vie ratio should be used.

7
. Allocate the available effective green time within

the cycle in proportion to the critical lane volumes
for each portion of the phase plan.

i

8
. Check pedestrian requirements and adjust signal

timing as needed.

Example 21-1: Signal-Timing Case 1: A Simple Two-Phase Signal

Consider the intersection layout and demand volumes shown in
figure 21.13. It shows the intersection of two streets with one lane in

«ich direction and relatively low turning volumes. Moderate pedes-
' rian activity is present, and the PHF and target vie ratio are specified.

Step 1: Develop a Phase Plan Given that there is only one
lane for each approach, it is not possible to even consider includ-
ing protected left turns in the phase plan. However, a check, of
ihe criteria of Equation 21-1 and Figure 21.1 (not illustrated
here) show that no protected left turns are required for this case:

EB: VLT

xprod

WB:Vtr
xprod

10 < 20

10*315/1

12 < 200

12*420/1

. NB: VLT = 10 < 200
xprod =10 * 400/1

. SB: VLT = 10 < 200
xprod < 10 * 375/1

3
.
150 < 50,000

5
.
040 < 50,000

4
.
000 < 50.000

3750 < 50,000

A simple two-phase signal, therefore, will be adopted for this
intersection.

0

1
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 i .

t N

£5

//>>     400- 12

v 420

8
375

315

J /V

6

Moderate Pedestrian

Activity
PHF=0.92

Target v/c = 0.90
All lanes = 15 ft

Avg speed = 30 mi/h
(all approaches)

Level grades.
Crosswalks = 10 ft.
Driver reaction lime

. =1
.
0s.

Deceleration rale
= 10 ft/s2

Figure 21.13: Signal Timing Example 1

Step 2: Convert Volumes to Through-Vehicle Equivalents The
conversion of volumes to tvu'

s is illustrated in Table 21.4. Equiv-
alent values are taken from Tables 21.1 and 21.2, and they are
interpolated for intermediate values of opposing volume. Note
that all through vehicles are equivalent to 1.0 tvu.

Step 3: Determine Critical-Lane Volumes The critical path
through the signal phase plan is illustrated in Figure 21.14.
As a two-phase signal, this is a relatively simple determina-
tion. For Phase A, either the EB or WB approach is critical.
Because the EB approach has the higher lane volume, 470
tvu/h, this is the critical movement for Phase A. For Phase B,

either the NB or SB approach is critical; SB has the higher lane
volume (454 tvu/h), so this is the critical movement for
Phase B. The sum of the critical-lane volumes, therefore, is
470 + 454 = 924 tuv/h.

Step 4: Determine Yellow aiui All-Red Intervals Yellow and
all-red intervals are found using Equations 21-2 and 21-3. The

average approach speed for all approaches is 30 mi/h.
 Thus the

585 = 30 + 5 = 35 mi/h
, and the 5,5 = 30 - 5 = 25mi/h

Because moderate numbers f
_

pedestrians arejrresent, the
all-red intemTv Be

'

cornputed using Equation 21-3b,
 which

allows vehicles to cTHFTieyonTtfieTar crosswalFlmeTThe
distance to be crossed during the all-red clearaFce intervaF
is the sum of two 15-foot lanes and a 10-foot mssw kror
'

P= 15 + 15+ 10 = 40ft
.
 Them ' -

y = t +
1

.
475.85

2a+ {6.44* 0.01 G)

1
.
47*35

ar

1
.
0 +

(2 * 10) + (0)

3
.
6s

P + L      40 + 20

1
.
475 15 1

.
47 * 25

1
.
6s

Table 21.4: Computation of Through Vehicle Equivalent Volumes for Signal Timing 1

Approach Movement

Volume

(Veh/h)
f EqufvalenlN.
\ Tabjl.l, ILl)

Volume

(tvu/h)
Lane Group

Volume (tvu/h/ln)

Vol/Lane

(tvu/h/ln)

EB L

T

R
.

10

420

8

3
.
90

1
.
00

1
.
32

39

420

11

470 470

WB L

T

R

12

315

12

5
.
50

1
.
00

1
.
32

66

315

16

397 397

NB L

T

R

10

375

6

5
.
00

1
.
00

1
.
32

50

375

8

433 433

SB L

T

R

10

400

5

4
.
70

1
.
00

1
.
32

47

400

7

454 454

I
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Ring 1     Ring 2

o

470 y
/ >
\

y 397
-«-v

454 433

470 or 397

= 470 tvu/h

V
c
 = 470 + 454 = 924 tvu/h

454 or 433

V
cB

 = 454 tvu/h

Figure 21.14: Determination of Critical Lane Volumes: Signal Timing Case 1

i

Because both streets have the same width, crosswalk width,

and approach speed, the values of y and ar are the same for
both Phases A and B of the signal.

Step 5: Determination of Lost Times Lost times are
found using Equations 21-5 through 21-7. In this case, the
recommended 2.0-second default values for start-up lost time
(fi) and extension of effective green into yellow and all-red
(e) are used:

Y = y + ar = 3.6 + 1.6 = 5.2s

?2 = Y - e = 5.2 - 2.0 = 3.2s

'l =    + (2 = 2-0 + 3-2 = 5.2s

Because both phases have the same value, the total lost
time per cycle, L. is 5.2 + 5.2 - Klfs Note that in all
cases where TheTecommemied default values for £, (2.0 s)
and e (2.0 s) are used, lost time per phase (tL) is the same
numerical value as the sum of the yellow and all red inter-
vals (Y). 

Step 6: Determine the Desirable Cycle Length Equation
21-11 is used to determine the desirable cycle length:

is 35.0 - 10.4

Equation 21-13:

: 24.6s. The allocation is done using

8a

8b - Stot

24.6-f )

V924/

12.5 s

12.1s

C
,

L

ik'.S

V 1615 * PHF*vlc )

C
,

10.4
ties

( )V 1615 * 0.92* 0.90 J
1 -

m

0
.
31

33.5s

Assuming this is a pretimed controller, a desirable cycle
length of 35/keconds df 40)seconds would be used. For the

The cycle length may be checked as the total of effective
green times plus the lost time per cycle, or 12.5 + 12.1 +
10.4 = 35.0 s Effective green times may be converted to
actual green times using Equation 21-14:

G
.

a = 8a - 4 + 'la = '2.5 - 5.2 + 5.2 = 12.5s

Gb = Sb - Yb + 'u)= 12-1 - 5.2 + 5.2 = 12,1s

Again, note that when default values for start-up lost time (2.
0

seconds) and extension of effective green into yellow and
all-red (2.0 seconds) are used, the actual green time is numer-
ically the same as effective green time.

Step 8: Check Pedestrian Requirements Equation 21-15
is used to compute the minimum pedestrian green requirement
for each phase. Because both streets have equal width and equal
crosswalk widths and because pedestrian traffic is "moderate"' in

all crosswalks, the requirements will be the same for each phase
in this case. JEeqci Table 21.2, the default pedestrian volume for
"moderate"

 activity is 200 peds/h. The numbgLof pedestrians

per ycle A/g Js based onjhe number of cycles perjiour
(1600/35 - 102.9, say 103 cyclcs/h). Hie number of pedestri
ans per eyeje is then 200/103    1.94, say 2 peds/cycle.

"

Then:

purposes
vof this signal Uming faSTliFTiiito

35 seconds will be used. --

Step 7: Allocate Effective Green to Each Phase Given
a 35-second cycle length with 10.4 seconds of lost time
per cycle, the amount of effective green time to be allocated

GpA_B = 3
.2 + (0.27

Gpj( = 3
.2 + (0.27 * 2) + 11.2s
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For this signal to be safe for pedestrians:

G
p
 < G + Y

G

11.2 < 12.5 + 5.2 = 17.7 s OK

11.2 < 12.1 + 5.2 = 17.3 s OK

Thejiignal safely accommodates ali"-pedestrians.
_

No chansje-

in the signaTtmiing fbrvehicular needs are required. Note thai
the actual green times are sufficient to handle pedestrians

safely and that allowing pedestrians in the crosswalk durins

the y and ar intervals is not necessary.

Example 21-2: SignalTiming Case 2: Intersection of Major Arterials

Figure 21.15 illustrates the intersection of two four-lane arterials
with significant demand volumes and exclusive left-turn lanes pro-
vided on each approach.

Step 1: Develop a Phase Plan Each left-turn
movement should be checked against the criteria of
Equation 21-1 to determine whether or not it needs to be
protected. The ITE criteria of Figure 21.1 is also checked
but is not shown here.

. EB: VLT = 35 < 200

xprod = 35 * (500/2) = 8,750 < 50,000
Figure 21.1 criteria not met.
No protection needed.

. WB: VLT =25 < 200

xprod = 25 * (610/2) = 22,875 < 50,000
Figure 21.1 criteria not met.
No protection needed.

i

NB: VLT = ?'50 > 200
Protection needed.

SB: VLT = 2?t) > 200
Protection needed.

Given that the NB and SB left turns require a protected phase
,

the next issue is how to provide it. The two opposing lefi-turn'
volumes

, 220 veh/h (NB) and 250 veh/h (SB), are not numer-

ically very different. Therefore, there appears to be little re:i
son to separate the NB and SB protected phases. An exclusive

left-turn phase will be used on the N-S arterial. A single phase
using permitted left turns will be used on the E-W arterial

.

Step 2: Convert Volumes to Through Vehicle Equiva-
lents Through-vehicle equivalents are obtained from Tables
21.1 and 2F2 for left and right turns, respectively. The com-
putations are illustrated in Table 21.5.

Note that exclusive LT lanes must be established as

separate lane groups, with their demand volumes separately
computed, as shown in Table 21.5. The equivalent for all pro
tected left turns (Table 21.1) is 1.05.

Step 3: Determine Critical Lane Volumes As noted in
Step I, the signal phase plan includes an exclusive LT phase
for the N-S artery and a single phase with permitted left turns
for the E-W artery. Figure 21.16 illustrates this and the deter-
mination of critical-lane volumes.

Phase A is the exclusive N-S LT phase. The heaviest
movement in the phase is 263 tvu/li for ihe SB left turn. In

I

i

60 ft
N

175] J [250
610

55 fl

35 +        *        + 50
800

700

2201 | flSS 25

PHF = 0.92

Target vk ratio = 0.90
Driver reaction time = 1.0 s

Ped walking speed = 4.0 fps
Speed limit = 45 mi/h

(all approaches)
Moderate pedestrian volumes
Level grades
Deceleration rate = 10ft/s2
Crosswalk width = 10 ft

Default 6, = 2.0 s

Default e = 2.0 s

500

Tol- r

Figure 21.15: Signal Timing Case 2
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Table 21.5: Computation of Through Vehicle Equivalent Volumes for Signal Timing 2

Approach Movement

Volume

(Veh/h)
Equivalent
Tab 21-1,2

Volume

(tvu/h)
Lane Group

Volume (tvu/h)

Vol/Lane

(tvu/h/ln)

EB L

T

R

35

610

70

4
.
00*

1
.
00

1
.
32

140

610

92

140

702

140

351

VVB L

J
R

25

500

50

r 5.15*
.

:-

T
.
oo

1
.
32

128

500

66

128

566

128

283

NB L

T

R

220

700

185

1
.
05

1
.
00

1
.
32

231

700

244

231

944

231

472-

SB L

T

R

250

800

175

1
.
05

1
.
00

1
.
32

263

800

231

263

1031

263

516

.
 interpolated by opposing volume.

Phase B, the heavier movement is the SB through and right
turn, with 516 tvu/h. In Phase C, both E-W left-turn lane

groups and through/right-tum lane groups move at the same
time. The heaviest movement is the EB TH/RT lanes, with

351 tvu/h. The sum of critical-lane volumes. Vc therefore, is
263 + 516 + 351 = 1,130 tvu/h.

Note that each "ring" handles two sets of movements in
Phase C. This is possible, of course, because it is the same
signal face that controls all movements in a given direc-
tion. The left-tum lane volume cannot be averaged with the

through/right-mm movement because lane-use restrictions are
involved. All left turns must be in the left-tum lane: none may
be in the through/righl-lum lanes.

Step 4: Determine Yellow and All-Red Intervals Equa-
tion 21 -2 is used to determine the length of the yellow interval:

Equation 21-3b is used to determine the length of the all-red
interval. Because a speed limit-45 mi/h-is given rather than
a measured average approach speed, there will be no differen-
tiation between the and The speed limits on both arter-
ies are the same, so the yellow intervals for all three phases will
also be the same:

yA,B.c= 10 +
1
.
47*45

(2 * 10) + (0)
4

.
3 s

The all-red intervals will reflect the need to clear the

full width of the street plus the width of the far crosswalk.
 The

width of the N-S street is 55 feet
,
 and the width of the E-W

street is 60 feet. The width of a crosswalk is 10 feel
. During

the N-S left-tum phase,
 it will be assumed that a vehicle must

clear the entire width of the E-W artery. Thus, for Phase A,

Ring 1        Ring 2

oA

oB

oC

J

231 263*

1 I
472 516*

140 jr

.v

351

283

128

231 or 263

V = 263 tvu/h

472 or 516

VcB = 516 tvu/h 263 + 516 + 351
1
.
130 tvu/h

140.351,283. or 128

 = 351 tvu/h

Figure 21.16: Determination of Critical-Lane Volumes: Signal Timing Case 2
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.
5

the width to be cleared (P) is 60 + 10 = 70 feet; for Phase B,
it is also 60 + 10 = 70 feet; for Phase C, the distance to be
cleared is 55 + 10 = 65 feet. Thus:

arc

70 + 20

1
.
47*45

65 + 20

1
.
4 s

1
.
3 s

1
.
47*45

where 20 feet is the assumed length of a typical vehicle.

Step 5: Determination of Lost Times Remembering
that where the default values for  and e are both 2.0 seconds
that the lost time per phase, tL, is the same as the sum of the
yellow plus all-red intervals, Y:

'UM = 4-3 + '.4 = 5-7s

: iLC = 4.3 + 1.3 = 5.6 s V
.

 A-. U V

Based on this, the total lost time per cycle, L, is 5.7 +
5

.
7 + 5.6 = 17.0 seconds, noting that yA g occurs fwice, at the

end of both phases B and C.

Step 6: Determine the Desirable Cycle Length The
desirable cycle length is found using Equation 21-11:

17

des f 1,130 \

V 1,615 *0.92*0.90 /

109.7 s

1

Assuming that this is a pretimed signal controller, a
cycle length of 110 seconds would be selected.

Step 7: Allocate Effective Green to Each Phase In a
cycle length of 110 seconds, with 17 seconds of lost time per
cycle, the amount of effective green time that must be allo-
cated to the three phases is 110 - 17 = 93 s. Using Equation
21 -13. the effective green time is allocated in proportion to the
phase critical-lane volumes:

/ 263 \
p4=93* -- = 21

.6 s v,
c - 

/516 \
 = 93*lW = 415s

 = 93*( o) = 28-9s

The cycle length is now checked to-ensure that the sum of a||

effective green times and the lost time equals 110 seconds

21.6 + 42.5 + 28.9 + 17.0 = 110 OK
. Note that when ihe

default values for f, and e (both 2.0 seconds) are used
, aciual

green times, G, equal effective green times, g.

Step 8: Check Pedestrian Requirements Pedesirun
requirements are estimated using Equation 21-15. In this case

.

note that pedestrians will be pennitted to cross the E-W anery

only during Phase B. Pedestrians will cross the N-S arterv

during Phase C. The number of pedestrians per cycle for all
crosswalks is the default pedestrian volume for "moderate"
activity, 200 peds/h, divided by the number of cycles in an
hour (3600/110 = 32.7 cycles/h). Thus = 200/32

.

7 =

6
.1 peds/cycle. Required pedestrian green times are:

3
.2 + (0.27*6.1)+ 

; .

3
.2 + 1.6 + 15.0 = 19

.
8 s

v

pB

Cpc= 3.2 + (0.27*6.1) +

= 3
.2 + 1.6 + 13.8 = 18.6s

The minimum requirements are compared to the sum of the
green, yellow, and all-red times provided for vehicles:

GpB = 19.8 s < GB +  = 42.5 + 5.7
= 48

.
2 s OK

/

I
1
,
'viV ,

'pC 18.6 s < Gc + Kc = 28.9 + 5.6

34.5 s OK

Therefore
, no changes to the vehicular signal timing arc

required to accommodate pedestrians safely. Note that pedes-
trians are more than accommodated by the vehicular greens.
so it is not necessary to allow pedestrians in the crosswalk
during y and ar intervals.

For major arterial crossings, pedestrian signals would
normally be provided. During Phase A. all pedestrian signals
would indicate "DON'T WALK."" During Phase B, the pedes-
trian clearance interval (the flashing DONT WALK) would
be US

p
 or 60/4.0 = 15.0 s. The WALK interval is whatever

time is left in G + K
, (or G + y, or G) counting from the end

oiY (oryorG): using G + Y,
 48.2 - 15.0 = 33.2 s. Durin?

Phase C,US
p
 is 55/4.0 = 13.8 s, and the WALK interval

would be 34.5 - 13.8 = 20
.7 s. (again using the end of "1-

Example 21-3: Sigrtal-Timmg Case 3: Another Junction of Major Arterials

Figure 21.17 illustrates another junction of major arterials. In this
case, the E-W artery has three through lanes, plus an exclusive LT
lane and an exclusive RT lane in each direction. In effect, each

movement on the E-W artery has its own lane group. The N-S
artery has two lanes in each direction, with no exclusive LT or RT
lanes. There are no pedestrians present at this intersection.

Step I: Develop a Phase Plan Phasing is determined
by the need for left-tum protection. Using the criteria of Eq"3

'

tion 18-1
,
 each left turn movement is examined.

. EB: \'LT = 300 veh/h > 200 veh/h

Protected phase needed.

I

I
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JL
60

400

30

250

1000

f
150

1

300
1

1200-

100
1

500

50

 
~*~\ \ r*"40

PHF = 0.85

Target v/c = 0.90
E-W Avg. speed = 50 mi/h
N-S Avg. speed = 35 mi/h

96 ft     Deceleration = 10ft/s2
Level grades
Driver reaction time = 1.0 s

Default e, = 2.0 s

Default e = 2.0 s

40 ft

Figure 21.17: Signal Timing Case 3

. WB: VLT = 150 veh/h < 200 veh/h
xprod = 150* (1200/3)

= 60
.
000 > 50,000

Protected phase needed.

. iVB: VLT = 50 veh/h < 200 veh/h

xprod - 50 * (400/2)
= 10

,
000 < 50?000

Protected phase not needed.
- SB: V, T = 30 veh/h < 200 veh/h

xprod = 30 * (500/2)
= 7

.
500 < 50.000

Protected phase not needed.

The results are fortunate. Had protected phasing been
required for the NB and SB approaches, the lack of an
exclusive LT lane on these approaches would have caused a
problem.

The E-W approaches have LT lanes, and protected left turns
are needed on both approaches. Because the LT volumes EB
and WB are very different (300 veh/h versus 150 veh/h), a
phase plan that splits the protected LT phases would be advis-
able. A NEMA phase plan, using an exclusive LT phase foL
lowed by a leading green for the EB direction, will be
employed for the E-W artery.

Step 2: Convert Volumes to Through-Vehicle Equiva-
lents Tables 21.1 and 21.2 are used to find through-

vehicle equivalents for left- and right-tum volumes, respec-
tively. Conversion compulations are illustrated in Table 21.6.
Note that the EB and WB approaches have a separate lane
group for each movement, whereas the NB and SB
approaches have a single lane group serving all movements
from shared lanes

.

Step 3: Determine Critical-Lane Volumes Figure 21.18

shows a ring diagram for the phase plan discussed in Step 1 and
illustrates the selection of the critical-lane volumes

.

The phasing involves overlaps. For the combined Phase
A

, the critical path is down Ring 1, which has a sum of
critical-lane volumes of 649 tvu/h. For Phase B

,
 the choice

is simpler because there are no overlapping phases. Ring 2,
serving the NB approach,

 has a critical-lane volume of

349 tvu/h. The sum of all critical-lane volumes (Vc) is

649 + 349 = 998 tvu/h.

Note also that overlapping phases have a unique charac-
teristic. In this example, for overlapping Phase A. the largest
left-tum movement is EB and the largest through movement is
EB as well. Because of this

, the overlapping phase plan will
yield a smaller sum of critical lane volumes than one using an
exclusive left-tum phase for both left-turn movements.

 Had the

largest left-tum and through movements been from opposing
approaches,

 the sum of critical-lane volumes would be the

same for the overlapping sequence and for a single exclusive
LT phase. In other words, little is gained by using overlapping
phases where a left turn and its opposing through (through plus
right turn) movement are the larger movements.

Step 4: Determine Yellow and All-Red Intervals Equa-
tion 21-2 is used to determine the appropriate length of the
yellow change intervals. Note that the signal design is a
//?ree-phase signal and there are three transitions in the
cycle. Because of the overlapping sequence,

 the transition at

the end of the protected EB/WB left turns occurs at different
times on Ring 1 and Ring 2. For simplicity,

 it is assumed that

left-turning vehicles from the EB and WB approaches cross
the entire width of the N-S artery.

 All-red intervals are

determined using Equation 21-3a because there are no pedes-
trians present.

i
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Table 21.6: Computation of Through Vehicle Equivalent Volumes for Signal Timing 3

Approach Movement

Volume

(Veh/h)
Equivalent

Table 21.1,21.2

Volume

(tvu/h)
Lane Group
Vol (tvu/h)

Vol/Lane

(tvu/h/ln)

EB L

T

R

300

1200

100

1
.
05

1
.
00

1
.
18

315

1200

118

315

1200

118

315

400

118

WB L

T

R

150

1000

250

1
.
05

1
.
00

1
.
18

158

1000

295

158

1000 -

295

158

334

295

NB L

T

R

50

500

40

3
.
00

1
.
00

1
.
18

150

500

47

697 349

SB L

T

R

30

400

60

4
.
00*

1
.
00

1
.
18

120

400

71

591 296

interpolated by opposing volume.

Percentile speeds are estimated from the measured
average approach speeds given:

85£H' -50 + 5

S\5EW = 50-5

Ssms  35 + 5.

S\5XS = 35-5

55 mi/h

45 mi/h

40 mi/h

30 mi/h

arA l
,
A2, Al

1
.
47 * 40

1
.
0 +  

(2 * 10) + (0)

40 + 20

3
.
9 s

arB

1
.
47*45

96 + 20

1
.
47*30

0
.
9 s

2
.
6 s

Then:

1
.
0 +

1
.
47 * 55

(2* 10) + (0)
5

.
0 s

where 20 feet is the assumed average length of a typical vehicle:

Step 5: Determination of Lost Tunes Because the prob-
lem statement specifies the default values of 2.0 s each tor
start-up lost time and extension of effective green into yeIlo«

Ringl Ring 2

oAl

0A2

oA3

oB

315*

\295

334*

158

400

118 \

2% 349*

315 + 334 = 649

or

158 + 400 = 558

V
cA = 649 tvu/h 649 + 349 =

998 tvu/h

296 or 349

V
cB = 349 tvu/h

Figure 21.18: Determination of Critical-Lane Volumes: Signal Timing Case 3

21.-'

%
for

left



21-5 SAMPLE SIGNAL TIMING APPLICATIONS 519

.
...I

>

1

and all-red intervals, the total lost time in each phase, ti is
equal to the sum of the yellow and all red intervals, Y. Thus:

tu\iA2 = W = 5.0 + 0.9 = 5. s
'M3 = YA-i =: 5 0 + 0-9 = 5 9 s

'/
.

« =     = 3.9 + 2.6 = 6.5 s

Note from Figure 21.18 that the first phase transition
occurs at the end of Phase Al, but only on Ring 2. A similar
transition occurs at the end of Phase A2, but only on Ring 1.
The two other transitions, at the end of Phases A3 and B,
occur on both rings. Thus the total lost time per cycle, L is
5
.
9 + 5.9 + 6.5 = 18.3 s and the phase plan represents a

three-phase signal.

Step 6: Determine the Desirable Cycle Length The
desirable cycle length is found using Equation 21-11:

The specific lengths of Phases A1 and A2 are determined by
fixing the Ring 2 transition between- them. This requires
consideration of the noncritical path through combined
Phase A, which occurs on Ring 2. The total length of
combined Phase A is the sum of g-u-M, an(l gM, or
25.8 + 27.3 = 53.1 s. The Ring 2 transition is based on the
relative values of the lane volumes for Phase AI and the
combined Phase A2/A3

,
 or:

53. MM
\\5% + 400/

15.0 s

By implication. Phase A2 is the total length of combined
Phase A minus the length of Phase A1 and Phase A3

,
 or:

8ai 53.1 - 15.0 - 27.3 = 10.8 s

18.3

s

_

 [ 998 1~
 [ 1615 *0.85 *0.90 J1

18.3

0
.
192

95.3 s

Assuming this is a pretimed controller, a cycle length of 100
seconds would be selected.

Step 7: Allocate Effective Green to Each Phase A
signal cycle of 100 seconds with 18.3 seconds of lost time has
100.0 - 18.3 = 81.7 s of effective green time to allocate in
accordance with Equation 21-13. Note that in allocating green
to the critical path. Phases Al and A2 are treated as a single
segment. Subsequently, the location of the Ring 2 transition
between Phases AI and A2 will have to be established.

fci 2 = 81-7 *(p I = 25.8 si - ij

V998/

998/
/349\

*«=8i-7*y

3 = 81.7 *( f)= 27.
3 s

28.6 s

Now, the signal has been completely timed for vehicular
needs. With the assumption of default values for f i(2.0 s)
and e (2.0 s), actual green times are equal to effective
green times (numerically, although they do not occur
simultaneously):

C j = 15.0 s

G?2 = 10.8 s

Yauai - 5.9 s

GAt, = 27.3 s

3 = 5.9 s

GB = 28.6 s

YB = 6.5 s

C = 100.0 s

There is no Step 8 in this case because there are no pedestrians
at this intersection and, therefore, no pedestrian requirements
to be checked.

I

Example 21-4: Signal-Timing Case 4: ATlntersection

We 21
.19 illustrates a typical T-intersection, with exclusive lanes

!|r various movements as shown. Note that there is only one opposed
:l

'

ituminthe WB direction
.

Step 1: Develop a Phase Plan In this case, there is only
one opposed left turn to check for the need of a protected
phase. As the WB left turn > 200 veh/h, it should be pro-
vided with a protected left-turn phase. There is no EB or SB
left turn

,
 and the NB left turn is unopposed. The standard way

of providing for the necessary phasing would be to use a lead-
ing WB green with no lagging EB green.

Step2: Convert Volumes to Through-Vehicle Equiva-
lents Table 21.7 shows the conversion of volumes to

through vehicle equivalents, using the equivalent values given
in Tables 21.1 and 21.2 for left and right turns, respectively.

Note that the NB left turn is treated as an opposed turn
with V

0
 = 0 veh/h

. There are different approaches that have
been used to address left turns that are unopposed due to one-
way streets and T-intersections, reasons other than the pres-
ence of a protected left-turn phase. Such a movement could
also be treated as any protected left turn and an equivalent of



520

f.y

CHAPTER 21   FUNDAMENTALS OF SIGNAL TIMING AND DESIGN: PRETIMED SIGNALS   !1 5

700

48 ft r
380

700

1
100 1

300-

t
N

250

39 ft

PHF=0m

Target vie ratio = 0.95
Low pedestrian activity.
Driver reaction time = 1.0 s

Deceleration rate = 10 his2

Speed limit, all approaches = 35 mi/h
Default for f, = 2.0 s

Default for e = 2.0 s

Level grades.
Crosswalk width = 10 ft

Pedestrian walking speed = 4.
0 ft/s

I

Figure 21.19: Signal Timing Case 4

1
.05 applied. In some cases, particularly unopposed left turns

from a one-way street, the movement is treated as a right turn,
using the appropriate factor based on pedestrian interference.

Step 3: Determine Critical-Lane Volumes Figure 21.20
shows the ring diagram for the phasing described in Step 1 and
illustrates the determination of the sum of critical-lane volumes.

In this case, the selection of the critical path through
combined Phase A is interesting. Ring 1 goes through two
phases; Ring 2 goes through only one. In this case, the critical
path goes through Ring I and has a total of three phases. Had
the Phase A critical path been through Ring 2, the signal would
have only two critical phases. In such cases, the highest criti-
cal-lane volume total does nut alone determine the critical

path. Because one path has an additional phase and, therefore,
an additional set of lost times, it could possibly be critical even
if it has the lower total critical-lane volume. In such a case, the

cycle length would be computed using either path, and the one
yielding the largest desirable cycle length would be critical.
In this case, the path yielding three phases has the highest sum

of critical-lane volumes
, so only one cycle length will have lo

be computed.

Step 4: Determine Yellow and All-Red Intervals Bcih
yellow and ad-red intervals for both streets will be computed
using Equations 21-2 and 21-3a (low pedestrian activity) and
the speed limit of 35 mi/h for both streets.

 Because a measured

average speed was not given, the 85th and I5th percentile
speeds cannot be differentiated. For Phases A1 and A2,

 it will

be assumed that both the left-turn and through movements from
the E-W street cross the entire 39-foot width of the N-S streei, 

'

Similarly,
 in Phase B, it will be assumed that both movement

cross the entire 48-foot width of the E-W street
.
 Then;

1
.
47 * 35

(2 * 10) + (0)

39 + 20
'

3
.
6 s

arM
..
\1

arB

1
.
47*35

48 + 20

1
.
47*3.5

LI s

1
.
3 s

Table 21.7: Computation of Through Vehicle Equivalent Volumes for Signal Timing 3

Approach Movement

Volume

(veh/h)
Equivalent
Tab 21.1,2

Volume

(tvu/h)
Lane Group
Vol (tvu/h)

Vol/Lane

(tvu/h/ln)

EB T

R

700

100

1
.
00

1
.
21

700

121

821 411

WB L

T

380

700

1
.
05

1
.
00

399

700

399

700

399

700

NB L

R 0

300

250

1
.

10

1
.
21

330

303

330

303

330

303

F
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Ml

i

6B

399

/

411

700

333 303

399 + 411 =810 tvu/h

or

700 tvu/h

V
c/,

 =810 tvu/h

810 + 330 =
1
,
140 ivu/h

330 or 303

V'

ffl
 = 330 tvu/h

Figure 21.20: Determination of Critical Lane Volumes: Signal Timing Case 4

i
I

. A

Step 5: Determination of Lost Times Once again,
2

.
0-second default values are used for start-up lost time (fj)

and extension of effective green into yellow and all-red (e), so
that the total lost time for each phase is equal to the sum of the
yellow plus all-red intervals:

Yb

'mi

'lb :

-

- 3.6 + 1.1

= 3
.
6 + 1.1

3
.
6 + 1.3 

= 4
.
7 s

= 4
.
7 s

4
.
9 s

The total lost time per cycle, therefore, is 4.7 + 4.7 + 4.9 =
14.3 seconds.

Step 6: Determine the Desirable Cycle Length Equa-
tion 21-11 is once again used to determine the desirable
cycle length, using the sum of critical-lane volumes,
1
,

140 tvu/h:

14.3
des

I 1.140  \
1 ~ V 1.615 * 0.92 * 0.950 )

14.3

0
.
192

74.5 s

For a pretimed controller, a cycle length of 75 s would be
implemented.

Step 7: Allocate Effective Green to Each Phase The
available effective green time for this signal is
75.0 - 14.3 = 60.7 s. It is allocated in proportion to the crit-
ical-lane volumes for each phase:

/399 \
=60

-7*U)=21-2s
21.9s

8b 60.7 )
MHO/

17.6 s

Because the usual defaults for  and e are used, actual green
times are numerically equal to effective green times.

Step 8: Check Pedestrian Requirements Although
there is low pedestrian activity at this intersection, pedestri-
ans must still be safely accommodated by the signal phasing.

It will be assumed that pedestrians cross the N-S street only
during Phase A2 and that pedestrians crossing the
E-W street will use Phase B

. The number of pedestrians per
cycle in each crosswalk is based on the default volume for
"low" activity-50 peds/h (Table 21.2)-and the number of
cycles per hour - 3,600/75 = 48 Then, Npcii in each cross-
walk would be 50/48 = l.Oped/cycle Equation 21-15 is
used to compute minimum pedestrian requirements:

= 3
.
2 

.+ (0.27 * i) + 3j= 13.
2

/48\
-  = 15

.
5

V4.oy

s

3
.2 + (0.27 * 1) +

These requirements must be checked against the vehicular
green, yellow, and all-red intervals (or the green and yellow,
or just the green, depending on local policy):

C,pA2 13.2 s < GA2 + YA2

21.9 + 4.7 = 26.6 s OK

;   - 17.6 + 4.9GpB = 15
.5 s <GB+Yi

22.5 s OK

Pedestrians are safely accommodated by the vehicular signal-
ization

, and no changes are required. It is noted that pedestri-
ans could be entirely accommodated by the green and that it is
not necessary in this case to allow pedestrians in the cross-
walk during the y and ar intervals.
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21.6 References

The Federal Highway Administration has recently released
the Manual of Traffic Signal Timing [9]. It provides a com-
plete, up-to-date review of signal timing practices throughout
the United Stales for pretimed and actuated signals.
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Problems

21-1. What change and clearance intervals are recom-

mended for an intersection with an average approadi

speed of 35 mi/h, a grade of -2%, a cross-streci
width of 50 feet

, and 10-foot crosswalks? Assume a
standard vehicle length of 20 feet, a driver reaction
time of l.O seconds,- and significant pedestrian
movements.

21-2. An analysis of pedestrian needs at a signalized
intersection is undertaken. Important parameters
concerning pedestrian needs and the existing vehicu-
lar signal timing are given in the table here

.
 Are

pedestrians safely accommodated by this signal
timing? If not, what signal timing should be imple-
mented? Assume that the standard default values for

start-up lost time and extension of effective green
- into yellow and all-red (2.0 seconds each) are in

effect.

PR

r

Phase G(s) Gpis)
A

B

18.0

60.0

4
.
5

4
.
0

30.0

15.0

21-3-21-7, Develop a signal design and timing for the inter-
sections shown in Figures 21.21 to 21.25. In each case.
accommodate both vehicular and pedestrian needs.
Where necessary to make assumptions on key values.
state these explicitly. If a successful signal timing
requires geometric changes,

 indicate these with an

appropriate drawing.
In general, the following values should be used

for all problems:

. All volumes are in veh/h

. Pedestrian walking speed = 4.0 ft/s

Vehicle deceleration speed = 10.0 fl/s2
. Driver reaction time = 1

.
0 s

. Length of typical vehicle = 20 ft

. Level grades unless otherwise indicated



PROBLEMS

i

1

One way
375

1
.
200

One way

60 ft

2
,
105

300-

PHF = 0.9Q

Target vie = 0.95
Low pedestrian activity
Average approach speeds:

40 mi/h WB

50mi/hNB

Crosswalk widths = 10 ft

NB grade = 3%
WB grade = -1%

N

55 ft

Figure 21.21: Intersection for Problem 21-3

10

265

JL
15

--.10 ft-

750

50

L

r
350

210

J
775

1
45

24 ft
-10fr 16 ft

24 ft

30 25

250 N

PHF=0.9S

Target vie ratio = 0.95
Moderate pedestrian activity
Speed limits:

30 mi/h N-S

35 mi/h E-W

Crosswalk widths = 10 ft

Figure 21.22: Intersection for Problem 21-4
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One way

i i  i  i i

730

100

L

275

1100

24 ft

mimm mi 12 ft

 24 ft

I I I I

g ft PHF=Q.95
Target vie ratio = 0.90
Moderate pedestrian activity
Average approach speed:

40 mi/h (ail approaches)
 8 fl    Crosswalk width = 10 ft

900

45 jjp 25
36 ft N

Figure 21.23: Intersection for Problem 21-5

i

3 LT

~

\ 250
110

24 ft

lj[rt
I

I

I

I

I

1

I

I

I

24 ft

T 300
36 ft

285 305

T

r
330

10 ft

N

\

PHF = 0.90

Target vie ratio = 0.90
Moderate pedestrian activity

(in xwalks only)
Speed limit = 30 mi/h

(all approaches)
Crosswalk width = 15 ft

Figure 21.24: Intersection for Problem 21-6
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CHAPTER

Fundamentals of

Signal Timing:
Actuated Signals

v

v.

When pretimed signal controllers are employed, the phase
sequence, cycle length, and all interval times are uniform and
constant from cycle to cycle. Pretimed controllers can provide
for several predetermined time periods during which different
pretimings may be applied. During arly one period, however,
each signal cycle is an exact replica of every other signal cycle.

Actuated control uses information on current demands

and operations, obtained from detectors within the intersec-
tion. to alter one or more aspects of the signal timing on
a cycle-by-cycle basis. Actuated controllers may be pro-
grammed to accommodate:

. Variable phase sequences (e.g., optional protected LT
phases)

. Variable green times for each phase

. Variable cycle length, caused by variable green times

Such variability allows the signal to allocate green time
based on current demands and operations. Pretimed signals
are timed to accommodate average demand flows during a
peak 15-minute demand period. Even within that period,
however, demands vary on a cycle-by-cycle basis. Thus, it is,

at least conceptually, more efficient to have signal timing vary
in the same way.

Consider the situation illustrated in Figure 22.1. Five
consecutive cycles are shown, including the capacity and
demand during each. Note that over the five cycles shown, the
signal has the capacity to discharge 50 vehicles and that total
demand during the five cycles is also 50 vehicles.

 Thus, over

the five cycles shown, total demand is equal to total capacity.
Actual operations over the five cycles, however, resuli

in a queue of unserved vehicles with pretimed operation. In
the first cycle, 10 vehicles arrive and 10 vehicles are dis-
charged. In the second,

 6 vehicles arrive and 6 are discharged
In the third cycle, 8 vehicles arrive and 8 are discharged. NoK
that from the second and third cycles,

 there is unused capacit)
for an additional 6 vehicles. In cycle 4,

 12 vehicles arrive and
only 10 are discharged, leaving a queue of 2 unserved vehi-
cles. In cycle 5, 14 vehicles arrive and only 10 are discharged

leaving an additional 4 unserved vehicles.

 Thus, at the end o1
the five cycles, there is an unserved queue of 6 vehicles. Th
occurs despite the fact that over the entire period,

 the demand
is equal to the capacity.

The difficulty with pretimed operation is that tttf
unused capacity of six vehicles in cycles 2 and 3 may not be
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75-j|L-90
680

LT

LT

/

95

L
825-*-

r
180

/

i

/ i
/ /

/

80

J

1
65

700

/
/

/
/

LTi

LT 50 ft

60 ft

120 ft

750

2oj||~40

Figure 21.25: Intersection for Problem 21-7

PWF = 0.95

Target Wc ratio = 0.95
Low pedestrian activity
Average approach speeds;

35 mi/h (all approaches)
Crosswalk width = 10 ft
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Capacity

2 3 4

Time (green phases)

5

Figure 22.1: Effects of a Variable Demand at a Traffic Signal

1 used by excess vehicles arriving in cycles 4 and 5. If the sig-
nal had been a properly timed actuated signal, the green in

cycles 2 and 3 could have been terminated when no demand
was present and additional green time could have been added
to cycles 4 and 5 to accommodate a higher number of vehi-
cles. The ability of the signal timing to respond to short-term
variations in arrival demand makes the overall signal opera-
lion more efficient. Even if the total amount of green time
allocated over the five cycles illustrated did not change, the
ability to 

"

save
" unused green time from cycles 2 and 3 to

increase green time in cycles 4 and 5 would significantly
reduce delay and avoid or reduce a residual queue of unserved
vehicles at the end of the five-cycle period.

Another major benefit of actuated signal timing is that
a single programmed timing pattern can fl6x to handle vary-
ing demand periods throughout the day, including peak and
off-peak periods and changes in the balance of movements.

If the advantages of allowing signal timing to vary on a
cyde-by-cycle basis are significant, why aren

'

t all signalized
intersections actuated? The principal issue is coordination of
signal systems. To effectively coordinate a network of signals
to provide for progressive movement of vehicles through the
system, all signals must operate on a uniform cycle length.
Thus

, where signals must be interconnected for progressive
movement

, the cycle length cannot be permitted to vary at dif-
ferent intersections

. This removes the principal benefit of
Muated control in such circumstances, the ability to vary the
ivcle length. The additional cost of actuated signals and the
squired detection systems are also a consideration.

Actuated signal control is often used at isolated sig-
nalized intersections

, usually a minimum of 2.0 miles from
nearest adjacent signal. Over the past two decades, how-

-ver
, the use of actuated signal controllers in a coordinated

signal systems has greatly increased. In such systems,

the cycle length must be kept constant, but it can be changed
at intervals as short as 15 minutes

, and the allocation

of green time within the cycle may change on a cycle-by-
cycle basis.

22.1 Types of Actuated Control

There are three basic types of actuated control, each using
signal controllers that are somewhat different in their
design:

1
. Semi-actuated control. This form of control is used

where a small side street intersects with a major
arterial or collector

. This type of control should be
considered whenever Warrant IB is the principal rea-
son justifying signalization. Semi-actuated signals
are almost always two phase, with all turns being
made on a permitted basis. Detectors are placed only
on the side street. The green is on the major street at
all times unless a "call" on the side street is noted

.

The number and duration of side-street greens is
limited by the signal timing and can be restricted to
times that do not interfere with progressive signal-
timing patterns along the collector or arterial.

2
. Full actuated control. In full actuated operation,

all lanes of all approaches are monitored by detec-
tors. The phase sequence, green allocations, and
cycle length arc all subject to variation.

 This form

of control is effective for both two-phase and
multiphase operations and can accommodate
optional phases.
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3
. Volume-density control. Volume-density control is

basically the same as full actuated control with
additional demand-responsive features, which are
discussed later in this chapter. Most actuated con-
trollers have volume-density features that can be
implemented if their use is appropriate.

Computer-controlled signal systems do not constitute
actuated control at individual intersections. In such sys-
tems, the computer plays the role of a large master con-
troller, establishing and maintaining offsets for progression
throughout a network or series of arterials. Computer-
controlled systems can involve either pretimed or actuated
signal controllers.

22.2 Detectors and Detection

The
.
 hardware for detection of vehicles is advancing rapidly.

Pressure-plate detectors, popular in the 1970s and 1980s, are
rarely used in modem traffic engineering. Most detectors rely on
creating or observing changes in magnetic or electromagnetic
fields, which occurs when a metallic object (a vehicle) passes

through such a field. The Traffic Engineering Handbook [1]
contains a useful summary of these detectors, which include:

. Inductive loop. A loop assembly is installed in the
pavement, usually by saw-cutting through the exisi-
ing pavement. The loop is laid into the saw cut in a
variety of shapes, including square, rectangle, trape-
zoid, or circle. The saw cut is refilled with an epoxy

sealant. The loop is connected to a low-grade elec-

trical source, creating an electromagnetic field thai

is disturbed whenever a metallic object (vehicle)

moves across it. This is the most common type of
detector in use today. Figure 22.2 shows a loop
detector installation with the epoxy-covered loop

saw cut clearly visible.

. Microloop. This is a small cylindrical passive trans-
ducer that senses changes in the vertical componen!
of the earth'

s magnetic field and converts them into
electronically discernible signals. The sensor is cylin-
drical, about 2.5 inches in length and 0.75 inches in

diameter. The probe is placed in a hole drilled in the
roadway surface.

. Magnetic. These detectors measure changes in the
concentration of lines of flux in the earth's magnetic
field and convert such changes to an electronically
discernible signal. The sensor unit contains a small
coil of wire that is placed below the roadway surface.

To pull box

(a) Loop Detector Installation

t

J

(b) Loop Detector at Interseciion

.      "5. ' .

1 I

(c) Ultrasonic Detector Operation

Figure 22.2: Loop and Ultrasonic Detectors Illustrated

(d) Ultrasonic Detector Unit
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For all of the magnetic class of detectors, one or more
: jetectors must be used in each lane of each approach. A dis-
: advantage is that all must be placed in or below the pavement.

]n areas where pavement condition is a serious issue, these
detectors could become damaged or inoperable.

Another class of detector uses sonic or ultrasonic waves

: at can be emitted from an overhead or elevated roadside
! location. Such detectors rely on the echoes from reflected

waves (ultrasonic) or on the Doppler principle of changes in

reflected frequency when waves reflect back from a moving

\ object (sonic). The emitted wave spreads in a cone-like shape
and can, therefore, cover more than one lane with a single
detector unit, depending on its exact placement.

Figure 22.2 also illustrates an ultrasonic detector. In the
case of an overhead ultrasonic detector, the unit is calibrated
for the time it takes a reflected wave to return to the sensor

when it is reflected from the pavement. When a vehicle inter-
cepts the emitted wave, it is reflected in a shorter time.

Other detector types are in use, such as radar, and even
older pressure-plate systems. The vast majority of detectors
are of the types described previously.

A rapidly emerging technology is optical video imaging,
in which real-time video of an intersection approach or other
traffic location is combined with computerized pattem-recogni-
lion software. Virtual detectors are defined within the video

screen, and software is programmed to note changes in pixel
intensity at the virtual detector location. Now in common use
for data and remote observation, such detection systems only
recently have been employed to operate signals in real time.

Of greater importance than the specific detection
device(s") used is the type of detection. Two types of detection
influence the design and timing of actuated controllers:

Point detection (Pulse Mode). In this type of detec-
tion, only the fact that the detector has been 

"dis-

turbed" is noted. The detector is installed at a "point."
even though the detector unit itself may involve a
short length. The detector operates in the 

"

pulse
"

mode in that each vehicle passing through the detec-
tor field creates a short pulse of 0.10 to 0.15 seconds.
The controller channel connected to a point detector
operating in the pulse mode must be set to the
"locked" feature. The controller essentially retains
the observed pulse until the required green time has
been allocated to serve the observed demand.

Presence detection. In this type of detection, a length
of an approach lane is included in the detection zone.
The controller channel connected to such a detector is

set to the "unlocked" feature. A "call" for service is

retained until the vehicle is detected to have left the

detection zone. At any given time,
 the number of

vehicles stored in the detection zone is known
.
 Most

presence detection is accomplisRed using a single
detector

, of 20 feet or more. For very long detection
zones, series of shorter loop detectors may be used.

The timing of an actuated signal is very much influenced
by the type of detection in place. The use of presence detectors
has greatly increased in recent years. Point and presence detec-
tors are both in common use throughout the United States.

22.3 Actuated Control Features

and Operation

Actuated signal controllers are manufactured in accordance with
one of two standards. The most common is that of the National

Electronic Manufacturer's Association (NEMA). NEMA stan-
dards specify all features, functions, and timing intervals,

 and

timing software is provided as a built-in feature of the hardware
(often referred to as "firmware"). The second set of standards is

for the Type 170/270 class of controllers, used primarily by the
California Department of Transportation and the New York
State Department of Transportation. Type 170/270 controllers
do not come with built-in software

, which is generally available
through third-party vendors. Although NEMA software cannot
be modified by an agency, Type 170/270 software can be modi-
fied. U.S. manufacturers of signal controllers include Control
Technologies, Eagle. Econolite, Kentronics. Naztec. and others.
Most manufacturers maintain current Web sites

, and we urge
you to consult them for the most up-to-date descriptions of
hardware, software, and functions.

22.3.1  Actuated Controller Features

Regardless of the controller type, virtually all actuated con-
trollers offer the same basic functions, although the methodol-
ogy for implementing them may vary by type and
manufacturer. For each actuated phase, the following basic
features must be set on the controller:

1
. Minimum Green Time (Gmin). Each actuated phase

has a minimum green time, which serves as the
smallest amount of green time that may be allocated
to a phase when it is initiated, s.

2
. Passage Time (PT). This time actually serves three

different purposes: (a) It represents the maximum
gap between actuations at a single detector required
to retain the green, (b) It is the amount of time added
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to the green phase when an additional actuation is
received within the unit extension, U. (c) It must be

of sufficient length to allow a vehicle to travel from
the detector to the STOP line.

;.t

::

3
.
 Maximum Green Time (Gm(LX). Each phase has a

maximum green lime that limits the length of a green
phase, even if there are continued actuations that
would normally retain the green. The 

"maximum

green time
" begins when there is a "call" (or detector

actuation) on a competing phase.

4
. Recall Settings. Each actuated phase has a number

of recall settings. The recall settings determine what
happens to the signal when there is no demand.

5
.
 Yellow and All-Red Intervals. Yellow and all-red

intervals provide for safe transition from "green" to
"red." They are fixed times and are not subject to
variation, even in an actuated controller. They are
found in the same manner as for pretimed signals
(refer to Chapter 21).

6
. Pedestrian WALK ("Walking Man"), Clearance

("Flashing Up-raised Hand
"

),
 and DON'T WALK

(
"Up-raised Hand") intervals. Pedestrian intervals

must also be set. With actuated signals, however, the
total length of the GREEN is not known. Thus
pedestrian intervals are set in accordance with the
minimum green time for each phase. Pedestrian
pushbuttons are often, but not always, needed to
ensure adequate crossing times.

Volume-density features add several other functions.
They are generally used at intersections with high approach
speeds (s 45 mi/h), and in conjunction with presence detectors.
In addition to the normal features of any actuated controller, the
volume-density features include two important functions:

I
. Variable Minimum Green. Because presence detec-

tors are capable of 
"

remembering
" the number of

queued vehicles, the minimum green time may be.
varied to reflect the number of queued vehicles that
must be served on the next "green

" interval.

2
. Gap Reduction: Using standard functions, the pas-

sage time is a constant value. Volume-density fea-
tures allow the minimum gap required to retain the
green to be reduced over time. Doing this makes it
more difficult to retain the green on a particular
phase as the phase gets longer. Implementing the
gap-reduction feature usually involves identifying
four different measures:

a
. Initial passage time: PT/fc) (maximum value)

b
. Final passage time, PT? (s) (minimum value)

c
. Time into the green that gap reduction besins

U (s)

d
. Time into the green that gap reduction ends

'2 (S)

3
. Time   begins when a "call" on a competing phase

is noted.'

Some controllers contain additional features that may
be implemented. Those noted here', however, are common to
virtually all controllers and controller types.

22.3.2 Actuated Controller Operation

Figure 22.3 illustrates the operation of an actuated phase
based on the three critical settings: minimum green,

 maxi-

mum green, and the passage time.
When the green is initiated for a phase,

 it will be at least

as long as the minimum green period, Gmiri. The controller
divides the minimum green into an initial portion and a portion
equal to one passage time. If an additional "call" is received
during the initial portion of the minimum green,

 no time is

added to the phase because there is sufficient time within the
minimum green to cross the STOP line (yellow and all-red inter-
vals take care of clearing the intersection).

 If a "call" is received

during the last fT" seconds of the minimum green,
 /T seconds of

green are added to the phase. Thereafter, every time an addi-
tional "call" is received during a unit extension of PT seconds.
an additional period of    seconds is

.added to the green.
Note that the additional periods of PT seconds are

added from the time of the actuation or "call." They are noi
added to the end of the previous unit extension because this
would accumulate unused green times within each unit exten-
sion and include them in the total "green

"

 period.
The "green" is terminated in one of two ways:

1
. A unit extension of PT seconds expires without an

additional actuation. Such a termination is commonly
referred as a "gap out.

"

2
. The maximum green is reached.

 Such a termination
is referred to as a "max out." The maximum green

begins timing out when a "call" on a competin"
phase is noted. During the most congested periods ol

flow, however, it may be assumed that demand exis'-
more or less continuously on all phases. The ma*1

'

mum green, therefore, begins timing out at the beg'"'
ning of the green period in such a,situation.
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Total Green Period

Minimum

Green Period Extension Period

Actuations T jTj

t 1 } L

1
Maximum Green Period

1

t

Passage Time

Actuation on

Green Phase

Actuation on

Competing
Phase

Time

| Figure 22.3: Operation of an Actuated Phase
(Source: Used with permission of Institute of Transportation Engineers, Traffic Detector Handbook, 2nd Edition, JHK & Associates,
Tucson, AZ, p. 66.)

i

l

Assuming that demand exists continuously on all phases,
the green period would be limited to a range of Gmi? to Cm(U.
During periods of light flow, with no demand on a competing
phase, the length of any green period can be unlimited, depend-
ing on the setting of the recall functions.

In most situations, parallel lanes on an approach operate
in parallel with each other. For example, in a three-lane
approach,

 there will be three detectors (one for each lane). If
iinv of the three lane5 receives an additional "call" within PT

seconds
, the green will be extended. Where multiple detectors

lire connected in series
, using a single lead-in cable, gaps may

reflect a lead vehicle crossing one detector and a following
ehicle crossing another. Although this type of operation is

less desirable
, it is less expensive to install and therefore

i used frequently.

Figure 22.4 illustrates the operation of the "gap-reduction"
leature on actuated signal controllers.

 Note the four critical

limes that must be set on the controller. Depending on
'he manufacturer and model selected,

 there are a number of

Afferent protocols for implementing these four times,

deluding:

BY-EVERY option. Specify the amount of time by
which the allowable gap is reduced after a specified
amount of time. For example, for every 1.5 seconds

of extension (after time x), reduce the allowable gap
by 0.2 seconds.

EVERY SECOND option. Specify the amount of time
by which the allowable gap is reduced each second
(after time x). For example, for every second of
extension, reduce the allowable gap by 0.

1 second.

TIME TO REDUCE option. Specify a maximum and
minimum allowable gap, and specify how long it will
take to reduce from the maximum to the minimum

(after Umex). For example, the allowable gap will be
linearly reduced from 3.

5 seconds to 1
.
5 seconds over

a period of 15 seconds.

22.4 Actuated Signal Timing
and Design

In an actuated signal design, the traffic engineer does not
provide an exact signal timing. Rather, a phase plan is
established

,
 and minima and maxima are set

, along with
programmed rules for determining the green period
between limiting values based on vehicle actuations on
detectors.

1
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Maximum

Allowable

Gap, L/,

<
O

Minimum

Allowable

Gap, L/2

Time Before

Reduction
.

Time to

Reduce
,
/:

Call on

Compeling
Phase

0 ti+h

Green Time (s)

Figure 22.4: Gap Reduction Feature on Volume-Density Controllers

{Source: Used with Permission of Institute of Transportation Engineers, Traffic Detector Handbook, 2nd Edition, JHK & Associates,
Tucson AZ, p. 68.)

22.4.1 Phase Plans

Phase plans are established using the same types of consider-
ations as for pretimed signals (see Chapter 21). The primary
difference is the flexibility in phase sequencing offered by
actuated controllers.

Protected left-turn phases may be installed at lower left-
turn flow rates because these phases may be skipped during
any cycle in which no left-turn demand is present. There are
no precise guidelines for minimum left-turn demands and/or
cross-products, so the engineer has considerable flexibility in
determining an optimum phase plan.

22.4.2 Minimum Green Times

Minimum green times must be set for each phase in an actu-
ated signalization, including the nonactuated phase of a semi-
actuated controller. The minimum green timing on an actuated
phase is based on the type and location of detectors.

Point Detection

Point detectors only provide an indication that a "call" has been
received on the subject phase. The number of calls experienced
and/or serviced is not retained. Thus, if a point detector is
located d feet from the STOP line, it must be assumed that a

queue of vehicles fully occupies the distance d. The minimum
green time, therefore, must be long enough to clear a queue of
vehicles fully occupying the distance d,

 or:

Cmin =     + 2.0 * 141 (22-1)

where Gmin = minimum green time,
 s

£\ = start-up lost time,
 s

d = distance between detector and STOP line, ft

25 = assumed head-to-head  spacing between
vehicles in queue,

 ft

The integer function requires that the value of /25 be
rounded to the next highest integer value. In essence, it requires
that a vehicle straddling the detector be serviced within tttf
minimum green period. Various agencies set the value of 'i
based on local policy. Values between 2.

0 and 4.0 seconds are

most often used. The Traffic Signal riming Manual [2] recom-
mends a value of 3

.
0 seconds be used

.

Presence Detection

Where presence detectors are in use, the minimum green tin
can be variable

,
 based on the number of vehicles sensed in 

queue when the green is initiated. In general;

(22-21

n

wh

Th

res

the

ST

Kin

lin

dis

ST

22

As

enl

mi

am

del

G
.min  + 2n



22.5  EXAMPLES FN ACTUATED SIGNAL DESIGN AND TIMING 541

i

;

in length are provided for each approach. The tvu conversions
assume that a protected left-tum phase will be provided for all

approaches. For all approaches and LT lanes, 50-feet presence
detectors are provided. In each case, the front edge of the detector is
located 2 feet from the STOP line.

Step 1; Phasing The problem statement indicates that
protected left-tum phasing will be implemented on all
approaches. Note that Kennedy Avenue has double left-tum
lanes in each direction and that Monroe Street has a single
left-tum lane in each direction.

At a heavily used intersection such as this, quad-eight
phasing would be desirable. Each street would have an exclusive
LT phase followed by a leading green in the direction of heavier
LT flow and a TH/RT phase. As indicated in Chapter 21, such
phasing provides much flexibility in that LT phasing is always
optional and can be skipped in any cycle in which no LT demand
is noted. The resulting signalization has a maximum of four
phases in any given cycle and a minimum of two. It is treated as
a four-phase signal because this option leads to the maximum
lost times.

Quad-eight phasing involves overlaps (again, see
Chapter 21) that would be taken into account if this were a
pretimed signal. As an actuated signal, the worst-case cycle,
however, would occur when there are no overlap periods. This
would occur when the LT flow in opposing directions are equal.
Thus, the signal timing will be considered as if this were a
simple four-phase operation without overlaps. The controller,
however, will allow one protected LT to be terminated before
the opposing protected LT, creating a leading green phase.
The four phases are:

. Phase 1-Protected LT for Kennedy Avenue

. Phase 2-TH/RT for Kennedy Avenue

. Phase 3--Protected LT for Monroe Street

. Phase A-TH/RT for Monroe Street

Step 2: Passage Times  As no gap reduction will be in .
use at this intersection, the maximum allowable headway,
MAH is 3.0 seconds. This will be the same for all approaches,
including left-tum phases. Then, using Equation 22-3:

PT = MAH -
1.475,

W = 3.0 -
50 - 20

1
.
47 * 40

2
.
5 s

This value will be used for all approaches and LT lanes.

Step 3: Mmirmm Green Tones and Detector Placement
The detector design has been specified. The minimum green
time for area detection is variable

,
 based on the number of vehi-

cles sensed within the detection area when the green is initiated.
The value can vary from the time needed to service one waiting

vehicle to the time needed to service Int (50/20) - 3.
0 seconds.

Using Equation 22-2, the range of minimum green times can be
established for each approach. In thisxase,

 all values will be

equal because the approach speeds are the same for all
approaches and the detector location is common to every
approach, including the LT lanes.

Gmin = ({ + 2n

Gmin
,
 tow = 3.0+ (2*1) = 5.05

Gmi?
,
%h= 3.0 + (2*3) = 9.05

Step 4: Critical-Lane Volumes Because the volumes
given have already been converted to tvu's, critical-lane
volumes for each phase are easily identified:

. Phase I (Kennedy Ave, LT) 400/2 = 200 tvu/h

. Phase 2 (Kennedy Ave, TH/RT) 1,600/4 = 400 tvu/h

. Phase 3 (Monroe St, LT) 110/1 = 110 tvu/h

. Phase 4 (Monroe St, TH/RT) 700/2 = 350 tvu/h

. V
c
 = 1

,
060 tvu/h

Step 5: Yellow and All-Red Times: Lost Times Yellow
times are found using Equation 21-5; ail-red times are found
using Equation 20-5. With a 40-mi/h average approach speed for
all movements, the 5g5 may be estimated as 40 + 5 = 45 mi/h,

and the 5)5 may be estimated as 40 - 5 = 35 mi/h. Then:

1
.
47*45

v ii = 1 0 +  : 
7a" 2 * 10 + 64.4(0.01 * 0)

55 + 20

4
.
3 s

1
.
47*35

120 + 20

1
.
5s

2
.
7 s

1
.
47*35

= 43 + 1
.
5 = 5.8 s

Y3
,
4 4

.
3 + 2.7 = 7.0 s

There are four phases in the worst-case cycle. Because
the standard defaults are used for (\ and e,

 the total lost time

is equal to the sum of the yellow and all-red intervals in the
cycle:

Z
, = 2*5

.8 + 2 *7.0 = 25.6s

Step 6: Maximum Green Times and the Critical
Cycle The initial cycle length for determining maximum
green times is:

25.6

[ 1,060 I1 _ [ 1
,615*0.%* 0.98 J

84.85

a
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Green times are found as:

G, = (84.8 - 25.6) *
/

"

 200 \

V 1,060 j 11.25

/ 400 \
G2 = (84.8 - 25.6)  - ) = 22.3,

G3 = (84.8 - 25.6) ) = 6.1.
f 350 \C4 = (84.8 - 25.6)     - j 19.5 s

G
,max , = 11.2* 1.5 = 16.8 5

Gmax2 = 22.3* 1.5 = 33.55

GmaxS = 6.1 * 1-5 = 9.2s

Gm3X4 = 19.5* 1.5 = 29.3s

With area detection, the minimum green for all lane groups,
including LT lanes, can be as high as 9.0 seconds. This limits
the flexibility of LT Phase 3: Increasing the maximum greens
beyond the computed values, however, will lead to an exces-
sively long critical cycle length.

Thus it is recommended that the LT lanes use point

detectors, placed so that the G  for Phases 1 and 3 is a
constant 5.0 seconds. The above G  results will work in this
scenario. It is, therefore, not recommended that any of these
times be arbitrarily increased. .

The critical cycle length becomes:

Cf = 16.8 + 5.8 + 33.5 + 5.8 + 9.2

+ 7.0 + 29.3 + 7.0 = 114.4 s

Overpasses are provided for pedestrians, so no at-grade cross-
ings are permitted, and no pedestrian checks are required for
this signalization.
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Problems

Unless otherwise noted, use the following default values for
each of the following actuated signal timing problems:

Driver reaction time (/) = 1.0 s

Vehicle deceleration rate = 10ft/s2

Length of a vehicle = 20 ft

Level terrain

Low pedestrian activity at all locations (50 peds/h each
cross walk)

PHF = 0.90

Target vie ratio for actuated signals = 0.95

Lane widths = 12 ft

Crosswalk widths = 10ft

Pedestrian crossing speed = 4.0 ft/s
All volumes in veh/h

If any other assumptions are necessary, specifically
indicate them as part of the answer.

22-1. A semi-actuated signal is to be installed and timed for the
location shown in Figure 22.8. Because of light side-streel
demand, a short minimum green of 6.0 seconds is desired.
Point detectors will be used. For the conditions shown:

(a) How far from the STOP line should the side-streel
detectors be located?

(b) Recommend a passage time.

(c) Compute yellow and all-red times.

(d) Recommend a maximum side-street green and a
minimum main street green.

(e) What is the critical cycle length?

(f) Are pedestrian signals and/or pushbuttons required
for crossing the main street? The side street?

22-2. A full actuated controller must be retimed at the inter-

section shown in Figure 22.9. Detector locations are
fixed from a previous installation and cannot be moved.
For the conditions shown:

(a) Recommend a suitable phase plan for the signal
(b) What minimum greens should be used?

(c) Recommend a passage time.

(d) Compute yellow and all-red times.

(e) Recommend maximum green times for each phase-

(f) What is the critical cycle length?

(g) Are pedestrian signals and/or pushbuttons needed
for any phases?

Pf
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22-3. A full actuated signal is to be installed at the major
intersection shown in Figure 22.10. It is planned to use
60-foot presence detectors with their front edges
located 2 feet from the STOP line. For this location and

the conditions shown:

(a) Recommend minimum green times and detector
placement locations.

(b) Recommend a passage time.

(c) Compute yellow and all-red times.

(d) Recommend maximum green times for each phase
.

(e) What is the critical cycle length?

(f) Are pedestrian signals and/or pushbuttons needed
for any phases?

10     600 8
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Figure 22,10: Intersection for Problem 3
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CHAPTER

j

Critical Movement

Analysis of Signalized
Intersections

In Chapter 21, a detailed methodology for establishing
optima] timing of isolated pretimed signals was presented.
In this chapter, a relatively simple methodology for analysis
of a signalized intersection is discussed; in Chapter 24, the
complex model of the Highway Capacity Manual [/] is
presented and illustrated.

Signal timing and analysis of signalized intersections
are simply inverse applications of what should be the same
model. In signal timing, demand flow rates are used with a
known geometric design to establish the green times needed
to accommodate the stated demands. In analysis, the signal
timing, demand flows, and geometry are known, and the
capacity (and/or level of service) of each approach or lane
group is estimated. In essence, signal timing applications
set green times to provide the necessary capacity. In analy-
sis

, the known signal timing is used to estimate the existing
capacity.

Unfortunately, signal timing and signalized intersec-
tion analysis models are rarely the same and are often quite
different from each other

. The signalized intersection
methodology of the 1965 Highway Capacity Manual [2],
for example, used a methodology that was completely
inconsistent with the signal timing methodologies of

the day. This often presented the traffic engineer with an
inexplicable conundrum: A signal timing designed to pro-
vide equivalent service to all major movements could pro-
duce wildly different levels of service for these same
movements;.

Today, the difference is in the level of complexity
included in the models used. The HCM model for signalized
intersection analysis is extremely complex and includes
many iterative elements. It is generally recognized that the
methodology cannot be implemented by hand. Software is
the only practical means to implement the methodology.
Signal timing must be more straightforward to be effective.
Therefore, signal timing methodologies, although based on
the same fundamental concepts as the HCM analysis model,

incorporate many defaults and simplifications to allow for a
relatively rapid and understandable approach to setting an
appropriate timing pattern.

In 1980, the Transportation Research Board issued a
set of preliminary capacity and level of service analysis
methodologies (Interim Materials on Highway Capacity)
in advance of the anticipated 1985 Highway Capacity
Manual [3]. It included a relatively straightforward method
for analysis of signalized: intersections called "Critical

I 545
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: ;!

Movement Analysis" [4]. The methodology could be easily
implemented by hand in a reasonable amount of time, and
based level-of-service (LOS) determinations on the "sum
of critical-lane flows," a concept discussed in Chapter 20.
Although general delay estimates for each LOS for the
intersection as a whole were provided by verbal descrip-
tion, there was no attempt to festimate average delays for
individual movements or approaches.

The earliest work on critical-lane analysis of signalized
intersections goes back to the original concepts of saturation
headways and lost time developed by Bruce Greenshields. Its
application to analysis originally appeared in 1961 in a paper
by Capelle and Pinelle [5]. Messer and Fambro [6] produced a
definitive methodology in 1977 that was adapted for inclusion
in the Interim Materials. By the time the 1985 Highway
Capacity Manual was published, however, Messer had built
the basic procedure into a far more complex analysis method-
ology. Subsequent revisions have served to further complicate
the approach.

As a result, there are traffic agencies that still (at this
writing) use the methodology of the Interim Materials to
analyze signalized intersections, including the California
Department of Transportation. Because of the great com-
plexity of the HCM approach, there are frequent calls for a
return to a simpler approach similar to that of the Interim
Materials.

23.1 TheTRB Circular 212

Methodology

The methodology of TRB Circular 212 (Interim Materials on
Highway Capacity) provides two levels of analysis: planning
and operations/design. The first is done entirely in units
of mixed veh/h with few adjustments. Average or "typical"
conditions are assumed. The planning approach is as close to
a "back of the envelope" approach as can be accomplished.
The most complex signalized intersections could be analyzed
in minutes. The operations and design model provides more
detailed adjustments for heavy-vehicle presence, local bus
presence, lane width, parking conditions, and other prevailing
conditions. Even with these adjustments included, the most
complex intersection could be analyzed by hand in less than
15 minutes.

Unlike the HCM, critical-lane or critical movement

analysis applies all adjustment factors to the demand volume
or flow rate. Thus volumes in veh/h are inflated by adjustment

factors to reflect "through passenger car units (tpcus),

" as is at
least partially done for signal timing.

This chapter presents a design and operations method-
ology based on the concept of the Interim Materials. It has
been updated, however, to reflect more recently calibrated
adjustment factors, and for consistency with the signal tim-
ing methodology presented in Chapter 21. A delay prediction
module has been added to the operations/design methodol-
ogy to allow for better level of service estimates.

Although the operations/design model is not the same
as that of the Interim Materials

, the conceptual approach is the
same: Only the numbers have been changed to reflect more
modem conditions. This chapter does not present the plan-
ning level analysis of the Interin Materials,

 which should be

consulted directly for a detailed description of that approach.

23.2 A Critical Movement Approach
to Signalized Intersection
Analysis

The methodology presented in this chapter is conceptually the
same as the operations and design methodology of the 1980
Interim Procedure. It has

, however, been updated to be more
consistent with the signal timing methodology of this text and
to reflect adjustment factors of the HCM, where it is appropri-
ate to do so. 

. A module for estimation of delay is added,
 based

on theoretical models (as opposed to the more complex models
of the HCM).

Unlike the HCM methodology, this critical-lane analy-
sis approach makes all adjustments to demand volumes, as
opposed to capacity or saturation flow rate. In the HCM
methodology, saturation flow rates are reduced to reflect non-

ideal prevailing conditions. In this methodology,
 demand

volumes are increased to reflect them.

23.2.1  Steps 1 Through 3

Steps 1 through 3 of the operations and design methodology
are straightforward (1) Identify the lane geometry and use, (2)
identify hourly demand volumes (in veh/h under prevailing
conditions), and (3) specify the signal timing (a complete ring
diagram is required).

In addition to the hourly demand volumes of Step 2,
the prevailing conditions affecting each should be described
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1

?

1

i

jn as much detail as possible. At a minimum, the following
characteristics of each movement should be specified:

. Proportion of heavy vehicles

. Proportion of local buses

. Lane widths

. Approach grade

. Parking conditions on approach

. Pedestrian interference levels (either specify pedestrian
volume in each crosswalk, or generally describe by level)

A "heavy vehicle" is any vehicle with more than four
wheels on the ground, except for local buses, which are handled
separately. In terms of defining buses, a 

"through bus" is one that
is not making a stop to pick up or discharge passengers within
the confines of the intersection (either near side or far side); a
"local bus" is one that does make a stop to pick up or discharge
passengers within the confines of the intersection (near side or
far side). Thus a "through bus" is treated as a heavy vehicle.

The signal timing specified as part of Step 3 should
include the green, yellow, and all red intervals. For the purpose
of the operations and design approach, vehicles are assumed to
move during the "effective green time,

"

 which for each phase
may be computed as:

g = G + y + ar - £i - (2 (23-1)

where: g = effective green time, s
G = actual green time, s

y = actual yellow time, s
ar = actual all-red time, s

€! = start-up lost time, s

(?2 = clearance lost time, s

For the vast majority of cases, the assumption that (y + ar) =
tt\ + €2) may be made. In this case, g = G.ln cases where
this assumption is known to be inaccurate, Equation 23-3 is
used to estimate effective green time for each phase.

23.2.2 Step 4: Convert Demand Volumes
to Equivalent Passenger-Car
Volumes

Each movement demand volume is converted to a volume

pressed in equivalent passenger-car units, using the following
equation:

V
pc iVPfnEfri + iVPuiEu!)

+ Vil -Phv- Plb) (23-2)

where:     = volume in passenger-car equivalents, pc/h
V= volume in vehicles per hour under prevailing

conditions, veh/h

Phv = proportion of heavy vehicles (trucks, through
buses, and RV's) in the movement,

 decimal

Plb - proportion of local buses in the movement,

decimal

EHV = passenger-car equivalent of one heavy vehicle
in movement

EiB = passenger-car equivalent of one local bus in
movement

The passenger-car equivalent for all heavy vehicles is 2.
0

.

Passenger-car equivalents for local buses are more complex and
shown in Table 23.1.

Local bus equivalents vary with a number of underlying
conditions, including the percentage of local buses in the traf-

fic stream, the total volume in the affected traffic stream
,
 and

Table 23.1: Passenger-car Equivalents for Local Buses
at Signalized Intersections

% Local

Buses

No. of

Lanes

Volume in Lane Group,
 veh/h

200 400 600 800 > 1
,
000

Buses Stopping in Travel Lane

<:2% 1

2

>3

1
.
8

1
.
4

1
.
3

2
.
7

1
.
8

.

1
.
5

3
.
5

2
.
2

1
.
8

4
.
4

2
.
7

2
.

1

5
.
3

3
.

1

2
.
4

5% 1

2

>3

1
.
8

1
.
4

1
.
3

2
.
7

18

1
.
5 -

3
.
7

2
.
3

1
.
8

4
.
8

2
.
7

2
.

1

6
.
0

3
.
2

2
.
4

10% 1

2

>3

1
.
9

1
.
4

1
.
3

2
.
9

1
.
9

1
.
6

4
.
2

2
.
4

1
.
9

5
.
7

2
.
9

2
.
2

7
.
7

3
.
5

2
.
5

Buses Stopping Off-line or in Parking Lane

2% 1

2

>3

1J

1
.
2

1
.

1

1
-7

1
.
3

1
.
2

2
.
0

1
.
5

1
.
3

2
.
4

2
.
7

2
.

1

2
.
7

1
.
8

1
.
6

5% 1

2

>3

1
.
3

1
.
2

1
.

1

1
.
7

1
.
3

1
.
2

2
.

1

1
.
5

1
.
3

2
.
4

1
.
7

1
.
5

2
.
8

1
.
9

1
.
6

2:10% 1

2

>3

1
.
3

1
.
2

1
.

1

1
.
7

1
.
3

1
.
2

2
.

1

1
.
5

1
.
3

2
.
5

1
.
7

1
.
5

3
.
0

1
.
9

1
.
6
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the number of lanes in the affected lane group. Exclusive LT
lanes are generally not included as "affected lanes."

The type of bus stop also affects these equivalents. If
the bus stops in a travel lane, the impact of the blockage is
more severe than when the bus stops in a parking lane or in an
offline bus bay. In general, local buses disrupt traffic prima-
rily in the right-most lane of the affected lane group. Thus the
overall impact of buses is reduced as the number of lanes in
the lane group increases.

It is noted that the equivalents of Table 23.1 are generally
based on the implied equivalents of the HCM signalized intersec-
tion analysis procedure. It is assumed that a bus stopping in a
travel lane effectively blocks it for 14.4 seconds. A bus stopping in
an offline position is assumed to block the right-most lane for 6.0
seconds as it enters and leaves the offline bus bay or parking lane.

23.2.3 Step 5: Convert Passenger-Car
Equivalents to Through-Car
Equivalents

After completing Step 4, all movement volumes have been con-
verted to passenger-car equivalents. Now, left-turning vehicles
and right-turning passenger-car volumes must be converted to
equivalent through-car units.

Through-car equivalents for left-tuming passenger cars
are given in Table 23.2. These are the same equivalents used in
timing traffic signals (Chapter 21). All protected left turns have
an equivalent of 1.05, whereas the equivalents for permitted left
turns depend on the opposing volume through which they tum
and the number of lanes on the opposing through lane group.

Table 23.3 shows the through-car equivalents for right-
turning passenger cars. These depend on the pedestrian volume
in the conflicting crosswalk.

Table 23.2: Through-Car Equivalents for Left-Turning
Vehicles, ELT

Opposing Flow

V0 (veh/h)

Number of Opposing Lanes, N0
1 2 3

0

200

400

600

800

1
,
000

> 1
,
200

1
.

1

2
.
5

5
.
0

10.0*

13.0*

15.0*

15.0*

1
.

1

2
.
0

3
.
0

5
.
0

8
.
0

13.0*

15.0*

1
.

1

1
.
8

2
.
5

4
.
0

6
.
0

10.0*

15.0*

Equivalent

1
.
18

1
.
21

1
.
32

1
.
52

2
.

14

ELT for all protected left turns = 1.05.
*The LT capacity is only available through "sneakers."

Table 23 J: Through-Car Equivalents for Right-Turning
Vehicles

, £ 7-

Pedestrian Volume in Conflicting
Crosswalk (peds/h)

None(0)
Low (50)
Moderate (200)

High (400)
Extreme (800)

It is appropriate to interpolate for intermediate values in
Table 23.2, but this is not suggested for the values in Table 23

.
2

,

which are more approximate. The values in these tables are
much simplified versions of adjustments in the HCM 2000

.

They eliminate the need to iterate solutions and greatly simplify
the consideration of left and right turns.

Special Case: Compound LT Phases (Protected +
Permitted and Permitted + Protected)

It is difficult to analyze compound phases in any detail in a
simplified analysis approach such as CMA. In the HCM
methodology (Chapter 24), protected and permitted portions
of the phase are initially treated as two separate phases. This:
in tum, requires that the left-turn demand flow be split
between the two portions of the compound phase.

Two potential approaches for such an allocation are to
(1) assume the full capacity of the initial portion of the phase is
fully consumed with all remaining left tums assigned to the second
portion of the compound phase, and (2) assume left-tum demand
is assigned to the two portions of the phase in proportion to the
capacities of two portions of the phase. Both are iterative because
the initial assignment will influence the total tcu/h,

 which when

allocated most often will violate the assumed initial distribution.

A simple methodology must find some more simplistic
approach. The approach recommended here is that the entire
left-tum demand flow be converted to tcu/h . using a single
equivalent that is an average of the equivalents for the protected
portion of the phase and the permitted portion of the phase. It is
further recommended that the average be approximately
weighted using the relative green times in the compound phase.
Thus the left-tum equivalent, Eu, would be estimated as:

[Eltpt* Sltpt) + (Eltpm * 8ltpm) ->

ELTC = --   (23-J.i
Sltpt + Sltpm

where: ELTC = left-tum equivalent for compound LT phasing
Eupt  left-tum equivalent for protected portion ot

the compound LT phase
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Eltpm ~ left-tum equivalent for permitted portion of
the compound LT phase

%ixpt ~ effective green time for protected portion of
the compound LT phase, s

%ix?M ~ effective green time for permitted portion of
the compound LT phase, s

This average equivalent is then used to convert the full
left-turn flow to tcu/h. For compound phases, this approach is
highly approximate but keeps the analysis in the range of a
simple and straightforward methodology. Where more detailed

analysis is required, the HCM methodology would be 
.
applied

directly. Note that the effective green time for thp first portion
of the compound phase includes the yellow and all red inter-

vals between the two portions.

23.2.4  Step 6: Converting Through-Car
Equivalents Under Prevailing
Conditions to Through-Car
Equivalents Under Ideal Conditions

At this point in the methodology, all movement volumes have
been converted to volumes in through-car equivalent units
(tcu/h). They still represent, however, a number of prevailing
conditions noted previously. Each movement volume must
now be converted to a flow rate (for a 15-minute period) under
equivalent ideal conditions. This conversion is computed as:

leu

V

PHF*fw*fg
*fp*fLU

(23-4)

I

where: v = movement flow rate under equivalent ideal condi-
tions, tcuAi

Vtcu
 - movement volume

, tcu/h, reflecting some prevail-
ing conditions

?HF = peak-hour factor

/lv.
 = adjustment factor for lane width (see Table 23.4)

/. = adjustment factor for grade (see Table 23.5)

= adjustment factor for parking (see Table 23.6)

juj = adjustment factor for lane utilization (see
Table 23.7)

Table 23.4: Adjustment Factors for Lane Width

I

Lane Width (ft) 9 10 11 12 13 14 15

0
.
90 0

.
93 0

.
97 1

.
00 1

.
03 1

.
07 1

.
10

Table 23.5: Adjustment Factors for Grade

Grade (%) -6 -4 -2 0 2 4 6

1
.
03 1

.
02 1

.
01 1

.
00 0

.
99 0

.
98 0

.
97

Table 23.6: Adjustment Factors for Parking Conditions

Parking Activity

Number of Lanes

in Lane Group
Adjustment

Factor/

High 1

2

3

0
.
825

0
.
913

0
.
942

Medium 1

2

3

0
.
850

0
.
925

0
.
950

Low 1

2

3

0
.
875

0
.
938

0
.
958

No parking lane All 1
.
000

Table 23.7: Adjustment Factors for Lane Utilization

Lane Group
Movements

No. of Lanes

in Lane Group
Adjustment
Factor/it/

Through or
shared

1

2

>3

1
.
000

0
.
952

.0
.
908

Exclusive left

turn

1

>2

1
.
000

0
.
971

Exclusive right
turn

1

>2

1
.
000

0
.
885

{Source: Highway Capacity Manual, 3rd Edition, Transportation
Research Board, Washington DC, 2000, modified from Exhibit 10-23,

p. 10-26.)

The peak-hour factor {PHF) converts a full-hour
volume to a flow rate within the worst 15 minutes of the

hour under consideration (usually one of the peak hours of
the day). The adjustment factors account for nonstandard
conditions of lane width (12-foot lanes are the base condi-

tion), grade (level grade is the base condition), parking
activity adjacent to the lane group (no parking is the base
condition), and lane use (uniform use of lanes is the base
condition).

ii
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Lane widths less than 9 feet are not recommended; in

fact, lane widths less than 11 feet are problematic where any
appreciable number of heavy vehicles are present. A lane
width of 16 feet or more will be used by drivers as two eight-
foot lanes under the pressure of heavy traffic.

The parking adjustments of Table 23.6 focus on curb
parking spaces within 250 feet of the stop line of the inter-
section approach. If there is no curb parking on the last 250
feet of the approach, there is no adjustment to be made. The
extent of the adjustment is related to the number of parking
maneuvers made (expressed as an equivalent hourly rate)
and the number of lanes in the affected lane group. The
number of movements (each parking maneuver and each
unparking maneuver is separately counted) is generally
characterized as "low" (0 to 7 mvts/h), "medium" (8 to 13

mvts/h), and "high" (more than 13 mvts/h) for the purposes
of this methodology. Because parking maneuvers mainly
affect the right-most lane (adjacent to the parking lane),
the impact is dissipated by having multiple lanes for
moving vehicles.

The lane utilization adjustment recognizes that where
multiple lanes are present, vehicles will not divide themselves
equally among all available lanes. The factor increases the
equivalent ideal flow rate such that when the adjusted demand
flow rate is divided equally into all available lanes of the lane
group, the resulting average will represent the largest expected
lane flow within the lane group.

23.2.5 Assigning Lane Flow Rates

Each movement volume is now expressed in through-car units
under equivalent ideal conditions. It is now time to assign lane
flows within each lane group. The following rules govern this
assignment:

1
. Where a separate LT lane (or lanes) exist, assign

all LT tcus to this lane group. If more than one
lane exists, divide the tcu/h equally among the
lanes.

2
. Where a separate RT lane (or lanes) exist, assign

all RT tcus to this lane group. If more than one
lane exists, divide the tcu/h equally among the
lanes.

3
. For all mixed lane groups (i.e., LT/TH/RT, LT/TH, or

TH/RT) divide the total tcu/h equally among the
lanes, except that (a) all LT tcus must be in the left-
hand lane, and (b) all RT tcus must be in the rigjrt-
hand lane.

23.2.6 Finding Critical-Lane Flow Rates
for Each Signal Phase

Simple Case: No Overlapping or Compound Phases

The process of finding the critical-lane flow rate for each
signal phase is relatively straightforward where there are no
overlapping or compound phases. All lane flows moving
during a given phase are examined. The critical-lane flow is
the lane with the highest flow rate in adjusted tcu/h. When all
critical-lane flows are identified

, they are added to determine
the sum of critical-lane flow rates

. There will be one critical-

lane flow rate for each phase of the signal.

Overlapping Phases

Finding the critical-lane flow rates for a signalization with
overlapping phases must use the same technique described in
the signal timing methodology of Chapter 21. A ring diagram
of the signal timing must be drawn, with the appropriate
critical-lane flow rates inserted into the proper parts of the
diagram. An example is shown in Figure 23.

1
.

The ring diagram of Figure 23.1 depicts a standard
NEMA phase sequence in which exclusive LT phases are
followed by leading green phases. Each "box" of the ring

Ringl PHASERing 2

148* 203

A2420*

330
A3

120 220

1 Bl

380 B2

250*

83

Figure 23.1: Sample Ring Diagram for Overlapping
Phases
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diagram shows the critical-lane flow rate (under equivalent
ideal conditions) for the movements shown.

The "critical path" through the ring diagram is that path
ihat results in the highest sum of critical-lane flow rates. It is
found as follows:

. For Phases Al to A3
, the critical path can ran down

Ring 1 or Ring 2. The Ring 1 sum of critical-lane
flow rates is 148 + 420 = 568 tcu/h. The Ring 2 sum
is 203 + 330 = 533 tcu/h. The critical path rans
through Ring 1 and the sum of the critical-lane flow
rates for Phases Al through A3 is 568 tcu/h.

. For phases Bl to B3,
 the same choice is available.

The Ring 1 sum of critical-lane flow rates is 120 +
380 = 500 tcu/h. The Ring 2 sum is 220 + 250 = 570
tcu/h. Ring 2 has the largest sum and therefore repre-
sents the critical path. The sum of critical-lane flow
rates for Phase 2 is 570 tcu/h.

The critical path through the signal timing is indicated by
asterisks, and the sum of critical-lane flow rates for this exam-

ple is 568 + 570 = 1,138 tcu/h.
Examination of the ring diagram identifies the critical

path through the signal timing, and it also depicts the critical-
lane flow rate for each phase and lane group in the intersection.

Compound Phases

When a protected + permitted or permitted + protected LT
phase exists, it will be necessary to divide the demand between
the two portions of the phase to determine the sum of critical-
lane flows. The total LT flow in these cases has been converted

to tcu/h using an average Eu reflecting both portions of the
phase. The converted flow can be divided in the proportion to
the length of the effective green times for each portion of the
phase. Note that a "

yellow
"

 transition between a leading
protected phase to a permitted phase would be counted as
effective green in this distribution.

23.2.7 Capacity and v/c Ratios

At this point in the analysis, the capacity of each critical lane
must be estimated and compared to the demand flow rate
using the v/c ratio.

Because all demand flow rates are expressed in tcu/h
under equivalent ideal conditions, capacities must be stated in
'he same units

.
 The recommended ideal saturation flow rate

used to make these estimates is 1
,900 tcu/h. The capacity of a

critical lane within a lane group is:

q = l900(Vc) (23-5)

I

where: c, = capacity of critical lane in lane group (, tcu/h/ln

gi = effective green time for lane group /, s
C = cycle length, s

In the case of compound phasing, the same equation is used,

employing the effective green time for the entire compound
phase (including the yellow and all red between the two por-
tions of the phase). This is possible because the demand flow
rates have been adjusted to reflect the different values of ELT

that apply in each portion of the phase. Capacity is stated in
terms of tcu/h under ideal conditions.

The maximum sum of critical-lane flow rates that

can be accommodated by the signalized intersection as a
whole is:

CSUM 19001  j (23-6)

where: cSUM

gi

n

C

maximum sum of critical-lane flow rates
,
 tcu/h

effective green time for critical phase /,
 s

number of phases

cycle length, s

Once capacities for all critical lanes are determined,
 a

v/c ratio can be computed for each:

where: X,

Xi = %

v/c ratio for critical lane i

demand flow rate in critical lane i
,
 tcu/h

capacity of critical lane /, tcu/h

(23-7)

In the case of compound phasing, a single value of X is com-
puted based on the sum of the component phase demand
flows, v, and the capacity of the compound phase,

 taken as a

whole.

A "critical v/c ratio" for the entire intersection may also
be computed as:

(23-8)

where: X, = critical v/c ratio for intersection

vc, = critical-lane flow rate i (in critical signal path),
 tcu/h

CSUM = sum of critical-lane flow rates,
 tcu/h

Note that the v/c ratios produced in this step are analo-
gous to those produced by the HCM 2000 methodology. The
only difference is that several critical computations (notably
the impact of turning movements) have been greatly simplified
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A

to avoid multiple iterations and to allow for a manual solution
if desired.

At this point, each critical lane has been identified, and the
sufficiency of the capacity provided to handle it (v/c ratio) has
been assessed. A v/c ratio in excess of 1.0 signifies that the

capacity is insufficient to accommodate the stated demand.
A v/c ratio of 1.00 or less indicates that the capacity provided is
sufficient to accommodate the demand. Although these compu-
tations are all based on a single critical lane within the intersec-
tion, when the v/c ratio is 1.00 or less, this means that all other

lanes moving during that phase also have sufficient capacity.
The critical v/c ratio, Xc, is an important variable. If Xc is

less than 1.00, it signifies that the existing signal cycle length,
phase sequence, and the physical configuration of the intersec-
tion and its approaches are sufficient to handle ail of the stated
demand flows. If Xc is more than 1.00, the situation cannot be
rectified without doing one or more of the following:

. Increasing the cycle length,

. Making the phase sequence more efficient (generally
means adding protected or compound left-turn phasing),
and/or

. Adding lanes to critical approaches and/or changing
lane use restrictions for greater efficiency.

It is possible, however, that Xc is less than 1.00, but that
some individual lane groups have X, values that exceed 1.00. In
this case, the difficulty can be resolved by reallocating green time
within the existing phase sequence, cycle length, and geometric
design. To do this, the methodology for signal timing found in
Chapter 21 can be used, or (alternatively) the methodology for
readjusting signal timing found in Chapter 24. The latter uses
values of X,- directly, as opposed to cridcal-lane flow rales.

23.2.8 Delay and Level of Service

The planning approach estimated LOS on the basis of the sum of
critical-lane volumes. Although this is sufficient for the most
approximate of analyses, it contains a basic flaw. The presump-
tion is that lower sums of critical-lane volumes produce tngher
quality operations. Although not exactly the same, use of the sum
of critical-lane volumes is analogous to using v/c ratios (X,) to
determine level of service, and it implies that lower v/c ratios
yield better operations.

The difficulty is that for signal timing, this is essentially
not correct. In the analysis of uninterrupted flow facilities,
lower v/c ratios lead directly to lower densities and higher
speeds (i.e., higher quality operations). The critical difference
between interrupted and uninterrupted flow, however, is in the

determinants of capacity. For uninterrupted flow, capacity is
based solely on the number of lanes present and the specifics
of geometry (for a given traffic composition). For interrupted
flow, it is based on the number of lanes present, the specifics
of geometry, and the timing of the signal. In uninterrupted
flow, we strive for low v/c ratios to allow for growth in traffic
over time and to ensure that the road we build has sufficient
space (lanes) to serve traffic for 20 to 30 years. When the time
element is considered

, however, the bottom line is a constant:
There are 3,600, and only 3,600 seconds in an hour. There
will never be more; there will never be less

. Thus, although it
is logical to provide excess capacity in terms of space,

it is quite illogical to provide significant amounts of it in a
signal timing.

If delay is used as the principal measure of LOS at inter-
sections, very low v/c ratios often produce relatively high delays
because vehicles are waiting on a RED signal while there are no
vehicles present to use the GREEN on the other street.

 Unused

green time is a cause of delay at a signalized intersection, not a
cure for it. In general, v/c ratios at signalized intersections will
be relatively high when optimal delay is achieved-often in the
range of0.80 - 0.95. Large amounts of unused green time occur
when v/c ratios are low

, and they generally indicate that the
cycle length and green times are too long. Cycle lengths that
are too long increase delay. On the other side of the coin, cycle
lengths that are too short, pushing the v/c ratio close to 1.00,

 also

increase delay-this time because of individual cycle failures
that are likely to occur.

This methodology suggests that levels of service be directly
related to estimated delay, just as in the more complex HCM
methodology. It requires, therefore, that delays be estimated for
each lane group in the intersection. To avoid the complexity of the
HCM methodology, a more simplistic approach is taken using
theoretical equations (see Chapter 20), with a simplified adjust-
ment for progression quality.

The delay for a lane group is computed as:

di = du*PF + d2i (23-9)

where: dj - approach delay for lane group /,
 s/veh

d  - uniform delay for lane group i, s/veh

djj = overflow plus random delay for lane group U
s/veh

PF = progression adjustment factor

This equation is analogous to that used in HCM 2000,
 except

for the following:

. It predicts approach delay, not control delay. The

difference is slight. Approach delay is the sum 
stopped delay plus acceleration and deceleration

t

(

1

r

s



23.2  A CRITICAL MOVEMENT APPROACH TO SIGNALIZED INTERSECTION ANALYSIS 553

-

.
v

delay. Control delay is time-in-queue delay plus
acceleration and deceleration delay. The difference is
the time spent in queue while moving.

. It assumes there is no unserved queue present at the
beginning of the analysis period. The HCM method
adds a third element of delay when such queues are
present.

. The progression factor recommended in this method-
ology is a much simplified version of those factors
than used in the HCM.

. The equation for uniform delay is the same as in the
HCM 2000. The equation for overflow delay is based
on Akcelik's theoretical approach [7] as modified in
the HCM 2000. Some simplifications of terms are
introduced.

The uniform delay term, dh is computed using
Webster's original delay equation:

0
.5C[l-(*/c)l2

where all terms are as previously defined. The 
"min" function

is used to emphasize that for uniform delay, the value of X,-
cannot be higher than 1.00.

The overflow delay term is computed as follows:

d'

2/ 225 (23-11)

where /V; is the number of lanes in lane group /. This is essentially
the HCM formula for the combination of overflow and random

delay. Several things have been modified for this methodology:

. The analysis period is automatically set to 15 minutes
(0.25 hour).

. Capacities q are computed per lane in this methodol-
ogy. They are multiplied by V, to provide a total lane
group capacity, as needed for the HCM equation.

. From the HCM equation, adjustment factor k is set to
0

.50, and adjustment factor / to 1.00.

Recommended progression factors (PF) are shown in
Table 23.8. These are taken from the HCM 2000 but are very
much simplified for this methodology. Instead of six arrival types
specified in the HCM, this methodology uses only three terms:

. Good pmgression: Platoons arrive within the green
phase, and the majority of vehicles move through the
green without stopping.

Table 23.8: Progression Adjustment Factors for Lane
Group Delay

Quality of
Progression

Progression Factor {PF)

Good

Random

Poor

Pretimed Signals    Actuated Signals

0
.
70

1
.
00

1
.
25

0
.
60

0
.
85

1
.
06

. Random arrivals: The signal is isolated,
 or uncoordi-

nated with adjacent signals; the proportion of arrivals
on red and green approximates the proportions of red
and green in the cycle.

. Poor progression: Platoons arrive when the signal is
red, and/or the majority of vehicles must stop before
proceeding through the intersection.

These definitions are somewhat imprecise, and they rely
on the ability of the traffic engineer to make appropriate
judgments on observing the arrival pattern or studying the
time-space diagram(s) for a future situation.

The HCM varies this factor with glC. To simplify for
this methodology, values for a glC of approximately 0.50 are
used. For actuated signals, an additional adjustment if 0.85 is
also included to roughly estimate the greater efficiency of
these in allocating green time.

Once lane-group delays have been estimated. Table 23.9 is
used to determine the level of service. A separate level of service
is assigned to each lane group in the analysis. Where there is
more than one lane group on an approach (such as in the case of
an exclusive LT lane group or exclusive RT lane group), delays
may be aggregated to obtain an average for the entire approach
and a LOS assigned to the approach. Aggregation of approaches
to determine an overall intersection delay and level of service is

Table 23.9: Levels of Service for Signalized Intersection
Lane Groups and Approaches

Level of Service Delay (s/veh)

A

B

C

D

E

F

<10

> 10-20

>20-35

>35-55

>55-80

>80

{Source: Used with permission of Transportation Research Board,
National Research Council, Highway Capacity Manual, 4th Edition,
Washington DC, 2000, Exhibit 16-2, p. 16-2.)
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not recommended because this could easily mask serious prob-
lems on a particular approach or lane group.

Equation 23-12 is used to compute an average delay for
an approach with more than one lane group.

d
.app

(23-12)

where: dapp
 = approach delay,

 s/veh

di - delay for lane group i, s/veh

v,- = demand flow for lane group i, pc/h

23.2.9 A Worksheet for Critical

Movement Analysis

Although the critical movement analysis method recom-
mended in this

'

 section is far less complex than the HCM it is
relatively detailed and includes many steps. Because of this a
worksheet is provided to help guide computations. It is shown
in Figure 23.2. Instructions for the use of this three-page
worksheet are given here:

1
. Enter all identifying information concerning the

location and time period of analysis in the top portion
of page 1.

2
. In the space provided (A), sketch a diagram of the

intersection with demand volumes shown. Indicate

(in parentheses) the percentage of heavy vehicles
and percentage of local buses in each volume
shown.

3
. In the space provided (B), sketch 3 ring diagram of the

signal timing, with complete timing details shown.

4
. In the space provided (C), enter pedestrian flows for

each crosswalk in peds/h, or generally characterize
pedestrian flows as none, low, moderate, high, or
extreme.

5
. In the space provided (C), for each approach, enter the

lane width (feet) and grade (%). Characterize parking
activity as high, medium, low, orno parking lane.

6
. Part D of the spreadsheet is on page 2 and consists

of converting demands in veh/h to pc/h expressed as
a flow rate under equivalent ideal conditions:

a
. For each approach and movement, enter the

number of passenger cars (PC), heavy vehicles
(HV), and local buses (LB). In the next line, enter 0
the equivalents for PC, HV, and LB. All PCs have

an equivalent of 1.000 already shown on the
worksheet), and all HVs have an equivalent of
2

.000 (already shown on the worksheet). The
equivalent for LBs is obtained from Table 23

.
5

.

b
. Multiply all demand volumes in veh/h by the

appropriate equivalent to determine the volume
in pc/h. From this point on, only the "Total"
column for each movement is pursued.

c
. For each movement, enter the left-turn equivalem

from Table 23.6 or the right-turn equivalent from
Table 23.7. The equivalent for through vehicles is
always 1.000. Where a compound left-tum phase
exists, use Part (E) of the worksheet to estimate

the weighted average equivalent for use.

d
. For each movement, multiply the volume in pc/h

by the appropriate equivalent to obtain the
volume in tcu/h.

e. For each movement, enter the following adjust-
ment factors: lane width (Table 23.4), grade
(Table 23.5), parking (Table 23.6), lane utilization
(Table 23.7), and the peak-hour factor (PHF).
Divide the volume in tcu/h by all of these factors
to estimate the demand flow in ideal tcu/h.

7
. In the space provided (F), sketch the intersection,

and assign lane flow rates as appropriate to each
lane shown.

8
. In the space provided (G) sketch the signal ring

diagram, assigning the appropriate critical-lane flow
rate to each cell of the diagram. Find the critical
path through the ring diagram and determine the
sum of critical-lane flows.

9
. Go to page 3 of the worksheet (H). The worksheet

allows for up to 12 lane groups (one for each move-
ment). In most cases, there will be fewer because

many movements will share lanes. Where left turns
and/or right turns share lanes with through
movements, draw an arrow in the LT and/or RT cells

pointing to the through lanes, where the appropriate
critical-lane flow rate will be shown. Where separate
LT and/or RT lanes exist

,
 show the critical flow rate

for each separately in the appropriate column.

10. Compute and enter the maximum sum of critical-
lane flow rates and the critical v/c ratio as shown (H)

11. For each lane group, compute delay (I) as shown, and

determine the level of service for each lane group

(Table 23.9). Where desired, aggregate multiple lane
groups to obtain an overall delay and LOS for the

approach.

2

r
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LOCATION:

TIME PERIOD OF ANALYSIS:
.

ANALYST:
 

Worksheet for CMA: Operations and Design Method Pgl

TO

DATE:

(A) Diagram of Site and Demand Volumes
(Show % HV and % LB)
 

(B) Ring Diagram with Signal Timing

(Q Pedestrian Hows Conflicting With:

Other Characteristics:

EBRT

NBRT

EB

WB

NB

SB

WBRT

SBRT

PkgAct U Width Grade

(D) Conversion of Volumes to Equivalent Ideal Flow Rates in tcu's/h (See Pg 2 of Worksheet)

(E) Compound Phase LT Equivalents COMPOUND PHASE LT EQUIVALENTS

r-
 (Eltpt ' Sltft) + (Eltfm * Sltfm)

ELTC = - 
Sltpt + Sltpu

EB WB NB SB

(F) Diagram with Lane Flows (G) Ring Diagram with Critical Lane Flows

San of Critical Lane Flows:

Figure 132: Worksheet for Critical Movement Analysis-Operations and Design-Page 1
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Worksheet for CM A: Operations and Design Method Pg2

EB

Item LEFT

PC

veWh

THROUGH

HV       LB    TOTAL    PC      HV       LB TOTAL

RIGHT

PC HV

equiv (Tab.23.1) 1
.
000 2.000

pc/h

Eu/EgrfTab. 23.2/3) §i||| fe:X;- - .. Uf

iHjp  1.000 1000 WWm  1.000 2.000

LB TOTAL

tcu/h

/ (Tab.23.5)
/, (Tab. 23.6)

/ti/(23.7)
PHF

WB

ideal tcu/h

veh/h

veh/h

equiv (E)

SB

ideal tcu/h

veh/h

equiv (E)

/.(Tab. ?3.4) P 'jft

PC HV LB TOTAL
21

PC HV

x :
;:X X

"'
X

X

7
'

;;;X' x

X

x;

-

A __ _ _

i x

LB TOTAL PC HV

x
":

equiv (E) 1
.
000 2.000

pc/h

RT

tcu/h

ideal tcu/h
_

NB

1
.
000 2.000

LB TOTAL

PC       HV       LB    TOTAL PC

1
.
000 2.000

HV

pc/h
RT

lcu/h
'am

5

PHF

PC HV LB TOTAL PC

mm1
.
000 2.000

mm

Mi
11

LB TOTAL PC HV LB TOTAL

1
.
000 2.000 mm,

mm

-

m
-

TOTAL HV       LB TOTALPCHV LB

1
.
000 2.000 y;/*

'

 -
'

I    1.000 2.000
pc/h X K

Elt/E RT

tcu/h

fir

4

2
.

;
i53*

ILU
3

ideal tcu/h

WW~   1.000 2.000

Xi

X
-

_

I ~ x |

i    x
 

!i_

X ,

Figure 232: (Continued) Worksheet for Critical Movement Analysis-Operations and Design-Page 2
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(I) Delay and Level of Service Computations

Worksheet for CMA: Operations and Design Method

(H) Critical Lane Computations

LANE GROUP

Critical Lane Flow, Vj

Capacity of Critical Lane, f;
v/c Ratio of Critical Lane, X

,

EBLT      EB EBRT WBLT     WB WBRT NBLT     NB NBRT

Maximum Sum of Critical Lane Flows

1 gi
cmw = 1900 iibvL_

C

/

Critical v/c Ratio:

x    \ v
"

Ac =  1=1-1
CSUM

LANE GROUP

Input Variables:
EBLT EB EBRT   WBLT     WB    WBRT   NBLT     NB     NBRT SBLT

Cycle Length, C
Effective Green, g
v/c Ratio, A

'

Number of Lanes, N

Capacity, c
Delay Computations:
Uniform Delay, rf;
Prog. Factor, Pf (Tab. 23.12)

Overflow Delay. 
Total Delay, d
Level of Service (Tab. 23.13)
Approach Delay
 

Approach LOS 
"

(Tab. 23.13)

DELAY EQUATIONS:

H'i'-il
" l-|miiKl, )* j]

rf2,
. = 225 i-l)+ ,

-l)2+ j

Pg3

SBLT      SB SBRT

SB SBRT

Figure 23.2: (Continued) Worksheet for Critical Movement Analysis-Operations and Design-Page 3
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23.2.10 Summary

The critical movement analysis (CMA) methodology recom-
mended in this section provides the same level of results as
does the HCM. Its major simplifications include (1) greatly
simplifying the determination of left- and right-turn adjust-
ments, (2) greatly simplifying the approach to analysis of
compound (protected + permitted or permitted + protected
phasing), and (3) greatly simplifying delay computations.
Another significant difference between this method and the
HCM is that many of the adjustments are applied to the vol-
ume side of the equation, not the saturation flow rate (and
therefore, capacity) side of the equation. This, however, is a
difference of form, not substance.

These simplifications will mean that the CMA
approach is less sensitive to the details of these portions of
the analysis. Many of the complex additions to the HCM
methodology have not been tested against field data, so
although additional sensitivity is provided, no clear evi-
dence indicates that the results are more accurate than a

simpler approach. It is also true that the recommended
approach here was not tested against field data either.
Often, however, analysis of signalized intersections is
done to test the impacts of various proposed schemes and
approaches. The results of interest are the changes that
occur in delay (and therefore LOS) and in v/c ratios. It is
believed that the recommended approach is sufficiently
detailed to reflect the vast majority of signal timing
designs and physical designs that might be compared
using it.

23.3 Sample Problems Using
Critical Movement Analysis

23.3.1 Sample Problem 1: A Relatively
Simple Problem

Intersection Description

Figure 23.3 shows a relatively simple intersection that will be
analyzed using the recommended CMA methodology. It is
noted that this same problem is repeated in Chapter 24, using
the HCM methodology, so that the results may be compared.
Figure 23.4 shows the worksheet with computational results
summarized.

Figure 23.3 shows the intersection of a two-way arterial
(EW) with a one-way arterial (NB). The two-way arterial has
two lanes in each direction, with a lefit-tum lane in the WB

approach. The one-way street has three lanes. There is no
parking on any of the approaches, but the EW arterial has a
bus stop serving 20 buses per hour.

The information in Figure 23.3 is more detailed than
would normally be necessary for a CMA solution. It is given
so that the more detailed analysis using the HCM methodol-
ogy (Chapter 24) can also be applied, and the results com-

pared. Key information for this solution is the % heavy
vehicles

, local bus volumes, pedestrian flows, lane widths
.

grades, and the 
"

arrival type." For this methodology,
 the

arrival type cited is equivalent to a "random" progression
quality.

The signalization is typical for a three-leg intersection
with only one opposed left turn: a leading green for the WB
approach, followed by a EW through/right turn phase,

 and a

phase for the NB approach.

Placing Input Data on Worksheet

Part (A) through (C) of page 1 of the worksheet provides
space to inscribe the input information onto the worksheet.

Note that the intersection diagram is simplified because a
more detailing drawing is available in Figure 23.

3
.

Lane Group Decisions

Before starting, it is always beneficial to establish the "lane
groups

"

 to be analyzed. In this case, identifying lane groups is
relatively easy. First, there are only three approaches. There is
no SB approach on the one-way street. All vehicles flow from
shared lanes on the WB and NB approaches, so each approach
constitutes a single lane group. Because an exclusive LT
lane exists on the EB approach, it will be treated as a separate
lane group, with through and right-turning vehicles sharing
the two lanes of the primary EB lane group. At the end of
the analysis, a weighted average of delays on the two EB
lane groups can be computed to characterize the entire
EB approach.

Entering Demand Volumes (veh/h)

Demand volumes are entered on the top line of Part (D), page 2,
of the worksheet for each movement. Note that volume is
entered separately for the three classes of vehicles for each
movement on each approach. This is done to simplify 
conversion computations that follow.

For example, the EB through movement is 1,
100 veh/h

It contains 10% heavy vehicles and 20 buses per hour. Thus.
there are 1,100 * 0.10 = 110 heavy veh/h,

 20 local buses/h
(given), and 1,100-110 - 20 = 970 pc/h.

2
'

(

f

c

t

i

t

c
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PHF = 0.92

10% trucks (all movements)
Non-CBD location

100 peds/h in each xwalk
xwalks = 8 ft (2 ft set-back

from curb line)
Arrival Type 3 (all lane groups)
No pedestrian signals

5@llft

Level Grade

t
120

950

200

-> 1100

Level Grade

\ \ \ W

2 @ 12 ft

7 ft

2 @ 12 ft

1000

Bus Stop
20 buses/h

i i

I I

+3% Grade

1 I
I I
I i

< 

3 @ 13 ft

Phasing Diagram

50- I 150

N

i

Al: G = 10s

y=2s, ar=2s

J
.

A2: 0=22 s

y=2s
,

ar=2s

* A *

i t I
B: G = 16sY . Y
y=2s

,
ar=2s

Figure 23.3: Intersection for Sample Problem 1

Conversions to Equivalent Passenger Cars (pc/h)

Equivalents are entered into the next line of Part {D). Passenger
cars always have an equivalent of 1.000, heavy vehicles always
have an equivalent of 2.000. The local bus equivalents are found
in Table 23

.
1
. The 20 buses/h in the EB direction operate in a

two-lane group, with a lane group volume of 1,100 veh/h. The
20 buses represent (20/1,100) x 100 = 1.82% of the lane-group
demand

. The buses stop in a travel lane. From Table 23.1, this is
an equivalent of 3.

1
. The equivalent for WB local buses is found

in a similar way from Table 23.
1

. Each equivalent is multiplied
by the volume to obtain the passenger-car equivalents for each
movement

,
 which are then totaled. The results are entered

into the third line (for each approach) of Part (D) of the work-
sheet

. At this point, for each movement, only the total columns
are used

.

Conversions to Through-Car Equivalents (tcu/h)

Left-turn equivalents (Table 23.2) and right-turn equiva-
lents (Table 23.3) are now entered. There are two left turns

.

The EB left turn is fully protected and has an equivalent of
1

.05. The NB left turn is a special case. Because it is made
from a one-way street, it is, by definition, unopposed. It is
not "protected

"

 in the sense that it has no separate phase.
Moreover, left-tumers must immediately go through a
pedestrian crosswalk, just like right-turning vehicles. In this
case, it is appropriate to treat it as another right turn, taking
the equivalent from Table 23.3. All crosswalks have a
pedestrian volume of 100 peds/h. No interpolation is
permitted in this table, so the value for 50 peds/h is used
(closest tabulated volume): The equivalent for all right
turns, therefore, is 1.21.

J
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LOCATION:     SAMPLE PROBLEM 1

TIME PERIOD OF ANALYSIS: 8:00 AM     TO !fc00 AM

ANALYST: RogerP.Roess
 

Worksheet for CMA: Operations and Design Method Pgl

DATE: September 22,2008

/
_

200

1100

120

950
-4-

1000

50 150

l0%HV(allmvts)
EB: 20 LB/h

WB:20LB/h

Phase A1:

G = 10s

y = 2s;ai = 2s 

Phase Ai

G = 22a

y = 2s;ar = 2s

Phase B:

G = 16s

y = 2s;ar = 2s

(A) Diagram of She and Demand Volumes
(Sliow%HVaiid%LB)
 

(B) Ring Diagram with Signal Timing

(C) Pedestrian Flows Conflicting With:

Other Characteristics:

EBRT

NBRT

EB

WB

NB

SB

NoEBRT

IQQpeds/h

WBRT

SBRT
100 peds/h
NoSBRT

PkgAct Ln Width Grade
MODS       H ft Level
None 12 ft Level

None      13 ft 3%

X

(D) Conversion of Volumes to Equivalent Ideal Flow Rales in Icu's/h (See Pi; 2 of Worksheet)

(E) Compound Phase Compulations COMPOUND PHASE LT EQUIVALENTS

/
.

rc=
%u?i+ Sltpm

EB WB NB SB

(F) Dtaffam with Lane Flows

183

529

712-

259

737

737

79 458  538     302 236

(G) Ring Diagram with Critical Lane Flows

Phase At

G = 10s

y = 2s;ar = 2s

Phase Ai

G = 22a

y = 2s;ar = 2s

Phase B:

G = 16s

y = 2s;af = 2s

259

712

737

538

712 + 259 = 971

538

Sum of Critical Lane Flows:    971+538 = 1509 tcu/h

Figure 23.4: CMA Worksheet for Sample Problem 1-Page 1
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Worksheet for CMA: Operations and Design Method Pg2
RIGHTItem LEFT THROUGH

PC HV LB TOTAL PC HV LB TOTAL PC HV LB TOTALEB

N/Am 1100 N/A N/A N/Aveh/h 20 0 200 970 110 20

1
.000     2.000     N/A 1-000     2.000     3.100   Ull  1.000equiv (Tab.23.1) 2

.
000

180 40 0gcA) 220 970 220 62 1252

mmEL7/ERX{Tab. 23.2/3 1
.
00

tcu/h 1252

sea1 0.97f
, (Tab. 23.4) 0

.
97

/. (Tab. 23.5) 1.
001

.00 mm

mmwmmmmp (Tab. 23.6) 1.
00

IKiltllitiiii1.001
3:1PHF

ideal tcu/h

HV       LB TOTALVVB PC LB TOTAL PC HV LB TOTALHV PC

20veh/h N/A     N/A     N/A N/A 835 95 950 108 12 N/A 120

1
.
000 2

.
000 2

.
000

i

equiv (E)
pc/h

as
tcu/h

fp
/LI/

ideal tcu/h

PC HV LBNB

jliiig   1.000     2.000     3.100   lliii 1.0(X)
835 190 62 1087 108 24 0 132

lliiilliiiil
 . 

BBS
TOTAL PC HV LB TOTAL

100045 135 15 0 1505 0 50 900 100 0veh/h

1
.
000 2

.
000 N/A 1

.
000 2

.
000 N/Aequiv (E) 2

.
000

45 1100 165pc/h 10 55 900 200 0 30 0135

1
.
00 1

.211.21

110067 200tcu/h

1
.
031

.
03 1

.03
IS! f - - 0.9850

.
9850.9851

Mr 1.001.
001

.
00

'

J;
9-

»
.
<»««0.908ILU 0

.
9O8

0.92 9.92 0
.92PHF

521 236ideal tcu/h 79 1298 IS
PC HV LB TOTALSB HV LB TOTAL PC HV LB TOTAL PC

N/A N/A N/A N/A N/A N/A N/A N/A N/A N/AN/A N/Aveh/h

1
.
000 2.000illii 1.000 2.0001

.
000 2.000equiv (El

pc/h X X

RT
.
  

patcu/h 4;

1

PHF
ideal tcu/h

Figure 23.4: (Continued) CMA Worksheet for Sample Problem 1-Page 2
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(H) Critical Lane Computations

LANE GROUP

Critical Lane Flow, v,-

Capacify of Critical Lane, Cj
v/c Ratio of Critical Lane, Xj

Worksheet for CMA: Operations and Design Method Pg3

EBLT      EB     EBRT I WBLT     WB    WBRT [ NBLT     NB     NBRT I SBLT     SB SBRT
259 737

317 1140

0.817 . 0.647

712 <-

697

1
.
022

538 <-

507

1.061

N/A

Maximum Sum of Critical Lane Flows:

CSUM = 1900
I Si

c
\

1520 tcu/h

Critical v/c Ratio:

Xc= 1 = 1-11 0
.993

(I) Delay and Level of Service Computations

LANE GROUP

Input Variables:
Cycle Length, C
Effective Green, g
v/c Ratio, X

Number of Lanes, jV

Capacity, c
Delay Computations*.
Uniform Delay,

Prog. Factor, Pf (Tab. 23.12)

Overflow.Delay,
Total Delay, <i
Level of Service (Tab. 23.13)
Approach Delay
Approach LOS (Tab. 23.13)

EBLT     EB EBRT

60

10

0.817

1

317

24.1

LOO

20J

449

D

60

36
0

.
647

2

1140

7.8

1
.
00

1.40

93

A

410

D

WBLT     WB WBRT

60

22

1.022

2

697

19.0

1
.00

29.8

48.8

D

NBLT NB NBRT

60

16

L061

3

507

22.0

LOO

455

StS

E

SBLT SB SBRT

DELAY EQUATIONS:

'

 l-jmmd )*

Figure 23.4: (Continued) CMA Worksheet for Sample Problem 1-Page 3
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Conversions to Through-Car Equivalents Under
Ideal Conditions (tcu/h)

fhe next several entries involve the PHF and adjustments
for nonideal conditions in the following categories: lane
vidth (Table 23.4), grade (Table 23.5), parking conditions

(Table 23.6), and lane utilization (Table 23.7). All lane groups
have no parking {fp = 1.00). The EB approach has a lane
width of 11 feet {fw = 0.97), the WB approach has 12-foot
lanes {fw = 1.00), and the NB approach has 13-foot lanes

 = i .03). The EBLT lane group has one lane ifLU = 1.00),
the EB TH and WB lane groups have two lanes each {fLU =

0
.
952), and the NB lane group has three lanes {fLU = 0.908).

The through-car equivalent volumes for each move-
ment are now divided by the PHF and all adjustment
factors, resulting in the final determination of demand flow
rates in tcu/h under equivalent ideal conditions, for each

movement.

Assigning tcu/h to Specific Lanes

Converted volumes must now be assigned to specific lanes
and lane groups as follows:

. EB: The EBLT lane group handles all of the 259
left-turning tcu/h. The two through lanes of the EB
approach handle 1474 tcu/h divided equally-737
tcu/h each.

. WB: The WB approach carries 183 tcu/h (right turn)
and 1,241 tcu/h (through), for a total of 1424 tcu/h.
Assuming this is uniformly split between the two
lanes of the lane group, 712 tcu/h use each lane. In the
left-most lane, this is 712 tcu/h of through vehicles
only. The right-most lane carries all 183 right-turning
tcu/h and the remaining 1,241 - 712 = 529 tcu/h
through vehicles.

. NB: All NB flows operate from a single lane group.

The lane group has a total flow rate of 79 + 1,298 +
236 = 1,613 tcu/h: This does not evenly divide into
the three lanes available. One lane will carry
538 tcu/h; the other two will carry 537 tcu/h.
The center lane can carry only through vehicles and
is assigned 538 tcu/h. The right lane must accom-
modate all right-turning vehicles (236 tcu/h) and
537 - 236 = 302 through tcu/h. The left lane
handles all 79 tcu/h of left-turning vehicles and
535 -19 = 458 tvu/h.

he lane assignments are shown in the diagram in Part (F) of
Page I of the worksheet.

Determining Critical-Lane Flows and the Sum
of Critical-Lane Flows

The highest single-lane flow moving in each signal phase is
identified in bold typeface in Part (F) of the worksheet.

 These

are then entered into the ring diagram. The highest sum of
critical-lane flows passes through Phases Al, A2, and B

on Ring 1 of the diagram. The sum of critical-lane flows is
1
,
509 tcu/h as shown.

Capacity and v/c Ratios

Part (H) on page 3 of the worksheet summarizes computa-
tions of capacity and v/c ratio for each lane group.

 The

demand flow on each lane group is transferred from page 2
of the worksheet There are four lane groups: EBLT, EB,

WB, and NB. The capacity of each is computed using
Equation 23-5. It will be assumed that actual green times are
equal to effective green times. The EBLT phase is 10
seconds, the WB phase is 22 seconds, and the NB phase is
16 seconds. If must be remembered that the EB through
movement is permitted during the EBLT phase,

 the WB

phase, and the 4 seconds of yellow plus all red between
them: 10 + 22 + 4 = 36 seconds. The cycle length is 60
seconds. Capacities are then computed as:

c = 1900 (%)

ceblt= 1900 ( o) = 317tcu/h/ln

cEB = 1900(36/60) = 1,140 tcu/h/ln

Cwb = 1900(22/60) = 697 tcu/h/ln

cNB = 1900 {16/6o) = 506 tcu/h

The critical vie ratio for the intersection is computed
using Equation 23-6:

csuu = 1900

- 1,520 tcu/h

1900
/10 i- 22 1 16

60 )

With both demand flows and capacities now expressed
in tcu/h for critical lanes, v/c ratios can be directly computed:

259/317 = 0.817Xeblt

737/ll40 = 0.647

712/697 = 1.
022

0
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1

Xnb = 538/507 = 1 061

259 + 712 + 538 
n

x'' io
 =0"3

These results are significant. Of the critical lanes, two
operate at v/c ratios in excess of 1.00, signifying that demand
exceeds the available capacity (WB, NB). The critical v/c
ratio, however, is under 1.00 (though barely so), indicating that
a reallocation of green time might provide a workable signal
timing (i.e., without lengthening the cycle length, providing a
more efficient phase plan, or adding lanes to a lane group or
lane groups). This situation is addressed subsequently.

Delay and Level of Service

Average delays per vehicle can now be computed using
Equations 23-9, 23-10, and 23-11. Because the stated arrival
pattern is random, the progression adjustment factor for all
lane groups is 1.00. Total delays per vehicle are computed as:

d = diPF + d2

The first term, di, is uniform delay, and is computed
using Equation 23-12:

120J5C[l-{S/C
' l-min[(\,X)]*(S/c)

0
.50 * 60* (l-10/60)2

=

1-(0.817* 10/60)
0

.50 * 60* (l-36/60)2
 =    1 "(0.647 * 36/60)

0
.50 * 60* (1-22/6Q)2

0
.50*60* (i-ie/ )2

l-{l*16/60)

24.1 s/veh

7
.
8 s/veh

19.0 s/veh

22.0 s/veh

The second term, 's overflow delay, and is computed
using Equation 23-11:

rf2 = 225[(X-l)+ (X-l)2o+( )J

diEBLT = 225 [(0.816-1) + (0.816- l)2 + ( j]
20.3 s/veh

[(0.647-D + iJ2£B = 225|(0.647-l) + A/(0.647-l)2 + (-~) j
1

.
4 s/veh

£/2W» = 225 [(1.022-1) + A/(1.022-1) + f16*1022

V 697m]
29.8 s/veh

.[(1.061-1)+ (B = 225|(1.061-l)+y(1.061-l)2 +
/16 * 1.061 \ 1

37*3 yjV 507
. = 45.9 s/veh

Total delays for each lane group are:

 .
.

   dEBLT = 24.1 (1) + 20.3 = 44.4 s/veh

£8 = 7.8(1) + 1.4 = 9.3 s/veh

dWB= 19.0(1) + 29.8 = 48.8 s/veh

.   dNB = 22.0(1) + 45.9 = 67.9 s/veh

From the criteria of Table 23.13
,
 the levels of service

are BBLT (LOS D), EB (LOS A), WB (LOS D), NB (LOS E).

Analysis of Results

Any analysis must consider both the LOS designation and
the v/c ratios. Interestingly, none of the lane groups have a
LOS of F, even though two of them have a v/c ratio in
excess of 1.00. This is because of the 15-minute analysis
period and the assumption of no preexisting unserved queue
at the beginning of the analysis period.

 If a v/c ratio of
greater than 1.00 persists for more than 15 minutes, the
delay will quickly increase to values that would be classi-

fied as LOS F.

The critical v/c ratio is less than 1
.00, suggesting that

green time could be reallocated within the existing cycle
length to achieve better results. The critical v/c ratio,

 however,

is 0.993, meaning that such a signal retiming would still
consume 99.3% of the available capacity.

 This is obviously
higher than one would like.
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Table 23.10: Comparison of CMA and HCM Analysis:
Results for Sample Problem 1

Lane

Group

v/c Ratios Delays (s/veh)

CMA HCM CMA HCM

EBLT

EB
WB

NB

0
.
817

0
.
647

1
.
022

1
.
061

0
.
819

0
.
653

1
.
030

1
.
059

44.9

9
.
3

48.8

67.9

47.9

9
.
7

53.8

64.8

Comparing to the HCM Model

As we noted previously, this sample problem is re-solved in
Chapter 24 using the more complex HCM model. The result-
ing v/c ratios and delays are compared in Table 23.10.

In this case, both the v/c ratios and delays are

quite comparable. In general, the CMA results show some-
what less delay than the HCM methodology. The differ-
ences are small, however, and none of the levels of service
would have been different from those assigned as a result
of CMA.

i Improving the Signalization

Because the critical v/c ratio is less than 1.00, it is possible to
reduce all of the v/c ratios to less than 1.00 by simply reallo-

cating the green time. Using the approach of Chapter 21,
effective green time would be reallocated in the ratio of criti-
cal-lane flow rates for each phase. The critical-lane flow rates
estimated in this problem are as follows; Phase Al: 259 tcu/h,
Phase A2: 712 tcu/h, and Phase B: 538 tcu/h. The signal has
a 60-second cycle length, and it will be assumed that the
seconds of "yellow

" and "all red" intervals remains

unchanged. It is also assumed (as was done in the analysis)
that effective green equals actual green.
Then: .

i

8tot 60 - 12 = 48s

gAI = 48 *(259/15()9) = 8-2s
gA2 = 48 *(712/1509)= 22.7s.

gB = 48*{5%09) = 17.1s

As might be expected, the retiming reduces the green time for
Phase Al slightly while increasing it in Phases A2 and B.

Althougji this will produce an acceptable signal timing,
 it is

barely so because the critical v/c ratio was 0.993, with virtually
"o unused green time.

It might be wise to consider an increase in the cycle
length, as well as a reallocation of green time. A cycle
length of 90 seconds would lead to the following signal
timing:

Stot = 90 - 12 = 78s

g/11 = 78 *(259/1509) = 13.4s
gA2 = 78*(7,2/I509) = 36

.
8s

ge = 78 * (538/I509) = 27.8s

The full worksheets are not shown here to conserve

space, but Table 23.11 shows the resulting v/c ratios and
delays for each lane group under these two signal timing
options.

The two reallocations result in v/c ratios that are all

below 1.00; that is, no lane group "fails," leading to unserved
queues at the end of the 15-minute analysis period. With a
60-second cycle length, the delay for the EBLT lane group
reaches more than 80 s/veh, or LOS F. High delays are
always expected for short exclusive LT phases because
stopped vehicles must wait a significant time to reacquire the
green. Delays in the WB and NB lane groups is significantly
reduced, even at a cycle length of 60 seconds because they no
longer "fail."

The results improve for a 90-second cycle length. Delay
to the EBLT lane group is reduced, and the LOS is improved
to E. Delay in the WB and NB lane groups is further reduced,

primarily because fewer isolated cycle failures are expected
with the longer cycle length. This would probably be the rec-
ommended timing, assuming there are no system constraints
on selecting a cycle length.

Table 23.11: Delay, v/c Ratio, and Delay Results from
Reallocation of Green

Item

Lane Group

EBLT EB WB NB

Cycle Length - 60s
v/c

d (s/veh)

LOS

0
.
977 0

.
667 O

.
990 0

.
994

88.50 10.40 43.00 50.70

F B D D

Cycle Length = 90$
v/c

d (s/veh)

LOS

0
.
916 0

.
644 0

.
916 0

.
917

78.1 13.2 36.5 44.3

E B D D
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23.3.2 Sample Problem 2: Example with
Compound Phasing

Intersection Description

Figure 23.5 is the worksheet for Sample Problem 2. A full
description of the intersection and signal timing are found in
sections (A), (B), and (C) of page 1. The intersection consists
of two four-lane arterials, with left-turn lanes for the EB and

WB approaches. The signalization includes a protected +
permitted phase for the EB and WB left turns. The intersec-
tion may be considered to be isolated; that is, vehicles arrive
randomly on all approaches.

Conversion of Volumes to pc/h

Page 2 of the worksheet shows all volume conversion compu-
tations. Each movement volume contains 10% heavy vehicles
and no local buses. The volumes are segregated for conver-
sion, with results rounded to the nearest whole vehicle. There

are no equivalents to "look up" because all passenger cars
have an equivalent of 1.00 and all heavy vehicles have an
equivalent of 2.0.

Conversion of Volumes to tcu/h

In this step, left-tum and right-turn volumes are converted to
through-car units. Through cars have an equivalent of 1.00.
Right-turn equivalents are selected from Table 23.3 for
50 peds/h in each crosswalk. This equivalent is 1.21 and
applies to all right turns on all approaches.

Left-tum equivalents are found in Table 23.3:

. NB left turns are permitted, and face an opposing
flow of 650 veh/h in two lanes. Interpolating, the
equivalent for NB left turns is 5.75.

. SB left turns are permitted, and face an opposing flow
of 500 veh/h in two lanes. Interpolating, the equiva-
lent for SB left turns is 4.0.

. The EB left turns have a protected + permitted com-
pound phase. The equivalent is estimated as the
weighted average of the equivalents for protected LTs
and pennitted LTs. The weighting is proportional to
the effective green time in the protected and permit-
ted portions of the phase. In the signalization shown,
the protected portion has 8 seconds of green and
2 seconds of yellow (which counts as effective green),
or 10 seconds. The permitted portion of the phase is
40 seconds. Protected LTs have an equivalent of 1.05.

The EB left turn faces an opposing flow of 700 veh/h
in two lanes. From Table 23.6

, this equivalent is 6
.
5

Then:

ELTEB

(10 *1.05) + (40*6.5)

(10 + 40)
5

.41

The WB left turns share the same compound phase

as EB left turns. The equivalent for the protected
portion of the phase is again 1.05. The WB left turns
face an opposing flow of 800 veh/h in two lanes

.

From Table 23.8
, the equivalent for this LT is 8

.
0

.

Then:

ELTWB

(10* 1.05) + (40 * 8.0)
(10 + 40)

6
.
41

These equivalents are used to convert volumes in pc/h to tcu/h
on the second page of the worksheet in Figure 23.

5
.
 

.

Converting Volumes in tcu/h to tcu/h
Under Equivalent Ideal Conditions

The final step in converting demand volumes involves adjust
ments for the PHF and for lane width

, grade, parking condi-
tions, and lane utilization. None of the lane groups have
parking, and all are on level grades. Thus the adjustment fac-
tors for these two conditions are both 1.00

. Lane width adjust-
ment factors are found in Table 23

.
4

.
 All EB and WB lane

groups have 12-foot lanes, and the adjustment factor for these
is 1.00. The NB and SB lane groups, however, have 11-foot
lanes, and an adjustment factor of 0.97 must be applied. The
lane-utilization factor is found in Table 23

.
7

.
 The EB and WB

left-turn lane groups have one lane, for which the adjustmeni
factor is 1.00. All other lane groups have two lanes,

 and the

adjustment factor for these is 0.952.
 The PHF for all lane

groups is given as 0.96.

Assigning Demand Flows to Lanes
and Determining Critical Lanes

In section (F) on page 1 of the worksheet (Figure 23.5), lane
volumes are assigned to individual lanes. The highest lane
volumes for each signal phase are identified in bold type
Determining the critical-lane flows, however, requires that the
EB and WB left-tum demands be split between the protected
and pennitted portions of the compound phase (in proportion
to the length of the portions of the phase).

 Because the com-

pound LT phase has 10 seconds of protected green (which
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%1

I

Worksheet for CMA: Operations and Design Method Pg2

LEFT THROUGHItem RIGHT

HV      LB TOTAL PC HV       LB TOTALPC PC HV       LB TOTALEB

6 0 110 760 40 800 95104 0 5 0veh/h 100

imiy i.ooo 2.000mmm 1.000 2.000equiv (Tab.23.1) 1
.
000 2.000

104 12 0 116 760 80 95 10pc/h 0 0840 105

1
.
21

628 I S M w
.

wsmlcu/h 127£1

/?. (Tab. 23.4)

f (Tab. 23.5) I i
-/, (Tab. 23.6)

5;
0

.952 iM 0
.
952

* . 0
.
96

-

ideal tcu/h 139

HV       LB TOTALPC       HV      LB TOTAL PC HV       LB TOTAL PCWB

665 35100 0veh/h 95 5 0 700 6114 0 120

mm- i-ooo 2-000 wsm 1-000 2.000equiv (E) 1
.
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6
.
61 I 1

.
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i
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.
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.
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'

   (H) Critical Lane Computations

LANE GROUP

Critical Lane Flow, v,-

Capacity of Critical Lane, c,-
v/c Ratio of Critical Lane, Xj

Worksheet for CMA: Operations and Design Method Pg3

EBLT EB EBRT WBLT

694

1055

0
.
62

529

844

0
.

627

723

1055

0
.
685

WB

482

844

0
.
571

WBRT NBLT NB

414

676

0
.
612

NBRT SBLT

Maximum Sum of Critical Lane Flows:

C5,;W=1900
I ft

c

\

1731 tcu/h
/

Critical v/c Ratio:

v      1 V°
CSUM

0
.
67

(I) Delay and Level of Service Computations

LANE GROUP EBLT EB

Input Variables:
Cycle Length, C
Effective Green, g
v/c Ratio, X

Number of Lanes, N

Capacity, c
Delay Computations:
Uniform Delay, d, .

Prog. Factor,    (Tab. 23.12)

Overflow Delay, 
Total Delay,

 d

Level of Service (Tab. 23.13)
Approach Delay
Approach LOS (Tab. 23.13)

90

50

0
.
62

1

1055

13.6

1

3
.
1

16.7

B

90

40
0

.
627

2

844

19.3

1

2

21,3

C

18.7

B

EBRT WBLT

90

50

0
.
685

1

1055

14.4

.
 1

4
.
1

18.5

B

WB

90

40
0
.
571

2

844

18.6

: 1

1
.
6

20.2

C

19.1

B

WBRT NBLT NB

90

32

0
.
612

2

676

23.9

1

2
.
4

26.2

C

NBRT SBLT

DELAY EQUATIONS:

Q5C 1 -[-Ml
i

 = 225 -1) ,-1)2+

Figure 23.5: {Continued} Sample Problem 2-Page3
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i

includes the yellow), and 40 seconds of permitted green, the
EB and WB left-tum flows are allocated as follows:

V£ 7-prol
- 654 *(10/5o) = 131tcu/h

VEBLTperm
 = 654 - 131 = 523 tCll/h

vWBLTproi = 723 *(lo/5o) = 145tcu/h
vSBLTp,erm

723 - 145 = 578

In part (G) of the worksheet, these and all other demand
flows are assigned to the appropriate portion of the signal ring
diagram. Note that in Phase A2, there are four lane flows
moving: the portion of the EB and WB left turns in the
permitted phase, and the lane flows on the through and right-
turn lane groups. The selection of critical-lane flows is shown
on the worksheet. Of particular note is that the critical-lane
flow rate for Phase A2 is in the WB left-tum lane, which is

-generally not a desirable condition.

Delay and Level of Service

Section (I) of the worksheet (page 3) shows the results
of delay computations. These computations use Equations
23-9, 23-10, and 23-11. The intersection is isolated, so the

progression factor, PF, is 1.00. The resulting levels of serv-
ice are B for the left-turn lane groups and C for all other lane
groups. It is noted that the EB and WB through-lane groups
have delays that are just above the maximum boundary for
LOS B. When the EB and WB lane groups are averaged, the
aggregate EB and WB delays yield LOS B for the
approaches.

In general, this intersection is operating well within
acceptable limits. Most of the lane-group vie ratios are relatively
low. A shorter cycle length might be possible and might yield
lower delays. The EB and WB protected LT phase might be pro-
portionally increased by several seconds to eliminate the critical
nature of the WB LT flow in the permitted portion of the phase.

23.4 Closing Comments

Critical-lane analysis has been used to evaluate the performance
of signalized intersections for many years, and it has been the
basis for signal timing for even more.

In this chapter, a very basic "back of the envelope" plan-
ning approach has been presented and was taken directly from

TRB Circular 212, published in 1980. The planning approach is
valid only for the most general of estimates and should not be

used where a more detailed analysis of conditions is needed
.

The planning approach might be used, for example, to generally
evaluate the basic viability of a future intersection configuration
and signal timing. No decision on any specific design or signal
timing would ever be made using the planning approach.

The operational analysis and design approach to critical
movement analysis presented in this chapter is an updated
model, taking into account some of the latest developments in
signal timing methodologies and in the HCM methodology for
analysis of signalized intersections. Although it is not a "back
of the envelope"

 process, it can be done by hand in a reasonable
amount of time. It is sensitive to many of the important factors
affecting the operation of signalized intersections but is not as
detailed as the HCM methodology, described in Chapter 24.

It does yield delay estimates and can provide detailed insight
into how key features of the intersection and signal timing
affect overall performance.

References

1
. Highway Capacity Manual, Transportation Research

Board, Washington DC,
 2000.

2
, Highway Capacity Manual, Special Report 87,

 Trans-

portation Research Board, Washington DC, 1965.
3

. Highway Capacity Manual, Special Report 209,
 Trans-

portation Research Board, Washington DC, 1985.
4

. Interim Materials on Highway Capacity,
 Circular 212,

Transportation Research Board, Washington DC, 1980.
5

. CapeUe, D.G., and Pinell, C, "Capacity Study of
Signalized Diamond Interchanges,

" Highway Research
Bulletin 291

, Transportation Research Board, Washington
DC

,
 1961.

6. Messer, C.J., and Fambro, D.B.
,
 "A New Critical Lane

Analysis for Intersection Design,

" 56th Annual Meet-

ing of the Transportation Research Board,
 Washington

DC, January 1977.

7
. Akcelik, R., "SIDRA for the Highway Capacity

Manual
, Compendium of Papers, 60th Annual Meeting

of the Institute of Transportation Engineers,
 Washington

DC, 1990.

8
. Reilly, W., et al., 

"Signalized Intersection Capacity
Study," Final Report, NCHRP Project 3-28(2), JHK &
Associates

,
 Tucson AZ, 1982.

Pf

P

2-



PROBLEMS 571

problems
1
j 23-1. The intersection shown here is to be analyzed using CMA.

The following information in available for this intersec-
tion: (a) PHF = 0.90. Ob) Progression quality = Good
(EB), Poor (WB), and Random (MB), (c) 5% HV in all
movements, no local buses, (d) no pedestrians present
(overpasses are provided). For the intersection as shown:

(a) Analyze the intersection using the CMA Planning
Approach.

(b) Using the Operations and Design Approach, deter-
mine the existing vie ratio, delay, and level of serv-
ice for each lane group in the intersection.

(c) Aggregate the lane group delays for each approach
and determine the existing level of service for each.

(d) Evaluate how well the intersection is operating,
based on these results. If necessary, suggest

changes in the physical design or signal timing
that will result in better operations. It is not neces-
sary to reanalyze the modified intersection to
demonstrate the effectiveness of the recommended

improvements.

(e) Comment on the differences between the results of

the Planning Approach and the Operations and
Design Approach.

23-2. Analyze the intersection shown using the CMA Opera-
tions and Design Approach to determine the v/c ratio

,

delay, and LOS for each lane group and each approach.

Assess the operation and recommend changes to the
physical design or signalization that you think are
needed to obtain acceptable operations. Use CMA to
assess the effectiveness of your recommended
improvements.

500

N
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-510

45

   22ft1

30pkg
moves/h
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f
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Phase Al

26 ft
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CHAPTER

Analysis of Signalized
Intersections

24.1 Introduction

The signalized intersection is the most complex location in
any traffic system. In Chapter 20, we presented some simple
models of critical operational characteristics. In Chapter 21,
these were applied to create a simple signal-timing method-
ology. The signal-timing methodology, however, involved a
number of simplifying assumptions, among which was a
default value for saturation flow rate that reflected "typical'

"

conditions. A complete analysis of any signalized intersec-
tion requires use of a more complex model that addresses all
of the many variables affecting intersection operations as,
well as some of the more intricate interactions among
component flows.

The most frequently used model for analysis of
signalized intersections in the United States is the
model contained in the Highway Capacity Manual (HCM)
U). This model first appeared in the 1985 edition of the
HCM and has been revised and updated in subsequent
editions (1994, 1997, 2000, and 2010 forthcoming at
this writing). The model has become increasingly complex,
involving several iterative elements. It has become difficult,
if not impossible, to do complete solutions using this
model by hand. Its implementation, therefore, has been
primarily through computer software that replicates the
model.

The forthcoming 2010 edition of the HCM will contain
three significant changes from previous editions:

1
. The model has been set up to handle actuated signal

analysis directly; previous editions handled actuated
signals by requiring users to enter average signal
parameters, such as cycle length and green splits, with
analysis proceeding as if a pretimed signal was present.

2
. The estimation of delay is now partially modelled

using Incremental Queue Analysis (IQA). IQA allows
a more detailed analysis of arriving and departing
vehicle distributions.

3
. The definition of lane groups has been altered. In gen-

eral, this will lead to more lane groups being identified
and separately analyzed as part of the methodology.

This text focuses on the analysis of pretimed signals
because it is more straightforward to present basic modeling
theory for these. The approach to actuated signals is quite
complex and will require software for implementation. This
text provides a general overview of what the actuated signal
analysis methodology entails.

Other models are in use elsewhere. SIDRA [2,3] is a
model and associated computer package developed for use in
Australia by the Australian Road Research Board (ARRB).
Some of its elements, particularly in delay estimation,

 have

been adapted and applied in the HCM. A Canadian model
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also exists [4] and is the official model used throughout
Canada. All of these models are "deterministic" analytic
models. In deterministic models, the same input data
produces the same result each time the model is applied.

A number of simulation models may also be used to
analyze individual intersections, as well as networks. Some of
the most frequently used are SimTraffic, VISSIM, AIMSUM,
and CORSIM. Simulation often introduces stochastic elements.

This means that the same input parameters do not lead to the
same results each time the simulation is run. Because of this

characteristic, most stochastic simulation models are run

multiple times with a given set of input data, and average
results of those runs are used in evaluating the intersection.

This chapter describes the overall concepts and some of
the details of the HCM methodology. Some of the complexi-
ties are noted without going into full detail, and you are
encouraged to consult the HCM directly for additional
information on such subjects. This chapter is based on the
latest research that is shaping the methodology for the 2010
edition of the HCM. At this writing, however, the final
version of this methodology is not yet approved. You should
consult HCM 2010 directly when it is published to ensure that
you are using the latest version of this methodology.

24.2 Conceptual Framework for the
HCM 2010 Methodology

Five fundamental concepts are used in the HCM 2010
signalized intersection analysis methodology that should be
understood before considering any of the details of the model:

The critical-lane group concept

The v/s ratio as a measure of demand

. Capacity and saturation flow rate concepts

. Level-of-service (LOS) criteria and concepts

. Effective green time and lost-time concepts

Some of these are similar to what we have been discussing in
other chapters; they are repeated here for reinforcement and
because of their central importance in understanding the
HCM model.

24.2.1  The Critical-Lane Group Concept

The signal-timing methodology of Chapter 21 relied on
critical lanes and critical-lane volumes. In doing so,

 however,

it was generally assumed that movements sharing a set of
lanes on an approach would evenly divide among the
available lanes, at least in terms of "through vehicle units"
(tvu's). In the HCM model, the total demand in a set of lanes
is used. Instead of identifying a set of "critical lanes,

" a set of
"critical-lane groups

" is identified.

Critical-lane analysis compares actual demand flows
in a single lane with the saturation flow rate and capacity of
that lane. Critical-lane growp analysis compares actual flow
with the saturation flow rate and capacity of a group of
lanes operating in equilibrium. Figure 24.1 illustrates the
difference.

Where several lanes operate in equilibrium (i.e.,
 where

there are no lane-use restrictions impeding driver selection of
lanes), the lane group is treated as a single entity.

Not all methodologies do this. Both the Australian and
Canadian models focus on individual lanes, taking into
account unequal use of lanes. The HCM also accounts for
unequal use of lanes through a process of adjustments to satu-
ration flow rates.

2

V c

v i c

Figure 24.1: The Lane Group Concept Illustrated
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 ;

24.2.2 The Ws Ratio as a Measure
of Demand

In Chapter 21, a signal timing methodology was based
on conversion of demand volumes to "through-vehicle equiv-
alents.

" This allowed volumes with markedly different

percentages of right- and left-turning vehicles to be directly
compared in the determination Of "critical lanes." It was

assumed that all other conditions that might affect the equiva-
lency of volumes (heavy vehicles, grades, parking conditions,
etc.) were "typical."

In the HCM model, demand flow rates are not converted.

They are stated as 
"veh/h"

 under prevailing conditions. Without
conversion to some common base, therefore, flow rates cannot

be compared directly with critical lanes or lane groups.
The HCM model includes adjustments for a wide

variety of prevailing conditions, including the presence of
left- and right-turning vehicles. All adjustments, however, are
applied to the saturation flow rate, not to demand volumes. As
H result, the methodology yields saturation flow rates and
capacities that are defined in terms of prevailing conditions.

\ These are then compared with demand volumes that reflect
(he same prevailing conditions.

| To obtain a single parameter that will allow the intensity
of demand in each lane group to be compared directly, the
demand flow rate, v is divided by the saturation flow rate, s,
to form the "flow ratio," v/s because the prevailing conditions
in each lane group are reflected in both the flow rate and
the saturation flow rate values, this dimensionless number

may be used to represent the magnitude of the demand in each
lane group.

24.2.3 Capacity and Saturation Flow Rate
Concepts

The HCM model does not produce a value for the capacity of
the intersection. Rather

, each lane group is considered sepa-
rately, and a capacity for each is estimated.

Why not simply add all of the lane group capacities to
j find the capacity of the intersection as a whole? Doing so

would ignore the fact that traffic demand does not reach its
peak on all approaches at the same time. Unless the demand
flit on each of the lane groups matched the split of capaci-
ties

, it would be impossible to successfully accommodate a
total demand equal to a capacity so defined. Further, signal
'iroings may change during various periods of the day, yield-
lng significantly different capacities on individual lane groups

d
, indeed, different sums. In effect, the "capacity" of the

mtersection as a whole is not a useful or relevant concept.

The intent of signalization is to allocate sufficient time to
various lane groups and movements to accommodate demand.

Capacity is provided to specific movemenrs to accommodate
movement demands.

The concept of intersection capacity should not be
confused with the "sum of critical-lane volumes" introduced

in Chapters 20 and 21. The latter considers only the critical
lanes and depends on a specified cycle length. The concepts
of saturation flow rate, capacity,

 and vie ratios are all interre-

lated in the HCM analysis model.

Saturation Flow Rates

In Chapters 20 and 21, we assumed the saturation headway
or saturation flow rate reflecting prevailing conditions was
known. A key part of the HCM model is a methodology for
estimating the saturation flow rate of any lane group based
on known prevailing traffic parameters. The algorithm takes
this form:

Si (24-1)

where:    = saturation flow rate of lane group i under
prevailing conditions, veh/hg

s0 = saturation flow rate per lane under base
conditions, pc/hg/ln

iV = number of lanes in the lane group
fi = multiplicative adjustment factor for each

prevailing condition i

The HCM now provides 11 adjustment factors cover-
ing a wide variety of potential prevailing conditions. Each
adjustment factor involves a separate model,

 some of which

are quite complex. These are described in detail later in the
chapter.

Note that the algorithm includes multiplication of the
base saturation flow rate by the number of lanes in the lane
group. A/. This produces a total saturation flow rate for the
lane group in question.

Capacity of a Lane Group

The relationship between saturation flow rates and capaci-
ties is the same as that presented in Chapters 20 and 21.

 The

saturation flow rate is an estimate of the capacity of a
lane group if the signal were green 100% of the time; In
fact, the signal is only effectively green for a portion of the
time. Thus:

Q = stf'lc) (24-2)
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where: c,

s
,

g

C

capacity of lane group i, veh/h
saturation flow rate of lane group /, veh/hg

effective green time for lane group i, s

cycle length, s

The vie Ratio

In signal analysis, the vie ratio is often referred to as the
"degree of saturation" and given the symbol "X." This is
convenient because the term "v/c" appears in many equations
that can be more simply expressed using a single variable, X.

The v/c ratio, or degree of saturation, is a principal out-
put measure from the analysis of a signalized intersection.
It is a measure of the sufficiency of available capacity to
handle existing or projected demands. Obviously, cases in
which vie > 1.00 indicate a shortage of capacity to handle
the demand. Care must be taken, however, in analyzing such
caseSi depending on how the v/c value was determined.

Capacity, which is difficult to directly observe in the field,
is most often estimated using Equation 24-2. Measured demands
are usually a result of counts of departureflows. Departure flows
are counted because it is easier to classify them by movement as
they depart the intersection. True demand, however, must be
based on arrival flows. There are several different scenarios in
which a vie ratio in excess of 1.00 can be achieved:

1
. A departure count is compared to a capacity estimated

using Equation 24-2. It is theoretically impossible to
count a departure flow that is in

*

 excess of the true

. capacity of the lane group. In this case, obtaining a vie
ratio greater than 1.00 (assuming the departure counts
are accurate) represents an underestimate of the
capacity of the lane group. The estimated saturation
flow rate resulting from the HCM model is lower than
the actual value being achieved.

2
. An arrival count is compared to an estimate of

capacity using Equation 24-2. In this case, the
arrival count (assuming it is accurate and complete)
represents existing demand. A vie ratio in excess of
1

.00 indicates that queuing is likely to occur. If
queues are, in fact, not observed, it is another indica-
tion that the capacity has been underestimated by
the model. Note that arrival counts do not capture
such demand elements as traffic diverted to other

routes or repressed demand.
3

. A forecast future demand is compared to an estimated
capacity using Equation 24-2. In this case, the forecast
demand is always an arrival demand flow, and a v/c

ratio in excess of 1.00 indicates that queuing is likely
to occur, based on the estimated value of capacity.

The key in all cases is that capacity is an estimate based on

nationally observed norms and averages. In any given case
,

the actual capacity can be either higher or lower than the
estimate. In fact, actual capacity has stochastic elements and
will vary over time at any given location and over space at
different locations.

Analytically, the v/c ratio for any given lane group is
found directly by dividing the demand flow rate by the capacity.

Another expression, however, can be derived by inserting
Equation 24-2 for capacity:

X =  = (24-3)

where: X
,

v

c

m

ig/Q

degree of saturation (v/c ratio) for lane
group t

demand flow rate for lane group /,
 veh/h

capacity for lane group i, veh/h

flow ratio for lane group /

green ratio for lane group i

Because demands are eventually expressed as vis ratios in the
HCM model, the latter form of the equation is sometimes
convenient for use.

Although the HCM does not define a capacity for the
entire intersection, HCM 2010 does define a critical vis ratio
for the intersection. It is defined as the sum of the flow ratios

on critical-lane- oups divided by the sum of the g/C ratios of
critical-lane groups,

 or:

2

v

I

2(vA)ri
xc

l{8ci/C)
(244)

where: Xc = critical v/c ratio for the intersection

(vls)ci = v/s ratio for critical-lane group /, veh/h
gCi = effective green tirrie for critical-lane

group i, s

C = cycle length,
 s

The term LigJQ is the total proportion of the cycle length
that is effectively green for all critical-lane groups.

 Because

the definition of a critical-lane group is that one and only one
such lane group must be moving during all phases,

 the only

time a critical movement is not moving is during the los'
times of the cycle. Thus l-igJQ may also be expressed as:

C-L

C

c

t

1

r

f

1

s

1

I

I

(
,

I

I

I

(

I
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w}iere L is the total lost time per cycle. Inserting this into

Equation 24-4 yields:

*c=  = ?(M t) (24-5)

Because the value of Xc varies with cycle length, it is
difficult to apply to future cases in which the exact signal
timing may not be known. Thus, for analysis purposes, the
1997 edition of the HCM defined a value of Xc based on the
maximum feasible cycle length, which results in the minimum

feasible value of Xc. For pretimed signals, the maximum feasi-
ble cycle length is usually taken to be 120 seconds, but this is
sometimes exceeded in special situations. For actuated signals,
longer cycle lengths are not as rare, and 150 seconds is usually
used as a practical maximum. Equation 24-5 then becomes:

X
,Cmin 2W)ci*(7£j! ] (24-6)

i V*-- max

-1

where: Xcmin = minimum feasible v/c ratio
C

max
 - maximum feasible cycle length, s

The latter value is more useful in comparing future
alternatives, particularly physical design scenarios. The cycle
length is assumed to be the maximum and is, in effect, held
constant for all cases compared. Use of the maximum cycle
length gives a view of the "best" critical v/c ratio achiev-
able through signal timing, given the physical design and
the phase plan specified.

Note that subsequent editions of the HCM abandoned
this concept. However, it remains a useful one for situations in
which exact signal timings are not known.

The critical v/c ratio, Xc is an important indicator of
capacity sufficiency in analysis. If Xc is < 1.00 then the
proposed physical design, cycle length, and phase plan are
efficient to handle all critical demands. This does not mean

that all lane groups will operate at X,  1.00. It does,
however

, indicate that all critical-lane groups can achieve
Ki  1.00 by reallocating the green time within the existing
cycle and phase plan. When Xc > 1.00 then sufficient capac-
ity may be provided only by taking one or more of the
following actions:

. Increasing the cycle length

. Devising a more efficient phase plan

. Adding a lane or lanes to one or more critical-lane
groups

Increasing cycle length can add small amounts of
capacity because the lost time per hour is diminished. Devis-
ing a more efficient phase plan generallyTneans considering
additional left-turn protection or making a fully protected left
turn a protected plus permitted left tum. It may also mean
consideration of more complex phasing such as leading and
lagging greens and/or exclusive left-turn phases followed by
a leading green in the direction of heaviest left-turn flow.

Chapter 21 contains full discussion of various phasing
options.

In many cases, significant capacity shortfalls can be
remedied only by adding one or more lanes to critical-lane
groups. This increases the saturation flow rate and capacity cf
these lane groups while the demand is constant.

24.2.4 Level-of-Service Concepts
and Criteria

Level of service.is defined in the HCM in terms of total

control delay per vehicle in a lane group. "Total control delay"
is basically time in queue delay, as defined in Chapter 20, plus
acceleration-deceleration delay. LOS criteria are shown in

.Table 24
.
1

.

HCM 2010 will add the concept that any lane group
operating at a v/c ratio greater than 1.00 is also labeled as
LOS F. In effect, any signalized intersection lane group that
has an average delay greater than 80 s/veh or a v/c >1.

00 is

operating at LOS F.
Because delay is difficult to measure in the field and

because it cannot be measured for future situations
, delay is esti-

mated using analytic models, some of which were discussed in

Table 24.1: Level of Service Criteria for Signalized
Intersections

Level of Service Control Delay (s/veh)

A

B

C

D

E

F

<10

>10-20

>20-35

>35-55

>55-80

>80orv/c>1.00

(Source: Used with permission of Transportation Research Board,
National Research Council, Highway Capacity Manual, 4th Edition,

Washington DC, 2000, Exhibit 16-2, p. 16-2, as modified by vote of
the HCQSC ofTRB.)
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Chapter 20. Delay is not a simple measure, however, and varies
(in order of importance) with the following measures:

. Quality of progression

. Cycle length

. Green time

. v/c ratio

Because of this, LOS results must be carefully consid-
ered. It is possible, for example, to obtain a result in which
delay is greater than 80 s/veh (LOS F) while the vie ratio is
less than 1.00. Thus, at a signalized intersection, LOS F does
not necessarily imply there is a capacity deficiency. Such a
result is relatively common for short phases (such as LT
phases) in a long cycle length or where the green splits are
grossly out of sync with demands.

The reverse, however, no longer leads to confusion.
If vie > 1.00 for a short time-one 15-minute interval, for

example-delay could be less than 80 s/veh but now must still
be labeled LOS F.

Understanding the results of a signalized intersection
analysis requires consideration of both the LOS and the vie ratio
for each lane group. Only then can the results be understood in

terms of the sufiFiciency of the capacity provided and of the
acceptability of delays experienced by road users.

24.2.5  Effective Green Times

and Lost Times

The relationship between effective green times and lost times

is discussed in detail in Chapter 21. In terms of capacity analy-
sis, any given movement has effective green time, g,, and
effective red time, r,

-

. Figure 24.2 illustrates how these values
are related to actual green, yellow, and red times in the HCM

.

Where there are overlapping phases,
 care must be taken

in the application of lost times. When a movement continues
into a subsequent phase, there is startup lost time but no clear-
ance lost time is incurred between the phases but only at the
end of the second phase.

The case of a leading and lagging green phase with
protected plus permitted left turns is illustrated in Figure 24.3.
Eastbound (EB) movements begin in Phase la and continue in
Phase lb. The startup lost time is only applied in Phase la,

 and

clearance lost time is applied at the end of Phase lb.
 West-

bound (WB) movements, however, begin in Phase lb and have

G y

i i

r

e

ar R

I'2

g r

Figure 24.2: Effective Green Times and Lost Times in the HCM
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their startup lost time applied there. Thus, in Phase lb, startup
lost time for WB movements is effective green time for EB
movements. Because no movements begin in Phase 1c, no
startup lost times are assessed here, but there is clearance lost

time applied for the WB movements. All MB/SB movements

flow in Phase 2; their lost times are assessed in this phase.
Essentially, three sets of lost times are applied over four
subphases. Because effective green times affect capacity and
delay, a systematic way of properly accounting for lost times
must be followed.

Effective green and red times may be found as follows:

gi = Gi + yi + ari h
gi = Cf + <? - €,

ri = C- gi (24-7)

where: g, = effective green time for Phase /, s

G,- = actual green time for Phase i, s

Yi = y, + arh sum of yellow and all-red time for
Phase i, s

/, = startup lost time, s

I2 - clearance lost time, s
e   = extension of effective green into yellow and

all-red, s

r,  = effective red time for Phase i, s

24.3 The Basic Model

24.3.1  Model Structure

The basic structure of the HCM model for signalized intersec-
tions is relatively straightforward and includes many of the
conceptual treatments presented in Chapter 20. The model
becomes extremely complex, however, when permitted or
compound left turns are involved. The complex interactions
between permitted left turns and opposing flows must be fully
incorporated into models. This results in algorithms with
many variables and several iterative aspects. It also becomes
very complex when actuated signals are analyzed. For
simplicity and clarity of presentation, this chapter focuses on
applications to pretimed signals.

In this section of the chapter, the building blocks of
'be HCM procedure are described and illustrated for basic
cases involving only protected left turns for pretimed
signals. In this way, the fundamental approach of the
methodology can be presented without diversions into
'fngthy detail concerning permitted left turns and actuated

signal complications. Subsequent sections of the chapter
address these details. The structure of the HCM model is

illustrated in Figure 24.4.
The methodology is modular, as depicted in Figure 24.

4
.

The modules are described briefly here:

I
. Input module. The input data include complete

descriptions of traffic characteristics, roadway
geometry, and signalization. For pretimed signals,
the signal cycle and all of its intervals must be
specified. For actuated signals, controller settings
are specified, and the methodology directly incorpo-
rates these settings into critical determinations.

2
. Define movement groups and adjusted flow rates. In

this analysis module, movement groups for analysis
are defined, and appropriate demand flow rates for
each are estimated.

3
. Compute lane group flow and saturation flow rates. In

this module, analysis lane groups are identified,
 and

demand flow rates are assigned to each. The saturation
flow rate for each lane group is estimated.

4
. Input or compute phase duration. For pretimed

signals, timing parameters are specified as part of
the input data; for actuated signals, phase durations
are estimated in this module.

5
. Compute capacity. The capacity of each lane group

is estimated, and v/c ratios are computed.
6

. Compute performance measures. Control delay for
each lane group is estimated and the appropriate
LOS assigned; aggregations of control delay for
approaches and the overall intersection are
computed. The queue storage ratio is estimated as an
additional performance measure.

24.3.2 Analysis Time Periods

The basic time period for analysis recommended by the HCM
remains a peak 15-minute period within the analysis hour,
which is most often (but need not be) one of the peak hours of
the day. Beginning with the HCM 2000, however, the HCM

provides for some flexibility in this regard, recognizing
that delay is particularly sensitive to the analysis period, espe-
cially when oversaturation exists. There are three basic time
options for analysis:

1
. The peak 15 minutes within the analysis hour

2
. The full 60-minute analysis hour

3
. Sequential 15-minute periods for an analysis period

of one hour or greater
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Input Data

- Traffic characteristics

- Geometry
- Arrival type

Pretimed

Define Movement Groups

and Adjusted Flow Rate 
ir

Actuated

Determine movement groups and lane groups
Determine movement group flow rate

Compute Lane
Group Flow Rate

Volume Computations
- Lane group flow rate

Saturation Flow Rate
- Permissive saturation flow rate

- Pedestrian and bicycle adjustment factors
- Shared lane saturation flow rate

Input or Compute
Phase Duration

Input phase
duration

Compute actuated phase
duration

Compute Capacity
No

Converge?

Tves

Capacity
Volume-to-capacity ratio

Compute Performance
Measures

1'

Control delay
Level of service

Queue storage ratio

Figure 24.4: Flow Chart of the HCM 2010 Model for Signalized Intersections
{Source: NCHRP 3-92, Production of the 2010 Highway Capacity Manual, Draft Chapter 18, Exhibit 18-11, pp. 18-31.)
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i

i

i

The first option is appropriate in cases where no oversat-
uration exists (i.e., no lane groups have vie > 1.00). This
focuses attention on the worst period within the analysis hour,
where 15 minutes remains the shortest period during which
stable flows are thought to exist. The second option allows for
an analysis of average conditions over the full analysis hour. It
could, however, mask shorter periods during which v/c > 1.00,
even though the full hour has sufficient capacity.

The third option is the most comprehensive. It requires,
however, that demand flows be measured or predicted in
15-minute time increments, which is often difficult. It allows,
however, for the most accurate analysis of oversaturation
conditions. The initial 15-minute period of analysis would be
selected such that all lane groups operate with v/c < 1

.
00 and

would end in a 15-minute period occurring after all queues
have been dissipated. During each 15-minute period, residual
queues of unserved vehicles would be estimated and would be
used to estimate additional delay due to a queue existing at the
start of an analysis period in the subsequent interval. In this
way, the impact of residual queues on delay and LOS in each
successive period can be estimated.

24.3.3 Input

The Input Module involves a full specification of all prevailing
conditions existing on all approaches to the signalized inter-
section under study. As the model has become more complex
in order to address a wider range of conditions, the input
information required has also become more comprehensive.

Table 24.2 summarizes all of the input data needed to
conduct a full analysis of a signalized intersection. Most of the
variables included in Table 24.2 have been previously defined.
Others require some additional definition or discussion.
The HCM also provides recommendations for default values
that may be used in cases where field data on a particular
characteristic is not available. Caution should be exercised

in using these because the accuracy of'v/c, delay, and LOS
predictions is influenced.

j .
Geometric Conditions

Parking conditions must be specified for each movement group.

For a typical two-way street, each approach either has curb
i parking or not On a one-way street approach, parking may exist

on the right and/or left side or on neither. For the purposes of
Ihe intersection

, curb parking is noted only if it exists within
50 feet of the STOP line of the approach.

 Most of the other

geometric conditions that must be specified are commonly used
.ariables that have been defined elsewhere in this text

The HCM provides default values for only two of the
geometric variables in Table 24.2, as follows:

. Lane width
,
 W: default value = 12 ft

. Grade
, G: default values = 0% (level); 3% (moderate

grades); 6% (steep grades)

Using a default for grade involves at least a general
categorization of the grade from field observations.

Where wide lanes exist
, some observation of their use

should be made. Lanes of 16 to 20 feet often become two

lanes under intense demand, particularly if it is a curb lane
that could be used as a through lane plus a narrow RT lane.

The analyst should try to characterize lanes as they would be
used, not necessarily as they are striped.

 In most cases
,

however, these would be the same.

Traffic Conditions

A number of interesting variables are included in the list of
traffic conditions to be specified.

Arrival Type "Arrival type" is used to describe the quality
of progression for vehicles arriving on each approach. Arrival
type has a major impact on delay predictions but does not have
significant influence on other portions of the methodology.

There are six defined arrival types, 1 through 6, with AT 1
representing the worst progression quality and AT 6 repre-
senting the best progression quality. Definitions are given in
Table 24.3, and the verbal description defining each arrival
type is shown in Table 24.4.

If the proportion of vehicles arriving on green is
observed in the field, then the AT is computed as:

P
AT= 3 -

g'C
(24-8)

where: P = proportion of vehicles arriving on green,

decimal

g = effective green time for movement, s

C = cycle length for movement, s

The result may be rounded to the nearest integer.
If no field data are available, the descriptions shown in

Table 24.5 may be used with knowledge of signal spacing to
make a rough default estimate of arrival type.

Given the significant impact arrival type can have on
delay estimates, it is important that a common arrival type be
used when comparing different intersection designs and
signal timings. High delays should not be simply dismissed or
mitigated by assuming an improved progression quality.
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Table 24.2: Data Requirements for Automobiles Signalized Intersection Analysis

Type of Condition Parameter

Geometric Conditions Number of Lanes, A'

Average Lane Width, W(ft)
Number of Receiving Lanes
Grade, G (%)
Existence of LT or RT Lanes

Length of Storage Bay for LT or RT lane (ft)
Parking Conditions (Yes/No)

Traffic Conditions Demand Volume (or flow rate) by Movement, V (veh/h)
RTOR Flow Rate, (veh/h)

Base Saturation Flow Rate, s0 (pc/hg/ln)
Peak Hour Factor, PHF

Percent Heavy Vehicles, PT (%)
Pedestrian Flow in Conflicting Crosswalk, vp (peds/h)

Local Buses Stopping at Intersection, NB (buses/h)

Parking Activity, Nm (maneuvers/h)
Arrival Type, AT
Proportion of Vehicles Arriving on Green, P
Speed Limit (mi/h)

Signalization Conditions
(Pretimed Signals)

Cycle Length, C (s)
Green Time, G (s)

Yellow Plus All-Red Interval, Y(s)

Pedestrian Push-Button (Yes/No)
Minimum Pedestrian Green, Gp (s)

Phase Plan

Other Analysis Period Duration (min)

AreiaType

Basis

Movement Group
Movement Group
Approach

Approach

Movement Group
Movement Group
Movement Group

Movement Group
Approach

Movement Group
Intersection

Movement Group
Approach

Approach

Movement Group
Movement Group
Movement Group
Approach

Movement Group
Phase

Phase

Phase

Phase

Intersection

Intersection

Intersection

Note: Movement = one value for each LT, TH, and RT movement.

Movement group = one value for each turn movement with exclusive turn lanes and one value for each through movement (inclusive of any
turn movements in a shared lane).

Approach = one value or condition for the intersection approach.
Intersection = one value or condition for the intersection.

Phase = one value or condition for each signal phase.
{Source: Modified from NCHPR 3-92, Production of the 2010 Highway Capacity Manual, Draft Chapter 18, Exhibit 18-6, p. 18-8.)

(
V

Pedestrian Flows Pedestrian flows in conflicting cross-
walks must be specified for a signalized intersection analysis.
The "conflicting crosswalk" is the crosswalk that right-
turning vehicles turn through. Pedestrian flows are best
measured in the field, but the HCM 2000 provided the following
default values:

. CBD locations: 460 peds/h per crosswalk

. Other locations: 50 peds/h per crosswalk

These defaults will not be included in HCM 2010
,
 emphasizing

the need to obtain accurate pedestrian counts whenever possible.

Parking Activity Parking activity is measured in terms of
the number of parking maneuvers per hour into and out of
parking spaces (Nm) located within 250 feet of the STOP line
of the lane group or approach in question.

 Movements into

and out of parking spaces have additional negative impacts on
operations because the lane adjacent to the parking lane is

c
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Table 24.3: Arrival Types Defined

Arrival Type Description

I Dense platoon containing over 80% of the lane group volume, arriving at the start of the red phase.
This AT is representative of network links that may experience very poor progression quality as a
result of conditions such as overall network optimization.

2
I

3

Moderately dense platoon arriving in the middle of the red phase, or dispersed platoon containing
40% to 80% of the lane group volume, arriving throughout the red phase. This AT is representative
of unfavorable progression on two-way streets.
 

4

i

Random arrivals in which the main platoon contains less than 40% of the lane group volume.
This AT is representative of operations at isolated and noninterconnected signalized intersections
characterized by highly dispersed platoons. It may also be used to represent uncoordinated
operation in which the benefits of progression are minimal.
 

5

6

Moderately dense platoon arriving in the middle of the green phase or dispersed platoon containing
40% to 80% of the lane group volume, arriving throughout the green phase. This AT is representative
of favorable progression on a two-way street.
 

Dense to moderately dense platoon containing over 80% of the lane group volume, arriving at the
start of the green phase. This AT is representative of highly favorable progression quality, which
may occur on routes with low to moderate side-street entries and that receive high-priority
treatment in the signal timing plan.
 

This arrival type is reserved for exceptional progression quality with near-ideal progression
characteristics. It is representative of very dense platoons progressing over a number of closely
spaced intersections with minimal or negligible side-street entries.

{Source: Used with Permission of Transportation Research Board, National Research Council, Highway Capacity Manual, 4th Edition,
Washington DC, 2000, Exhibit 16-4, p. 16-4.) . .

Table 24.4: Relationship Between Platoon Ratio and
Arrival Type

Arrival Type .

Progression Quality

1

2

3

4

5

6

Very poor
Unfavorable

Random arrivals

Favorable

Highly favorable
Exceptional

\Source: NCHRP 3-92, Production of the 2010 Highway Capacity
Manual

, Draft Chapter 18, Exhibit 18-8, p. 18-11.)

disrupted for some finite amount of time each time such a
maneuver takes place. This is in addition to the frictionai
impacts of traveling in the lane adjacent to the parking lane.

Parking activity should be observed in the field but it is often
not readily available.

 The HCM recommends the use of the

default values shown in Table 24
.
6 in such cases.

ocal Buses A local bus is defined as one that stops with-
in the confines of the intersection

,
 either on the near side or

o

far side of. the intersection, to pick up and/or discharge
passengers. A local bus that does not stop at the intersection
is included as a heavy vehicle in the heavy-vehicle percent-
age. Once again, this is a variable best measured in the
field. If field measurements and/or bus schedules are not

available, the HCM recommends the following default
values be used (assuming there is a bus route on the street
in question with a bus stop within the confines of the
intersection):

. CBD location: 12 buses/hour

. Other location: 2 buses/hour

Other Default Values Other traffic conditions are well

defined elsewhere in this text. The HCM does recommend

default values for some of these variables if they are unavail-
able from field data or projections:

. Base saturation flow rate: 1,900 pc/hg/ln for cities with
population > 250,000; 1,750 pc/hg/ln otherwise.

. Heavy-vehicle presence: 3.
0%

. Peak-hour factor. 0.92 for total entering volume
> 1

,000 veh/h; 0.90 otherwise
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Table 24 : Progression Quality and Arrival Type

Arrival

Type
Progression

Quality
Signal Spacing

(ft)
Conditions Under which Arrival Type

Is Likely to Occur

1 Very poor < 1
,
600 Coordinated operation on a two-way street where the

subject direction does not receive good progression.

2 Unfavorable > 1
,
600-3,200 A less extreme version of arrival type 1.

3 Random

arrivals

>3
,
200 Isolated signals or widely-spaced coordinated signals.

4 Favorable >l
,
600-3,200

5 Highly
favorable

< 1
,
600

Coordinated operation on a two-way street where the
subject direction receives good progression.

Coordinated operation on a two-way street where the
subject direction receives good progression.

6 Exceptional <800 Coordinated operation on a two-way street in dense
networks and central business districts

.

(Source: NCHRP 3-92, Production of the 2010 Highway Capacity Manual, Draft Chapter 18, Exhibit 18-32, pp. 18-89.)

Table 24.6: Recommended Default Values for Parking Activity

Street Type

Number of

Parking Spaces
within 250 ft of

STOP Line
Parking Time

Limit ih)

Maneuvers per
HourOVJ:

Recommended

Default Value

Two-Way 10 1

2

16

8

One-Way 20 I

2

32

16

{Source: Used with permission of Transportation Research Board, National Research Council,
Highway Capacity Manual, 4th Edition, Washington DC, 2000, Exhibit 10-20, pp. 10-25.)

As we noted previously, use of default values should
be avoided whenever local field data or projections are avail-
able; For each default value used in lieu of specific data for
the intersection, the accuracy of predicted operating condi-
tions becomes less reliable.

Signalization Conditions Virtually all of the signalizadon
conditions that must be specified for an analysis are available

from field observations of signal operation or from a signal
design and timing analysis. The HCM provides a procedure for
"quick" estimation of signal timing that involves many defaults
and assumptions. The 

"

quick
"

 method can become relatively
complex, despite the simplifying assumptions. The signal timing
approach outlined in Chapter 21 of this text is less complex and
can be used to obtain an initial signal timing for a capacity and
LOS analysis. The analysis time period (7) has been discussed
earlier in this chapter, and no further discussion is needed

The analysis methodology uses an algorithm to determine
the adequacy of pedestrian crossing times.

 It is the same as that

recommended for use in signal timing in Chapter 21,
 or;

G
p
 = 3

.2 + 027  + jj for WE < 10 ft

G
p
 = 3

.2 + 2.7 ) + (jj for WE > 10 ft (24-9)

where: G
p
 = minimum green time  for  safe pedestrian

crossings, s

L = length of the crosswalk,
 ft

S
p
 = walking speed of pedestrians, ft/s

Npeds = number of pedestrians crossing during one gree"

interval, peds/cycle
WE = width of the crosswalk,

 ft
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i

The HCM checks green times against these minimum
values and issues a warning statement if pedestrian crossings
are unsafe under these guidelines. Analysis, however, may
continue whether or not the minimum pedestrian green condi-
tion is met by the signalization or not.

Also note that many local and state agencies have their
own policies on what constitutes safe crossings for pedestrians.
These may always be applied as a substitute for Equation 24-9.

24.3.4 Movement Groups, Lane Groups,
and Demand Volume

Adjustment

One of the complexities being introduced in HCM 2010 is an
extremely intricate process for assigning demand flow rates to
analysis lane groups. This is necessary because the HCM 2010
will treat a single shared lane as a separate lane group, not as a
part of a combined TH/LT or TH/RT lane. It is now necessary

I to estimate the exact composition of the shared lane.

Converting Demand Volumes
 to Demand Row Rates

The process starts, however, with the determination of move-
ment demand flow rates. It is most desirable to specify the
demand flow rates by 15-minute analysis period as input from
field data or projections. If, however, demand is specified as
hourly volumes, then they must be converted to flow rates:

i

v

V

PHF
(24-10)

where: v = demand flow rate, veh/h

V = demand volume, veh/h

PHF = peak-hour factor

This computation assumes that all movements peak during the
same 15-minute interval. This is almost always a false assump-
tion. It does

, however, represent a worst-case assumption. If an
intersection works under this assumption, then the actual dis-
tribution of flow rates over the four 15-minute intervals of the
demand volume hour will work as well or better than the

analysis result indicates.

Establishing Analysis Lane Groups

HCM 2010 defines between one and five lane groups for
analysis on each approach. Six different types of lane groups
can exist on an intersection approach:

i

A single-lane approach in which all three movements
(LT, TH, and RT) are made from one lane.

An exclusive LT lane or lanes; multiple LT lanes form
a single lane group.

An exclusive RT lane or lanes: multiple RT lanes
form a single lane group.

Exclusive TH lanes (no turns from these lanes) on an
approach form a single lane group.

. A shared LT/TH lane; such a lane is treated as a

separate lane group.

. A shared RT/TH lane; such a lane is treated as a

separate lane group.

Figure 24.5 illustrates common combinations of lane groups
on a signalized intersection approach.

Lanes that exclusively serve LT, TH,
 or RT movements

are straightforward: they are simply established as analysis
lane groups. Where shared lanes potentially exist, the prob-
lem is more difficult. In these cases, the mix of movements in

shared lanes must be estimated. Depending on relative
demand flow rates, a lane intended for shared use of LT and

TH vehicles mightj for example, actually operate as an exclu-
sive LT lane; if it operates as a shared lane, the mix of LT and
TH demand flow rates must be determined.

HCM 2010 presents an iterative analysis for this that
optimizes the delay to motorists by assuming that each
driver chooses a lane placement that minimizes their travel
time through the intersection. This methodology, docu-
mented in Chapter 31 of HCM 2010 (which will only be
available in electronic format, ideally online) cannot be
implemented by hand and will be incorporated into the HCS
package and other computer tools. This procedure is not
detailed here.

The methodology, as'for many variables,
 notes that

field-measured values for lane group demand flow rates is pre-
ferred over the estimation procedure and allows lane group
demand volumes or flow rates to be specified as input. The
approximate 

"

through-vehicle-equivalents" used in the signal
timing methodology of Chapter 21 can be used to get a rough
estimation of lane distribution by lane group by assuming that
equivalent lane flow rates should be equalized across the
approach.

24.3.5 Estimating the Saturation Flow
Rate for Each Lane Group

Among the most complex computations in the HCM is the
estimation of the saturation flow rate for each of the defined

0
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Number

of Lanes
Movements by Lanes Movements Groups (MG) Lane Groups (LG)

1 Left, thru., & right: 4 MG 1: 4 LG 1:

2

Exclusive left:

Thru. & right:

MG 1:

MG 2:

LG 1:

LG2:

2

Left & thru.:

Thru. & right:

-4-

MG 1:
-4-

LG 1:

LG2:

-41

3

Exclusive left:

Through:

Thru. & right:

MG 1:

MG 2:  >~

LG 1:

LG2:

LG3:

Figure 24.5: Common Movement and Lane Groups on a Signalized Intersection Approach
(Source: NCHRP 3-92, Production of the 2010 Highway Capacity Manual, Draft Chapter 18, Exhibit 18-12, pp. 18-33.)

lane groups in the intersection. The saturation flow rate is
computed as:

5 = S0NfwfHyfgfpfbbfafLufRTfLTfRpbfLpb (21-11)

where: 5 = Saturation flow rate for the lane group, veh/h

s0 = base saturation flow rate, pc/hg/ln (1,900 pc/hg/ln,
1
,750 pdhg/la, or locally calibrated value)

N = number of lanes in the lane group

fi = adjustment factor for prevailing condition i (w =
lane width; HV = heavy vehicles; g = grade;
p = parking; bb - local bus blockage; a = area
type; LU = lane use; RT = right turn; LT = left
turn; Rpb = pedestrian/bicycle interference with

right turns; and Lpb = pedestrian/bicycle inter-
ference with left turns)

Of these 11 adjustment factors, 8 were introduced with the origi-
nal methodology in the 1985 HCM. The lane-use adjustment was
moved from the voluine side of the equation to the saturation flow
rate side in the 1997 HCM. The pedestrian/bicycle interference
factors were added in HCM 2000. All are retained in HCM 2010.

Eight of the adjustments are relatively straightforward.
Pedestrian/bicycle adjustments are a litde complex but are
still tractable and can be done manually with a little care. The

left-tum adjustment is straightforward unless permitted or
compound left turns are involved,

 in which case the model

becomes cumbersome and impractical to implement manually.
In this section, left-turn adjustments are defined only for pro-
tected turns. A subsequent section discusses the more complex
model for permitted left turns.

Adjustment for Lane Width

Although the standard lane width at signalized intersection is
12 feet, recent research [8] has indicated that as long as lane
width is between 10 and 12.9 feet

, there is no impact on satu-
ration flow rate or capacity. Thus there are only three values
for the lane width adjustment factor:

fw

/

0
.
% Lane with < 10 ft

 1
.00 10 ft < lane width < 12.9 feet

1
.04 Lane with > 12.9 feet

Lane widths less than 10 feet are not recommended.

Adjustment for Heavy Vehicles

The adjustment for heavy vehicles is done separately from con-
sideration of grade impacts. This separation,

 different from the
approach taken for uninterrupted flow facilities, recognizes that
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approach grades affect the operation of all vehicles, not just
heavy vehicles. A 

"heavy vehicle" is any vehicle with more than
four wheels touching the ground during normal operations.

1

1 + Phv&hv- 1)
(24-12)

where:/hv = heavy-vehicle adjustment factor

Phv ~ proportion of heavy vehicles in the lane group

EHV

demand flow

passenger-car equivalent for a heavy vehicle

For signalized intersections, the value ofEfjv is a constant: 2.00.
Heavy vehicles are not segmented into separate classes.

! Thus they include trucks, recreational vehicles, and buses not
| stopping within the confines of the intersection. Buses that do
I stop within the confines of the intersection are treated as a

separate class of vehicles: local buses.

Adjustment for Grade

The adjustment for grade is found as:

\200j (24-13)

where:/g = Grade adjustment factor
G = Grade %

Remember that downgrades have a negative percentage, result-
ing in an adjustment in excess of 1.00. Upgrades have a positive
percentage, resulting in an adjustment of less than 1.00.

Adjustment for Parking Conditions

j The parking adjustment factor involves two variables:
1(1) parking conditions and movements, and (2) the number of

lanes in the lane group. If there is no parking adjacent to the lane
group, the factor is, by definition, 1.00. If there is parking adja-
cent to the lane group, the impact on the lane directly adjacent to
the parking lane is a 10% loss of capacity due to the frictional
impact of parked vehicles, plus 18 seconds of blockage for each
movement into or out of a parking space within 250 feet of the
STOP line

. Thus, the impact on an adjacent lane is:

/> = 0.90 (\*Nm\
V 3,600/

where: P.

N
,m

adjustment factor applied only to the lane adja-
cent to parking lane

number of parking movements per hour into
and out of parking spaces within 250 ft of the
STOP line (mvts/h)

It is then assumed that the adjustment to additional lanes
in the lane group is 1.00 (unaffected),

 or: ..

{N ~ \) + P
N

where: N = number of lanes in the lane group

These two expressions are combined to yield the final
equation for the parking adjustment factor:

/18 Nm\
N-0A0-  

V 3,600 y
fP =  £ 0.05 (24-14)

There are several external limitations on this equation:

. 0 < m < 180; if Nm > 180, use 180 mvts/h

. /p(min) = 0.05

. /p(no parking) = 1.00

On a one-way street with parking on both sides, Nm is the total
number of right- and left-parking lane maneuvers.

Adjustment for Local Bus Blockage

The local bus blockage factor accounts for the impact of local
buses stopping to pick up and/or discharge passengers at a
near-side or far-side bus stop within 250 feet of the near or far
STOP line. Again, the primary impact is on the lane in which
the bus stops (or the |ane adjacent in cases where an offline
bus stop is provided). It assumes that each bus blocks the lane
for 14.4 seconds of green time. Thus:

= 1
.
0 -

/ lAANg
V 3,600 )

where: B adjustment factor applied only to the lane
blocked by local buses

NB = number of local buses per hour stopping

As in the case of the parking adjustment factor,
 the

impact on other lanes in the lane group is assumed to be nil,
so that an adjustment of 1.00 would be applied. Then:

flbb

{N-l) + B

where: N = numberof lanes in the lane group
»

I



588 CHAPTER 24  ANALYSIS OF SIGNALIZED INTERSECTIONS

Combining these equations yields:

fbb

N -  £
V 3,600 )

N
> 0

.
05 (24-15)

There are also several limitations on the use of this equation:

. 0 < NB < 250; if NB > 250, use 250 b/h

. fbb(mm) = 0.05

If the bus stop involved is a terminal location and/or
layover point, field studies may be necessary to determine how
much green time each bus blocks. The value of 14.4 seconds in
Equation 24-15 could then be replaced by a field-measured
value in such cases.

Adjustment for Type of Area

As we noted previously, signalized intersection locations are
characterized as "CBD" or "Other," with the adjustment
based on this classification:

. CBD location: fa
 = 0

.
90

. Other location: fa
 = \

.
00

This adjustment accounts for the generally more complex
driving environment of central business districts and the extra
caution that drivers often exercise in such environments.

Judgment should be exercised in applying this adjustment.
Not all central business districts have such complex environ-
ments that headways would be increased for that reason

alone. Some non-CBD locations mayJiave a combination of
local environmental factors that would make the application
of this adjustment advisable.

Adjustment for Lane Utilization

The adjustment for lane utilization accounts for unequal use
of lanes by the approaching demand flow in a multilane
group. Where demand volumes can be observed on a lane-by-
lane basis, the adjustment factor may be directly computed as:

2'

A

T

vi

b

si

01

ai

w

»

V

ftu
g

vglN
(24-16)

where: v
,s

N

demand flow rate for the lane group,
 veh/h

demand flow rate for the single lane with the
highest volume, veh/h/ln

number of lanes in the lane group

When applied in this fashion, the factor adjusts the
saturation flow rate downward so that the resulting v/c ratios
and delays represent, in effect, conditions in the worst lane of
the lane group. Although the HCM states that a lane
utilization factor of 1.00 can be used "when uniform traffic

distribution" can be assumed
,
 the use of this factor is no

longer optional, as was the case in the 1985 and 1994 editions
of the manual.

Where the lane distribution cannot be measured in

the field or predicted reliably,
 the default values shown in

Table 24.7 may be used.

Table 24.7: Default Values for the Lane Utilization Adjustment Factor

Lane Group
Movements

No. of Lanes

in Lane Group

Traffic in Most

Heavily TVaveled
Lane(%)

Lane Utilization

Factor fLU

k

ti

C(

Ti

A

If

si

T

Through or Shared

Exclusive Left Turn

Exclusive Right Turn

1

2

3a

100.0

52.5

36.7

1
.
000

0
.
952

0
.
908

1

2a

100.0

51.5

1
.
000

0
.971

1

2a

100.0

56.5

1
.
000

0
.
885

aIf lane group has more lanes, field observations are recommended; if not, use smallest value shown in this exhibit.
(Source: Used with permission of Transportation Research Board, National Research Council, Highway Capacity Manual, 4th Editi0"-

Washington DC, 2000, Exhibit 10-23, pp. 10-26.)
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Adjustment for Right Turns

The right-tum adjustment factor accounts for the fact that such
vehicles have longer saturation headways than through vehicles
because they are turning on a tight radius requiring reduced
Speed and greater caution. This factor no longer accounts for

pedestrian interference with right-turning vehicles as editions
0f the HCM before 2000 did. With the introduction of new

; adjustments for pedestrian/bicycle interference, this element
was removed from the right-tum adjustment factor. Right turns
occur under three different scenarios:

. From an exclusive RT lane

. From a shared lane

. From a single-lane approach

For right turns from an exclusive RT lane, the adjustment
factor for right turns {fRT) is a constant 0.85. For shared-lane
turns and single-lane approaches, HCM 2010 provides a
complex iterative procedure for determining the saturation flow

rate directly. This procedure is not detailed here.

Adjustment for Left Turns

If not for the existence of left turns, the HCM model for

signalized intersections would be relatively straightforward.
There are six basic situations in which left turns may be made:

. Case 1: Exclusive LT lane with protected phasing

. Case 2: Exclusive LT lane with permitted phasing

. Case 3: Exclusive LT lane with compound phasing

. Case 4: Shared lane with protected phasing

. Case 5: Shared lane with permitted phasing

. Case 6: Shared lane with compound phasing

All of these options are frequently encountered in the
lield

, with the exception of Case 4, which exists primarily on
one-way streets with no opposing flows.

As was the case for right turns, left-turning vehicles have a
lower saturation flow rate than through vehicles due to the fact
ihat they are executing a turning maneuver on a restricted radius.

The reduction in saturation flow rate for left-turning vehicles is
b>s than that for right-turning vehicles because the radius of
curvature involved in the maneuver is greater. Right-turning
chicles have a sharper turn than left-tuming vehicles.

 The left-

lum adjustment factor (fir) for fully protected phases is 0.95.
For left turns made from shared lanes and/or with

!*nnitted or protected/permitted phasing, the calculations are far
"tore complex. The process for estimating the adjustment factor

these cases is conceptually described later in this chapter.

Adjustments for Pedestrian and Bicycle
Interference with Turning Vehicles

These two adjustment factors were added to the HCM in 2000
to account for the interference of both pedestrians and bicycles
with right- and left-turning vehicles at a signalized intersec-
tion. As was the case for right-tum and left-tum adjustment
factors, the methodology (explained here) is relatively simple
for cases in which left-turns on one-way streets and/or right
turns are made from exclusive lanes. The procedure becomes
far more complex and iterative when shared lanes or left turns
on a two-way street are involved. Consult the HCM 2010
directly for details of the shared-lane methodology.

Figure 24.6 illustrates the conflicts between turning
vehicles, pedestrians, and bicycles.

Right-turning vehicles encounter both pedestrian and
bicycle interference virtually immediately on starting their
maneuver. Left-turning vehicles encounter pedestrian inter-
ference after moving through a gap in the opposing traffic
flow. Because bicycles are legally required to be on the right
side of the roadway, it is assumed that left turns experience no
bicycle interference.

The basic modeling approach is to estimate the propor-
tion of time that the pedestrian-vehicle and bicycle-vehicle
are blocked to vehicles (because they are occupied by

Opposing lanes

. Receiving lanesReceiving lanes

Pedestrian-vehicle

.
  conflict zone

Peds Peds

h| tlHt"Bikes
Subject approach

Bicycle-vehicle
conflict zone

Figure 24.6: Pedestrian and Bicycle Interference with
Turning Vehicles

{Soiute: NCHRP 3-92, Production of the 2010 Highway Capac-
ity Manual, Draft Chapter 18, Exhibit 18-14, pp. 18-38.)
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pedestrians and/or bicyclists, who have the right of way).
Only when these conflict zones are unblocked can vehicles
travel through them.

The following computational steps are followed:

Step 1: Estimate Pedestrian Flow Rate During Green
Phase (Left and Right Turns) This is the actual
pedestrian demand flow rate during the green phase.
The rate is adjusted to reflect the fact that pedestrians
are moving only during the green phase of the signal.

vpedg
< 5

,
000 (24-17)

where: vpedg = flow rate for pedestrians during the
green phase, peds/hg

vped ~ demand flow rate for pedestrians dur-
ing analysis period, peds/h

C = cycle length, s

Sped - green phase for pedestrians, s

The value of gp is taken to be the sum of the pedestrian
walk and clearance intervals where they exist, or the
length of the vehicular effective green where no
pedestrian signals exist. Note that two values of this
parameter are computed, one for pedestrians in the
crosswalk in conflict with right turns, and one for
pedestrians in conflict with left turns.

Step 2: Estimate the Average Pedestrian Occupancy in
the Conflict Zone (Left and Right Turns) 

"

Occupancy"
measureis represent the proportion of green time during
which pedestrians and/or bicycles are present in a
particular area for which the measure is defined. The
occupancy of pedestrians in the conflict area of the
crosswalk is given by Equation 24-18:

OCC,pedg

vpedg

1000
for      < 1,000

OCCpedg = 0
.40 + (- )   0.90 for 1,000 < v s 5,000

mm/ (24-18)

where: OCCpeds
 = occupancy of the pedestrian

conflict area by pedestrians

All other variables as are as previously defined.

The first equation assumes that each pedestrian
blocks the crosswalk conflict area for approximately

1
.8 seconds, considering walking-speeds and the likeli-

hood of parallel crossings. At higher demand flows
,
 the

likelihood of parallel crossings is much higher, and each
additional pedestrian blocks the crosswalk conflict area
for another 0.36 seconds.

Step 3: Estimate the Bicycle Flow Rate During the
Green Phase (Right Turns Only) The bicycle flow rate
during the green phase is found in the same way that
the pedestrian flow rate during green was estimated:

Vbicg = Vbic\-}  1900 (24-19)

where: vbicg - bicycle flow rate during the green
phase, bic/hg

vbjc .= demand flow rate for bicycles during
the analysis period,

 bic/h

- C = cycle length, s

g = effective green  time for vehicular
movement, s

Step 4: Estimate the Average Bicycle Occupancy in the
Conflict Zone (Right Turns Only) Bicycle occupancy
may then be estimated as:

OCCbicg 0
.
02 +

V2700/
(24-20)

where: OCC,bicg occupancy of the conflict area by
bicycles

All other variables are as previously defined.

Step 5: Estimate the Conflict Zone Occupancy (Left and
Right Turns) The occupancies computed in Steps 2 and
3 treat each element (pedestrians and bicycles) separately.
Further, it is assumed that turning vehicles are present to
block during all portions of the green phase.

Equation 24-21 is used to estimate the conflict zone
occupancy 

"

for right turns from exclusive lanes with no
bicycles present and for left turns from an exclusive
lane on a one-way street:

{gped\
OCCr = -JOCC g

(24-21!

where: OCCr = occupancy of the conflict zone
For nght-tummg vehicles, where both pedestrian and
bicycle flows exist. Equation 24-22 is used. Because the
two interfering flows overlap, simply adding the two

2



.
1 24.3  THE BASIC MODEL 591

I

i

occupancy values would result in too great an adjustment.
Allowing for the overlapping impact of pedestrians and
bicycles on right-turning vehicles:

OCCr = - OCCpedgj + OCCblCg -
[Sped \
y-OCCpedgOCCbicgj (24-22)

All terms are as previously defined.

Step 6: Estimate the Unblocked Portion of the Phase,
ApbT (Right and Left Turns) Once the accupancies of
the conflict zone have been established, the unblocked

time for conflict zones (one for right turns, one for left
turns) are computed as follows:

Vr = 1 " 0CCr        if Nrec = turn
ApbT = 1 - 0

.6OCQ if Urec > (24-23)

where: Nrec = number of receiving lanes (lanes into
which right- or left-turning movement
are made)

Ntum = number of turning lanes (lanes from
which right- or left-turning movement
are made)

All other variables are as previously defined.

Where the number of receiving lanes is equal to the num-
ber of turning lanes, drivers have virtually no ability to
avoid the conflict area. Where the number of receiving
lanes exceeds the number of turning lanes, drivers can
maneuver around pedestrians and bicyclists to a limited
extent.

Step 7: Determine Adjustment Factors The adjustment
factors for interference of pedestrians and/or bicyclists

. with left-turn and right-turn movements can be deter-
. mined as follows:

Adjustment Factor for Pedestrian and Bicycle
Interference with Right T\irns (fopfr)

. If there are no conflicting pedestrians or bicyclists,

fRpb=l'0-
. If right turns arc made as a protected phase,/  = 1.0.
. If right turns are made from an exclusive lane with

permitted phasing,//fpfr=ApbT.
. If right turns are made from an exclusive lane with

compound phasing, then// ft=A/)irfor the permitted
portion of the phase and = 1.0 for the protected
portion of the phase.

. If right turns are made from a shared lane, a complex
procedure for determination of thg,shared lane-group
saturation flow rate is presented in HCM 2010,

Chapter 31.

Adjustment Factor for Pedestrian and Bicycle
Interference with Left T\ims {fipb)
. If there are no conflicting pedestrians,/  = 1.0.
. If left turns are made as a protected phase,/if,fe = 1.0.
. If left turns are made from an exclusive lane on a

one-way street with permitted phasing, /i
,pi,=ApbT

. If left turns are made from an exclusive lane on a

one-way street with compound phasing, then fipb
=

ApbT for the permitted portion of the phase and
fipb = 10 for the protected portion of the phase.

. If left turns are made from a shared lane or on a

two-way street, a complex procedure for determina-
tion of the shared lane-group saturation flow rate is
presented in HCM 2010, Chapter 31.

Summary The estimation of the saturation flow rate for
each defined analysis lane group can be a very complex
and iterative procedure. This text outlines detailed methods
for simple cases; more complex cases are treated in the
HCM 2010 and can only be implemented through the
use of software. It is important, however, to understand
the basic relationships and concepts as applied to simple
cases. The relationships and concepts do not fundamentally
change for more complex situations-only the details of
application.

24.3.6 Determine Lane Group Capacities
and V/c Ratios

At this point in the analysis, lane groups have been established,
and demand flow rates, v,

.for each lane group defined. Satura-
tion flow rates, s, for each lane group have been estimated. As
a result, both the demand and saturation flow rates for each

lane group have been adjusted to reflect the same prevailing
conditions. At this point, the ratio of v to s for each lane group
can be computed and now be used as the variable indicating
the relative demand intensity on each lane group.

Several important analytic steps may now be
accomplished:

1
. The v/s ratio for each lane group is computed.

2
. Relative v/s ratios are used to identify the critical-

lane groups in the phase plan; the sum of critical-
lane group v/s ratios is computed.
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3

. Lane group capacities are computed (Equation 24-2).
4

. Lane group vie ratios are computed (Equation 24-3).
5

. The critical vie ratio for the intersection is computed
(Equation 24-5).

The first is a simple manipulation of an earlier output to con-
form to the equations indicated, explained in the "concepts

"

(Section 24.2) portion of this chapter.
The remaining critical analysis that must be completed

is the identification of critical-lane groups. In Chapter 21,
critical lanes were identified by finding the critical path
through the signal ring diagram that resulted in the highest
sum of critical-lane volumes, V,.. The procedure here is
exactly the same, except that instead of adding critical-lane
volumes, vis ratios are added. This process is best illustrated
by an example, shown in Figure 24.7.

The illustration shows a signal with leading and lagging
green phases on the E-W arterial and a single phase for the N-S
arterial. This involves overlapping phases, which must be
carefully considered.

The critical path through Phases Al through A3 is
determined by which ring has the highest sum of vis ratios

.

In this case, as shown in Figure 24.8 the left ring has the
highest total, yielding a sum of vis ratios of 0.52. The criti-

cal path through Phase B is a straightforward comparison of
the two rings, which have concurrent phases. The highest
total again is on the left ring, with a vis of 0.32. In this

case, the critical path through the signal is entirely along
the left ring, and the sum of critical-lane vis ratios is
0

.
52 + 0.32 = 0.84.

The meaning of this sum should be clearly understood.
 In

this case, 84% of real time must be devoted to effective green if

(b) Phase Diagram
LT ONLY

LT ONLY

Al

(a) Geometry
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A3
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.
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Figure 24.8: Fundamental Cases for IQA Estimation of Delay

.
.!

all of the critical-lane group flows are to be accommodated.
In effect

,
 there must be 0.84 * 3600 = 3,024 s of effective.

sireen time per hour to handle the demands indicated. Con-
versely,

 there is at most 16% of real time available to devote to

lost times within the cycle. This fact is used later in the chapter
to revise the signal timing if the analysis indicates that improve-

: ments are necessary.

24.3.7 Estimating Delay and Level
of Service

I i-OS are based on delay, as discussed previously. Specific crite-
na were given in Table 24.

1
. In the analysis of capacity, values

0' the vie ratio for each lane group will have been established.

Using these results, and other signalization information,
 the

delay for each lane group may be computed as:

d= di + d2 + d3 (24-24)

where: d = average control delay per vehicle,
 s/veh

d\ - average uniform delay per vehicle, s/veh
2 = average incremental delay per vehicle, s/veh

J3 = additional delay per vehicle due to a preexisting
queue, s/veh

Uniform Delay

As discussed in Chapter 20, uniform delay can be obtained
using Webster

'

s uniform delay equation in the following
form:
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d i

0
.5C[l - (g/C)]2

1 - [min(I,X)*(g/C)]
(24-25)

where: C = cycle length, s

g = effective green time for lane group, s
X = vie ratio for lane group (max value = 1.00)

This equation was used in the HCM 2000. However, this
formulation calculates the area of a single triangle and can
only accurately predict delay of a lane group with only one
green time and one red time during the entire cycle, such as a
through-only lane group or a left-only lane group served by
protected phasing only. A better way to calculate uniform
delay is to use a queue accumulation method known as
Incremental Queue Accumulation (IQA) as documented in
References 9 and 10. The IQA method does not limit the

shape of the queue accumulation diagram to a simple triangle
but rather can describe all types of complex phasing. The area
of the resulting polygon is then found by breaking the poly-
gon into component triangles and trapezoids for which the
area can be found. This is the approach that will be taken in
the 2010 HCM.

Effect of Progression

Webster's uniform-delay equation assumes that arrivals are
uniform over time. In fact, arrivals are at best random and most

often platooned as a result of coordinated signal systems. The
quality of signal coordination or progression can have a monu-
mental impact on delay.

Consider the following situation: An approach to a
signalized intersection is allocated 30 seconds of effective
green out of a 60-second cycle. A platoon of 15 vehicles at
exactly 2.0 seconds headway is approaching the intersection.
Note that the 15 vehicles will exactly consume the 30 seconds
of effective green available (15*2

.0 = 30). Thus, for this

signal cycle, the v/c ratio is 1.0.
With perfect progression provided, the platoon arrives

at the signal just as the light turns green. The 15 vehicles
proceed through the intersection with no delay to any vehicle.
In the worst possible case, however, the platoon arrives just as
the light tums red. The entire platoon stops for 30 seconds,
with every vehicle experiencing virtually the entire 30 sec-
onds of delay. When the green is initiated, the platoon fully
clears the intersection. In both cases, the v/c ratio is 1.0 for the

cycle. The delay, however, could vary from 0 s/veh to almost
30 s/veh, dependent solely on when the platoon arrives (i.e.,
the quality of the progression).

Incremental Queue Accumulation

When finding uniform delay using IQA, the effect of progres-
sion is built into the methodology. To do this, it is necessary to
separate the arriving lane group flow rate into the rate arriving
on effective green and the rate arriving on effective red

. The
parameter 

"P"

 (proportion of vehicles arriving on green) is
either estimated from field measurements or estimated using
Equation 24-26 for a known arrival type.

P= -(t>) (24-26)

The analysis begins by creating a delay polygon in
which arrival and departure curves are constructed for the
effective red portion of the phase and the effective green por-
tion of the phase (in that order). The construction starts with
effective red because that is the time a queue will be expected
to form. Depending on whether or not there is an initial queue
at the beginning of the effective red, and whether or not there

is a residual unserved queue left at the end of the effective
green phase, a number of polygon shapes are possible, as
shown in Figure 24.8.

Note that each polygon deals with three queues:

. q\ = size of queue at the beginning of the effective
red phase, resulting from unserved demand on the

.  previous red phase(s), veh,

. <72 = size of the queue at the end of the effective red
phase (and beginning of effective green phase), veh, and

. 3 = size of the queue at the end of the effective
green phase (and beginning of the next effective red
phase), veh.

In a series of phases, q3 at the end of the first computational
cycle becomes   for the beginning of the next.

If a signal is operating as desired,
 that is, without break-

downs, then in each cycle, the queue of vehicles that accumu-
lates during the red phase {q  and arrive during the green
phase will all depart during the green phase, leaving no
residual queue (93) which would become an initial queue (q\)
for the next phase. This occurs in Figure 24.8 (a) and (c). In
Figures 24.8 (b) and (d),

 however, the saturation flow rate is
not sufficient for the departure curve to "catch up" with the

arrival curve, and a residual queue remains at the end of the
green. This becomes an initial queue for the next phase.

Note that all of the rates in Figure 24.
8 are in veh/s because

the time scale in this diagram is in seconds. In the equations thai
follow, these rates are expressed in their traditional units of veh/h

2<

T

u:
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The following steps are followed to determine the uniform delay
using 1QA:

1
.
 The arrival rate during the effective red is given by

Equation 24-27:

V
r

(I - P)VC
r

(24-27)

where: Vr = arrival flow rate during effective red, veh/h
P = proportion of vehicles arriving on green
V = average arrival flow rate, veh/h
C = cycle length, s
r = effective red time, s

The proportion of vehicles arriving on green, P, can
either be observed in the field or computed using
Equation 24-8 for the known arrival type.

2
. The queue at the end of the red time is found using

Equation 24-28:

92 = <?! + V36007
* At (24-28)

where: qi = queue at the beginning of effective red,
veh

<72 = queue at the end of effective red, veh
v = average arrival rate; during red time

v - V,, veh/h

s =
' average saturation flow rate; during red
time s   0 veh/h

At - elapsed time; during red time. A/ - r,
effective red time, s

3
. The uniform delay during the effective red time is

found using Equation 24-29:

(24-29)

where all terms are as previously defined, and dr =
uniform delay during effective red, s. Note that this
does not include delay to an initial queue or delay to
vehicles in a residual queue.

4
. The same steps must be repeated to find the uniform

delay during effective green time. The starting point,
however, is the queue at the end of the previous
effective red time, or <?2- The arrival rate during the
effective green time is found using Equation 24-30:

V
.g

VP

ig/c)

VPC

8 ?
(24-30)

where: V
g
 = average arrival rate during effective

green, veh/h

g = effective green time, s.
All other variables as previously defined.

5
. For an undersaturated condition, if you use Equation

24-28 to find the queue at the end of the effective
green, the queue will be negative because there will be
more departures than arrivals. Because of this,

 it is

necessary to find the time when the queue is fully dis-
sipated, that is, when qj, (queue at the end of effective
green) is equal to

"0
.

"

 To find the time A/2, where q3 = 0,

set the number of anivals on green (na) equal to the
number of departures. The number of arrivals during
effective green is Vs/3600 * At, veh. The departure
rate during effective green is the adjusted saturation
flow rate, 5, for the lane group. Thus the number of
departures until the queue is zero is .S/3600 * A/2 = q2
+ n

a. In other words, the number of departures during
A/2 is set equal to the number of arrivals during A/2
plus the queue at the end of the effective red. Then:

And:

A/92
3600
s - V,

(24-31)
g

Where a residual queue remains at the end of the
green phase, A/2 is equal to the effective green time.

6
. The delay during time A/2 is found using Equation

24-32:

d
g
 = At2* ~ y (24-32)

where d
g
 = uniform delay during the green cycle, s,

and all other terms are as previously defined. For
undersaturated flow, q  = "0

.

" Where there is a

residual queue:

93 91 + [ {Vg*g) + {Vr*r)-{s*g)]
3600

(24-33)

where all terms are as previously defined. Arrival
rates on green and red and the saturation flow rate

0
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are expressed in units of veh/h; effective green time
and effective red time are in seconds.

7
. Uniform delay is then the sum of the uniform delays

incurred during the effective red and effective green
phases divided by the number of vehicles experienc-
ing the delay:

d i

jdr + dg)
{<}1 + na)

(24-34)

All terms are as previously defined.
For a more complicated phasing, these same steps are

repeated for each component of the total polygon. The compo-
nents of the polygon are determined by each part of a phase
where the arrival rate and departure rate are constant. If either
change, a separate component shape is formed and the previ-
ous steps are done for that component part. Arrival rates
may change due to the effect of platooning. Departure rates will
change due to the phase going from red to green, of course, but
they also may change when the queue clears or the opposing
queue clears. In cases of protected plus permitted (or permitted
plus protected) phasing, the saturation flow rate is different for
the permitted and protected portions of the phase. Therefore,
although the shape of the polygons can get very complicated,
the basic principles are relatively simple.

It is important to emphasize the IQA is used to estimate
only uniform delay. It does not include additional delay due to
oversaturation or additional delay due to the existence of an
initial queue.

Incremental Delay

The incremental-delay equation is based on Akcelik's equa-
tion (see Chapter 20) and includes incremental delay from ran-
dom arrivals as well as overflow delay when vie ratio > 1.00.
For a pretimed controller it is estimated as:

d 90or+      i) + xHx- i)2+ (
\ cT )]

(24-35)

where: T = analysis time period, h

X = v/c ratio for lane group

c = capacity of lane group, veh/h

k = adjustment factor for type of controller

/ = upstream filtering/metering adjustment factor

For pretimed controllers, or unactuated movements in a semi-
actuated controller, the k factor is always 0.50. The upstream

filtering/metering adjustment factor is-only used in arterial
analysis. A value of 1.00 is assumed for all analyses of indi-
vidual intersections.

For actuated controllers and phases, the relationship is
more complex. For details, consult HCM 2010, Chapter 18
directly.

Initial Queue Delay

Equation 24-35 is used to find the delay due to an initial
queue:

C

K

L

c

d3

3600 / & + Qe-Q
.

vT V

2

2

eo  
_|_
 Qe aeo

2c
Qi]
2c J
(24-36)

where: ee = efc + j(v- c)

Qb = initial queue at beginning of analysis period
T

,
 veh

v = demand flow rate during analysis period
7

,
 veh/h

T = analysis period,
 h

t - duration of unmet demand in analysis period h
Qeo

 = queue at the end of the first saturation analysis
period when v>candQb = 0

Qeo = T{v - c) if v > c; then t = T

Qeo
 = 0 if v < c; then / = Qb/{c - v)<T

Assuming that an initial queue exists (i.e., Qb > 0), an
existing queue at the beginning of the analysis period results
in additional delay beyond adjusted uniform and incremental
delay {di and  that must be estimated. In addition,

 when

there is an initial queue, the uniform delay calculation must be
adjusted as follows:

v

T - t
(24-37)

a

a

t

\

\

i

(

i

4

where: di{adj) = the new adjusted uniform delay
d

s
 = saturated delay (based on the IQA method

setting v = c)

d[ = previous uniform delay with given arrival
rate, v

When oversaturation exists
, it is best to analyze consecu-

tive 15-minute analysis periods, beginning with the period
before a queue appears and ending in the period after dissipation
of the queue.



.
vJ

24.3  THE BASIC MODEL 597

Aggregating Delay

Once appropriate values for d , and 3 are determined, the
total control delay per vehicle for each lane group is known.

Levels of service for each lane group are assigned using the
criteria of Table 24

.
1

.

The HCM allows for lane group delays to be aggre-
gated to approach delays and an overall intersection delay, as
follows:

dA

1
(24-38)

d1
_

A
 

A

i

where: d,- = total control delay per vehicle, lane group i, s/veh

dA = total control delay per vehicle, approach A, s/veh
dj = total control delay per vehicle for the intersection

as a whole, s/veh

= demand flow rate, approach A

v; = demand flow rate, lane group 1

Levels of service may be applied to individual lane groups
and approaches using the criteria of Table 24.1. Note that aver-

age delays are weighted by the number of vehicles experiencing

the delays. At this writing, it is not clear whether the HCM 2010
will permit aggregating LOS to the full intersection level. Many
believe that this is a misleading measure, which can be used to
mask critical problems in the intersection, particularly failures
on individual lane groups or approaches.

24.3.8 Interpreting the Results of
Signalized Intersection Analysis

At the completion of the HCM analysis procedure, the traffic
engineer has the following results available for review:

. v/c ratios {X) for every lane group

. Critical v/c ratio {Xc) for the intersection as a whole

. Delays and levels of service for each laiie group

. Delays and levels of service for each approach

. Delay for the overall intersection. HCM 2010 may or
may not allow this delay to be used to obtain an over-
all intersection LOS.

All of these results must be considered to obtain a com-

plete overview of predicted operating conditions in the signal-
ized intersection and to get an idea of how to address any
problems revealed by the analysis.

As noted earlier, the v/c ratio and delay values are not
strongly linked, and a number of interesting combinations can
arise. The v/c ratio for any lane group, however, represents an
absolute prediction of the sufficiency of the capacity provided
to that lane group. Further, the critical v/c ratio represents an
absolute prediction of the total sufficiency of capacity in all
critical-lane groups. The following scenarios may arise:

. Scenario I: X
c
 S 1.00; all X,  1.00. These results

indicate there are no capacity deficiencies in any lane
group. If there are no initial queues, then there will be
no residual queues in any lane group at the end of
the analysis period. The analyst may wish to consider
the balance of X values among the various lane groups,
particularly the critical-lane groups. It is often a policy
to provide balanced X ratios for all critical-lane groups.
This is best accomplished when all critical-lane groups
have Xi ~ X

. Scenario 2:X
C  1.00; some X, > 1.00. As long as

Xc  1.00, all demands can be handled within the
phase plan, cycle length, and physical design pro-
vided. All X

,
- values may be reduced to values less

than 1.00 by reallocation of green time from lane
groups with lower X, values to those with X, > 1.00.
A suggested procedure for reallocation of green time
is presented later in this chapter.

. Scenario 3: X
c
 > 1.00; some or all X, > 1.00. In

this case, sufficient capacity can be provided to all
critical-lane groups only by changing the phase plan,
cycle length, and/or physical design of the intersec-
tion. Improving the efficiency of the phase plan
involves considering protected left-turn phasing
where none exists or protected + permitted phasing
where fully protected phasing exists. This may have
big benefits, depending on the magnitude of left-turn
demands. Increasing the cycle length will add small
amounts of capacity. This may not be practical if the
cycle length is already long or where the capacity
deficiencies are significant. Adding lanes to critical-
lane groups will have the biggest impact on capacity
and may allow for more effective lane use allocations.

Delays must also be carefully considered but should
be tempered by an understanding of local conditions. LOS
designations are based on delay criteria, but acceptability of
various delay levels may vary by location. Drivers in a small

o
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rural CBD will not accept the delay levels that drivers in a
big city will.

As noted earlier, LOS F may exist where vie ratios are
less than 1.00. This situation may imply a poorly timed
signal (retiming should be considered), or it may reflect a
short protected turning phase in a relatively long cycle
length. The latter may not be easily remedied; indeed, long
delay to a relatively minor movement at a busy urban or sub-
urban intersection is sometimes intentional.

Aggregate levels of service for approaches-and par-
ticularly for the intersection-may mask problems in one or
more lane groups. Individual lane group delays and levels of
service should always be reported and must be considered
with aggregate measure. This is often a serious problem
when consultants or other engineers report only the overall
intersection LOS, as permitted through HCM 2000. The
Highway Capacity and Quality of Service Committee of the
Transportation Research Board is considering whether an
aggregate intersection LOS should be permitted in future
HCMs because of its potential to mask deficiencies in indi-
vidual lane groups.

Where lane group delays vary widely, some reallocation
of green time may help balance the situation. However, when

changing the allocation of green timeno achieve better bal-
ance in lane group delays, the impact of the reallocation on
vie ratios must be watched carefully.

24.4 A "Simple" Sample Problem

As long as applications do "not involve permitted or compound
left turns, shared lanes

, or left-turns from a two-way street
,
 a

manual implementation of these models can be illustrated
. This

section provides a "simple
"

 sample problem illustrating the
application and interpretation of the HCM signalized intersec-
tion analysis procedure, incorporating many of the features thai
will be included in HCM 2010. In subsequent sections,

 some of

the more complex elements of the model are presented.

The signalized intersection shown in Figure 24.
9

involves a simple two-phase signal at an intersection of two
one-way streets. All turns are made from a separate lane,

there arc no left turns from two-way streets,
 and all elements

of the HCM procedure can be demonstrated in detail.
 The

problem is an analysis of an existing situation. Improvements
should be recommended if warranted

.
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24.4.1 Input

All of the input variables needed for this analysis are speci-
fied in Figure 24.9. The minimum green times required for
safe pedestrian crossings, however, must be computed

.
 These

are used to check actual signal timings for pedestrian safety.
A warning would be issued if the green times were not suffi-
cient to handle pedestrian safety requirements. Equation 24-9
applies:

G
p

3
.
2 + 0.27 Npeds + (t) <G + y + ar

where: Gp = minimum pedestrian green, s
L = length of the crosswalk, ft

S
p
 = crossing speed,

 default value = 4.0 ft/s

Npeds ~ peds/cycle in crosswalk,
peds/cycle = 100/(3,600/60) = 1.7 peds/cycle

G = vehicular actual green time, s

y + ar = yellow plus all-red time, s

Then:

GpE

/36
3

.2 + (0.27* 1.7) + .

12.7 s < 26.4 + 3.6 + 2.0 = 32.0 .j

)

G'

pN 3
.2 + (0.27* 1.7) + ,

28.05 < 22.0 + 3.6 + 2.5

)
28.1 s

Pedestrians, therefore, are safely accommodated by the signal
i liming as shown. No warning is necessary.

Note that in some jurisdictions, pedestrians are only
permitted in the crosswalk during the green and yellow inter-
vals (not the all red); in others, they are permitted in the cross-
walk only during the green interval {not the yellow or all red).
Should either of these approaches be in effect, then the NB
green would not be sufficient to accommodate pedestrian

safely. A pedestrian pushbutton would have to be provided,
 or

(more likely) a retiming would implemented to satisfy both
pedestrian and vehicular needs.

24.4.2 Volume Adjustment

The intersection is fairly simple. There are four lane groups:
two in each direction. The two legal turning movements have
exclusive lanes. Flow rates are estimated using the PHF.

These computations are summarized in Table 24.
8

.

24.4.3 Saturation Flow Rate Estimation

The saturation flow rate for each lane group is computed
using Equation 24-11:

S = So Nfw fm fg fp fbb fa fiU fRT flT fltpb flpb

where: s = saturation flow rate under prevailing
conditions, veh/hg

sQ = saturation flow rate under ideal conditions,
default value = 1

,900 pc/hg/ln
= number of lanes in the lane group

fi = adjustment factor for prevailing condition "i"

where: w = lane width

HV - heavy vehicles

g = grade

p = parking

hh = local bus blockage

a = area type

LU = lane utilization

RT = right turn

IT= left turn

Rpb = ped/bike interference with right turns

Lpb = ped/bike interference with left turns

Table 24.8: Flow Rate Computations for Sample Problem

Movement V(veh/h) PHF

Flow Rate

(veh/h)
Lane Group Flow

Rate (veh/h)

J

EB-LT

EB-TH

NB-TH

NB-RT

300

1000

600

200

0
.
90

0
.
90

0
.
90

0
.
90

333

1111

667

222

333

1111

667

222
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For the simple case posed in this sample problem, the adjustment
factors are found in appropriate equations and/or tables from the
chapter. These computations are summarized in Table 24.9.

The new adjustment factors for pedestrian and bicycle
interference with right and left turns require multiple steps, each
of which is illustrated in Table 24-10. Note there are no bicycles
at this location, so only pedestrian interference is evaluated for
the NB right-turn lane group and EB left-tum lane group.

The determination of these factors also requires that gp,
the pedestrian green be determined. This is generally taken to
be the length of the pedestrian walk plus clearance intervals,
which (for a pretimed signal) is generally equal to the
effective green period, which is the same as the actual green
period, G, using the standard default values for /] and e. Thus
gp NB = 22.0 seconds and gp EB = 26 A seconds.

The saturation flow rates for each lane group are now
estimated as shown in Table 24.11.

Table 24.9: Computation of Adjustment Factors for
Sample Problem 1

/
ir

(a//) = 1.00  all lane widlhs\0 ft-\2.9 ft

/WM) =

1 1

l + C m--»   1 + 0.10(2-1)
= 0

.909 (Eq 24-12)

finnHUT
 =100 (no grade)

/ ,r=l-( )=.-( )=0.985(£<?24-.3)

l3600 j
_

       "1 3600 J
W N 3
f
f
 (all otherlane groups) = 1.00 (No Parking)

0
.950 (Eq 24-14)

fbtl

(  3600   J
_

    {_ 3600 J
rEBTH 

'

N 3

(all other lane groups) = \.00( No Local Buses)

0
.967 (Eq 24-15)

/
?
 (all) = 1.00 (Fringe Area)

fwam
 =0

.908 (Table24-l,3Lanes)

fwKBw
 =0

-952 (Table24-l,.2Lanes)

fwEBLT,»B*T = 1 00 (Table 24-1,1 Lane)

fnxim
 =0

-85 (ExclusiveRT Lane)

(all otherlane groups) = 1.00 (NoRTs)

fiiEBLT
 = 0-95 (Exclusive LT Lane)

fLT (all otherlane groups) = 1.00(No LTs)

Table 24.10: Computation of Pedestrian Interference
Factors

W» = Vj= ,00[f!]= 273 PedslhS (£
'

?24-17)

v
pedgEB=m 2Tlpedslhg

OCC
V* 273

?Mb = L = = 0
.137 (£024-18)pedNB   2000   2000 '

227
occ

pedEB
 =

2000
= 0

.
114

OCC
rNB

OCC
rEB

" (t") occ  = (I)0'137=0'137 iEq 24"21)
4-) 0.114 = 0.114
126.4 J

A
,*™ = 1 - O.

60CC
,
 = l-(0.60 *0.137) = 0.918(£924- 23)

a
pi,teb = 1-(0.60*0.114) = 0.932

fpbRT(NBRT) = ApbTNB
=0

.
m

fpbRT (allotherlane groups) = \.00(No ped conflict)

fpbLT(EBLT) =0:932

fpbLT (all other lane groups) -l M(No ped conflict)

24.4.4  Capacity Analysis

Adjusted demand flow rates and saturation flow rates may now
be used to compute v/s ratios for the various lane groups,
allowing the selection of critical-lane groups.

 In this case, the

selection of critical-lane groups is fairly trivial because there is
only one signal phase with two lane groups for each of two
approaches. Thus, by definition, the two phases must be critical.

Capacity of a lane group is computed using Equation 24-2:

Si

s

8

C

where: c, = capacity of lane group i, veh/h

: Saturation flow rate for lane group /', veh/hg
: effective green time for lane group i,

 s

: cycle length, s

It should be noted that if standard default values for startup lost
time !) - 2.0 s, and for extension of effective green into yellow
and all-red (e) - 2.0 s are used, the effective green time (g) and
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Table 24.11: Estimation of Saturation Flow Rates Using Equation 24-11

Lane

Group

*
0

(pc/hg/ln)

N

(lanes) f* fnv fp fbb fa flM fur ftT fRpb flpb
S

(veh/hg)

EBLT 1900 1      1.000 0.909 1.000  1.000  1.000  1.000   1.000 1.000 0.950 1.000 0.932 1529

EBTH 1900 3      1.000 0.909 1.000 0.985 0.967  1.000  0.908  1.000 1.000 1.000 1.000 4481

NB TH 1900 2 1
.
000 0.909 0.985  1.000  1.000  1.000  0.952 1.000 1.000 1.000 1.000 3239

NB RT 1900 1 1
.
000 0.909 0.985  1.000  1.000  1.000   1.000 0.850 1.000 0.918 1.000 1327

the actual green time (G) are numerically equivalent. Capacity
analysis computations are summarized in Table 24.12.

The critical vie ratio is computed using Equation 24-5:

where 1{vls)ci = sum of the critical-lane group vis ratios,
0

.
248 + 0.206 = 0.454

L = total lost time per cycle, s

Other terms as previously defined.
The total lost time per cycle is the sum of the start-up

and clearance lost times for each phase, using the standard
default values for  and e. Thus:

eUEB = 2.os

e2 EB = y + ar - 2.0 = 3.6 + 2.0 = 3.6 s

\
>
NB 2

.
0 s

hNB = 3-6 + 2.4 - 2.0 = 4.0 s

L = 2.0 + 3.6 + 2.0 + 4.0 . 11.6 s

Then:

X
c
 = 0

.
454 *

/
 

60

W -111.6) 0
.
563

The capacity results indicate there is no capacity prob-
lem at this intersection.

24.4.5 Delay Estimation and Level
of Service

The average control delay per vehicle for each lane group is com-
puted using IQA for (Equation 24-34), and Equations 24-35,
and 24-36 for di and rfj, respectively:

d di + do + d2 3

rjtf -1) + 4, = 9oor|(x- i) + \Kx- i)2 +
MIX

cT ]
where: d = total control delay per vehicle, s/veh

dj = uniform delay, s/veh

2 = incremental delay (random + overflow), s/veh

3 - delay per vehicle due to preexisting queues, s/veh
(no pre.-existing queues in this case, 3 = 0.0 s/veh)

T = analysis period, h, 0.25 h or 15 m in this case

X = vie ratio for subject lane group
k- incremental delay factor for controller type 0.

50

for all pretimed controllers

/ = upstream filtering adjustment factor (always 1.0
for isolated intersection analysis)

Other variables are as previously defined.

i

Table 24.12: Capacity Analysis Results

Lane

Group

v

(veh/h)

s

(veh/hg) v/s G(s) C(s) C (veh/h) X{v/c)

EBLT 333 1529 0
.
218 26.4 60 673 0

.
495

EB TH 1111 4481 0248 26.2 60 1972 0
.
577

NB TH 667 3239 0206 22.0 60 1188 0
.
561

NB RT 222 1327 0
.
167 22.0 60 487 0

.
456

Note: Bold type indicates critical vis ratio for each phase.
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First-Term Delay (c )

To find di for the EB LT lane group, first find:

v = 333 veh/h

P = 04773)* (g/O = (5/3) * (26.4/60)
Vr = Arrival rate on red = {l-P)v{Clr)

= (1- 0.733)* 333* (60/33.6) = 159 veh/h
(Equation 24-27)

V
g
 = Arrival rate on green = vP(C/g)

0
.
733

= 333 * 0
.733 * (60/25.4) 555 veh/h

(Equation 24-30)

1
. Start at beginning of effective red, where the initial

queue is assumed to be zero, qi = 0.

2
. Find the queue at the end of the red time,

(72 = (?i + (v-s)/3600 * A/ > 0, where v = aver-

age arrival rate, which during the red time = V , and
s = 0, during red because there are no departures.
A/ is the effective red time for the EB phase, which
is equal to the cycle length minus the effective green
time, or 60.0 - 26.4 = 33.6 seconds. Then, using
Equation 24-28, 2 = 0 + (159-0)/3600 * 33.6 =
1

.
48 veh.

3
. Find the incremental delay during the effective red

time using Equation 24-29: dr = Ar* (  + q2)/2
= 33

.6 * (0 + 1.48)/2 = 25.9 s/veh.

4
. Assuming undersaturated fkw, the time until the

queue clears during the green phase, A/2, is found
using Equation 24-31:

3600(72     3600 * 1.48
Af-> =   =   = 5.47 s2    s-V

g
     1529 - 555

5
. The delay during Ar2 is found using Equation 24-34:

d
g

4
.
0 s

6
. Uniform delay may now be computed using

Equation 24-37:

d
{dr + dg)      25.9 + 4.0

i
(42 + na)     1.48 + 4.07

5
.
2 s/veh

where na is the number of vehicles arriving on green
= 555 * (26.4/3600) = 4.07.

Computations for the other three lane groups follow the same
procedure and are summarized in Table 24.13.

Table 24.13: Computations for dx Summarized

Variable

Lane Group

EB LT EB TH NB TH

v (veh/h)

s (veh/hg)
on red

s (veh/hg)
on green

AT

C(s)

g(s)

Ks)

qj(veh)

P

Vr (veh/h)
Vg (veh/h)

q2(veh)

qjfvehs)

At2(s)
n,a

dr(s)

dj (s/veh)

333

0

1529

5

60

26.4

33.6

0

0
.
733

159

555

1
.
48

0

5
.
47

4
.
07

24.9

4
-
0

5
.
2

1111

0

4481

5

60

26.4

33.6

0

0
.
733

529

1852

4
.
94

0

6
.
76

13.58

83.0

16.7

5
.
4

667

0

3239

3

60

22

38

0

0
.
367

667

667

7
.
04

0

9
.
85

4
.
08

133.8

34.7

15.2

NB RT

222

0

1327

3

60

22

38

0

0
.
367

222

222

2
.
34

0

7
.
63

1
.
36

44.5

8
.
9

"

 14.5

Second Term Delay (d )

The second-term delay for the EB LT lane group is computed
as follows:

d2 = 90071 (X -jtf - 1) + (X- 1)2 +
MX

eT ]
where: 7= 0.25 hi

X = v/c ratio = 333/673 = 0.495

v = 333 veh/h

c = capacity - s * (g/Q = 1529 * (26.4/60) = 673 veh/h
k = 0.50 (pretimed controller)

/ = 1.00 (intersection analysis)

d2 = 900 * 0.25 (0.495 - 1)

+ j(0
.

49S - I)21 S l jj
V 673*0.25

i

!

I

i
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d2 = 225 * - 0.505 + y 0.255 +
1

.
98

168.25 ]
= 225 * [-0.505 + Va26677] = 2.6s/veh

Computations for all of the lane groups are summarized
in Table 24.14.

Third Term Delay (dj)

Because there are no unserved queues at the end of any green
phase, all values of dj, are 

"0
.

"

Total Delay and Level of Service

The total delay for each lane group is summarized in Table 24.15.
Levels of service are assigned to each lane group according to the
criteria of Table 24.1.

Delay may be aggregated for each approach, with the
average delay weighted by the demand flow rate on each of
the lane groups:

d
.e:

'N

(333*7.8) + (1111*7.6)
(333 + 1111)

(667*17.1) +(222 17.6)
(667 + 222)

7
.65 s/veh (LOS = A)

17.22 s/veh (LOS = B)

Although an aggregation for the overall intersection
could also be completed, it is not a very meaningful number
and not recommended.

Table 24.14: Computations for  Summarized

Variable

Lane Group

EBLT EBTH NBTH NBRT

v(veh/h)

I s(veh/hg)

!C(S)
k

i

T(h)
c(veh/h)
|X
jX-l

(s/veh)

333

1529

26.4

60

0
.
5

1

0
.
25

673

0
.
495

-0
.
505

2
.
6

1111

4481

26.4

60

0
.
5

1

0
.
25

1972

0
.
563

-0
.
437

1
.
2

-is-

667

3239

22

60

0
.
5

1

0
.
25

1188

0
.
562

-0
.
438

1
.
9

222

1327

22

60

0
.
5

1

0
.
25

487

0
.
456

-0
.
544

3
.

1

Table 24.15: Total Delay and Level of Service for Lane
Groups of Sample Problem 24.1

Lane

Group (s/veh) (s/veh)
d3

(s/veh)

d

(s/veh) LOS

EBLT 5
.
2 2

.
6 0 7

.
8 A

EBTH 5
.
4 1

.
2 0 7

.
6 A

NBTH 15.2 1
.
9 0 17.1 B

NBRT 14.5 3
.

1 0 17.6 B

From Table 24.1, these delays are in the range of LOS A
and B for both lane groups and the intersection as a whole,

 a

very acceptable result.

24.4.6 Analysis

The delay and capacity results both indicate that the intersection
is operating acceptably. Some improvement, however, might be
possible through a retiming of the signal to achieve better
balance between the two phases and to achieve a higher utiliza-
tion of available green time.

The critical v/c ratio was determined to be 0.563. This is

a low value, indicating that 43.7% of green time is unused.
Optimal delays usually occur when v/c ratios are in the range
of 0.80 to 0.95. The value 0.563 indicates that the cycle length
is probably too long for the current demand volumes. The
lane groups have similar v/c ratios, so the balance of green
time is reasonable.

This was, in effect, a very simple situation with no
complicating factors. The solution of the problem, how-
ever, is still lengthy and contains many steps and computa-
tions. For these reasons, most traffic engineers use a
software package to implement this methodology. When
more complicated situations arise, there is no choice but to
use software.

24.4.7 What If There Is a dz7

What would happen if the demand flow rate for the NB TH
lane group were actually 2,000 veh/h? This would be
greater than the capacity of the lane group, 1,972 veh/h.
The answer would depend heavily on how long this situa-
tion persisted. For the sake of illustration, assume this
condition exists for four consecutive 15-minute periods.
There is no preexisting queue at the beginning of the first
15-minute interval.

Because v>c, there will be a queue at the end of
the first 15-minute interval, and therefore a queue at the
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beginning of the second 15-minute interval (and the third and
the fourth). Assuming the intervals are consecutively num-
bered 1 through 4, the queues at the beginning and end of
each of the four periods can be found as:

Qe =Qb + W - C)

Qb] = 0.00 (given)

Qe] = 0 + 0
.25 * (2000 - 1972) = 7 vehs = Qn

Qe2 - 7.0 + 0.25 * (2000 - 1972) = 14vehs = Qb3

Qe3 = 14
.0 + 0.25 * (2000- 1972) = 21 vehs = QM

Qe4 = 21
.0 + 0.25* (2000 - 1972) = 28vehs

Each of these periods will have the same d\ and  values.
The first-term delay, however, must be computed using

Equation 24-37 because there is an unserved queue:

  t     
,
 T-t

dx{adj) = ds- + J,-

In this case, the entire analysis period is oversaturated, and
t = T. Then, d\ (adj) = ..This is computed as shown previ-
ously, but with the assumption that v = s = 1972 veh/h.
When this is done (not shown here), the result is di(adj) =
8

.
0 s/veh.

The second-term delay is computed using Equation 24-35,
but with a v/c ratio of 1.00 and c - 1972 veh/h:

d2 = 900T X - 1) + (X-\)2+
900 * 0.25

/       ~7   8* 0.50 * 1 * 1 '
ia-O + V"-"*   1972 . 0

.25 j
4 = 225.j

'

o + 
_ 7jj

= 225 * [O + V0.008112] = 20.3 s/veh
The third term delay, d , accounts for the delay due to

the preexisting queues that are present in the second through
fourth 15-minute analysis periods. This value will be different
for each of these periods.

eo      (2f ~ Qm 
_

 G|
2c0 2c

d3

3600 / Qt + Qe- Q,
-

FV 2 )

Values of Qb and Qe were computed previously for each period
.

Qe0 is the queue at the end of the first time period in which v > c
,

in this case, Qel. Tand t are equal; both are 0.25 h. Demand flow
rate, v, is 2000 veh/h. Then:

d31
 

3600

2000

d32

+

d33

+

i00    17     0 + 7 - 7 \

( T972) + ( 4972 )] = 0-0s/veh
i00    I

"

/     7+ 14 -7\

(TM94) + ( )] = 13-0s/veh
)m    \f

nne
 14 + 21 - 7 \

/212-72\ 7 142 \1

U* 1972/ + V2* 19727 J

+

 

3600

2000

 

3600

2000

2* 1972
,

+ 28 -

26.3 s/veh

34    200*0.25 LV 2 J

+ (f l) + (2 72)] = 39-9s/veb
To each of these delays, the first (8.0 s/veh) and second (20.3
s/veh) term delays must be added,

 so that:

d (first period)

d (second period)

d (third period)

d (fourth period)

28.3 s/veh

41.3 s/veh

52.6 s/veh

68.2 s/veh

This is considerably higher than the 7.
6 s/veh of delay

for the initial conditions described for this lane group.
However, although the lane group in this case would be
operating at LOS F (v/c > 1.00),

 even after four consecutive

15-minute periods, the delay values do not rise to the level
that would be labeled LOS F in the absence of a failure.

This is because after the four periods, the unserved queue is
only 28 vehicles of 2,

000 vehicles that have arrived during

the four periods.
The length of the queue is approximately 28/3 = 9.33

veh/ln (about 280 to 320 feet) at the end of the fourth period
This may be a concern if the next upstream signal is close
enough that a 280- to 320-foot queue would negatively impad
saturation flow rates of vehicles attempting to leave the
upstream signal.

1

1

\

<

1

I
f

c

f

f
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It is also obvious that the longer this situation continues,
the higher the delays will become. Delays would top 80 s/veh
in a fifth period and would become extremely difficult should
the condition continue into a sixth period or more.

24.5 Complexities

Previous sections of this chapter dealt with portions of the HCM
model for analysis of signalized intersections that are at least
somewhat straightforward and can be reasonably illustrated
through manual applications. In this section of the chapter, some
of the more intricate portions of the model are discussed. Some
elements are not completely detailed. Consult the HCM directly

for fuller descriptions.
The following aspects of the model are addressed:

. Permitted left turns

. Analysis of compound left-turn phasing

. Using analysis parameters to adjust signal timing

. Analysis of actuated signals

HCM 2010 introduces a number of new features for

signalized intersection analysis. Most importantly, the
methodology focuses on the analysis of actuated signals,
with pretimed signals comprising an application in which
signal parameters are specified instead of being estimated.
Incremental queue analysis replaced Webster's delay
equation for uniform delay and incorporates the effects of
progression directly, eliminating the need for an adjustment
factor to account for this.

In many cases, complex situations are not handled by
discrete adjustment factors but by directly estimating saturation

! flow rate for the situation. Thus, in estimating the saturation
flow rate for lane groups including permitted left turns, no

left-turn adjustment factor is specifically identified but it is
implicitly included in the models that are used. Because of this

,

the sections that follow focus on the conceptual approach,
 with

some, but often incomplete, exposition of the specific analytic
models used in each case.

24.5.1  Permitted Left Turns

The modeling of permitted left turns must account for the
complex interactions between permitted left turns and the
opposing flow of vehicles. These interactions involve several
discrete time intervals within a green phase that must be sepa-
rately addressed.

Figure 24.10 illustrates these portions of the green
phase. It shows a subject approach with its opposing flow.
When the green phase is initiated, vehicles on both

approaches begin to move. Vehicles from the standing queue
on the opposing approach move through the intersection with
no gaps. Thus no left turn from the subject approach may pro-
ceed during the time it takes this opposing queue of vehicles
to clear the intersection. If a left-turning vehicle arrives in the
subject approach during this time, it must wait, blocking the
left-most lane, until the opposing queue has cleared.

 After the

opposing queue has cleared, left turns from the subject
approach are made through gaps in the now unsaturated
opposing flow. The rate at which they can be made as well as
their impact on the operation of the subject approach depends
on the number of left turns and the magnitude and lane distri-
bution of the opposing flow.

Another fundamental concept is that left-turning vehi-
cles have no impact on the opeiation of the subject approach
until the first left-turning vehicle arrives. This is an intuitively
obvious point, but it has often been ignored in previous
methodologies.

8

gf>gq

gu = g-gf

Figure 24.10: Portions of the Green Phase Illustrated
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The three distinct portions of the green phase may be
defined as follows:

* gq- average amount of green time required for
the opposing queue of standing vehicles to clear the
intersection, s

m gf= average amount of green time before the first
left-turning vehicle arrives on the subject approach, s

* Su = average amount of time after the arrival of the
first left-turning vehicle that is not blocked by the
clearance of the opposing queue, s

Figure 24.10 also illustrates the relationship between
these key variables. The value of gu depends on the relative
values of gfandgq.

gu = g- 8q    for gq - gf

gu = g- gf for gq < gf

(24-39)

where: g = total effective green for phase, s
Other variables as previously defined.
When defined in this fashion, gu represents the actual

time (per phase) that left turns actually filter through an unsat-
urated opposing flow.

Lastly, left turns can move during the clearance lost
time as sneakers.

Basic Model Structure

Permissive left turns are analyzed using the IQA method. In
the queue accumulation process, one needs to determine the
arrival and departure rates during each portion of the green
phase, using the preceding definitions of critical portions of
the green phase. Thus the model for left-turns must consider
what type of left-turn operations is taking place at various
times within a given green phase.

. Interval 0: r
. Starting at the beginning of effective red

time, assume the queue is zero. During effective red
time, the queue builds at a rate arrival rate on red,
The departure rate is zero.

. Interval 1: gf. Before the first left-tuming vehicle
arrives in the subject approach, left-tuming vehicles
have no impact on the operation of the left lane.
Thus, during this period, vehicles arrive at Vg, the
arrival rate on green, and depart at the saturation
flow rate, s, the saturation flow rate for the lane
without left turners. If it is an exclusive left-turn

lane, then gy= 0.

. Interval 2: {gq
 - gf). If the first left-tuming vehicle

on the subject approach arrives before the opposing

queue clears {gq > gf), the vehicle must wait, block-
ing the left lane during this interval. No vehicle can
move in the left lane while the left-turner waits

,

Therefore, the saturation flow rate is 0
.00. Where

gf - gq* this fime period does not exist. Where the
opposing approach is a single-lane approach, some

left turns can be made during this period, as discussed
later. The arrival rate is V

g.

. Interval 3; gu. This is the period during which left
turns from the subject approach filter through an
unsaturated opposing flow. During this period of
time, the saturation flow rale must be adjusted by a
left-tum adjustment factor between 0.00 and 1.00

,
 to

reflect the impedance of the opposing flow.
 The

adjustment factor for this period is referred to as f |,

Arrival rate is V
g.

- When the opposing approach has a single
lane, a unique situation for left-turners arises.

 Left-

tuming vehicles located within the opposing
standing queue will create gaps in the opposing
queue as it clears. Left-turners from the subject
approach may make use of these gaps to execute
their turns. Thus

, when the opposing approach has
only one lane, some left turns from the subject
approach can be made during the time period
igq ~ gf) and the saturation flow rate will have an
adjustment factor for this period of some value
between 0/00 and LOO

, designated as F2.
. Interval 4; sneakers

. During the ending or clearance
lost time, /2, left turns can move as sneakers. Th
number of sneakers depends on the proportion of left
tums in the lane group, Pl- The saturation flow rate
during this period is 3600 * (1 + Wa-

Consider the simple shared left-through lane with
permissive-only phasing, as shown in Figure 24.11. When
the phase is effectively red,

 vehicles continue to arrive, but

the departure rate is zero and the queue grows (to Point
Qr). When effective green begins, the queue begins to dis-
sipate until the first left-tum vehicle arrives at gf and
blocks the lane (Point Qf). The queue will then grow again
and no vehicles will depart until the opposing queue clears
at time gq (Point Qq). After the opposing queue clears, the
remaining green time left is gu. During this time, the
subject queue will clear at Point Qp. Notice that you need
the opposing approaches queue clearance time to find the
subject approach queue clearance time at point Qp

.
 This

creates a circular logic, and a special procedure is needed

J

c

(

1

I

t

I

I

:
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Figure 24.11: Queue Accumulation Polygon for a Shared Lane with Permitted Left Turns
(Source: NCHRP 3-92, Production of the 2010 Highway Capacity Manual, Draft Chapter 31, Exhibit 31-12.)

for this special case of both opposing approaches having
shared left-through lanes with permissive phasing. Thus in
order to find the area of the triangles and trapezoids that
make up the polygon for a left-turn movement that has
permissive left turns, you first need to determine the por-
tions of the effective green phase: gf,gq,gu; as well as the
adjustment factors Fi and F2. Models for finding each of
these variables are found in the HCM2010, but will not be

given here.

Summary for Permitted Left Turns

The HCM 2010 does not actually produce a left-tum adjust-
ment factor for permitted turns (the model is included in
equations to estimate the saturation flow rate for a lane group
with permitted left turns). If one were actually computed, it
would be a composite based on three fundamental time peri-
ods, as described previously:

. During gf, the time before the first left-turning vehicle
arrives, left turns have no impact on discharge, and
the left-turn adjustment factor is 1.00.

. During gjig = gq
- gf O, two situations are pos-

sible: If the opposing approach has only one lane,
then the left-tum adjustment factor is F2- If there
are two or more lanes on the opposing approach,
then this time is completely blocked to left-turning
vehicles, and the effective left-tum adjustment
factor is 0.

. During gy, the left-tum adjustment factor is F].

Thus, the left-tum adjustment factor would be of the form:

S 8 g g g

(24-45)

for multilane opposing approaches. For single-lane opposing
approaches, the adjustment factor would be in the form of:

fLT= -(1.0)+ - (F2)+ (F,)
g S 8

8f    Sdiff       gu .
.

= - + -F2 + -F, (24-46)
8       g g

All variables are as previously defined.
In the past, "sneakers" have been added as an additional

term to Equations 24-45 and 24-46. If it is assumed that each
successful sneaker adds 2.0 seconds of effective green to the
actual effective green, then the following term could be added
to Equations 24-45 or 24-26 to account for them:

2
-0(1 + PL)

g
(24-47)

where is the additional effective green used by sneakers.
 It

is assumed that there will always be at least one sneaker that
can get through per phase. The maximum number that could
successfully "sneak"

 is two vehicles. The probability of the
second vehicle in line also being a left-tumer is P/

,

 The term

for sneakers can be added to Equations 24-45 and 24-46,
 or it

could be treated as an effective minimum value for fu.
Of course, HCM 2010 never actually produces a left-

tum adjustment factor for permitted turns,
 as we have noted.

0
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24.5.2 Modeling Compound Phasing

Protected plus permitted and/or permitted plus protected
phasing is the most complex aspect of signalized intersection
operations to model analytically. The approach to estimating
saturation flow rates, capacities, and delays, however, is the
same as just shown but with a more complicated polygon.

This section describes some of these alterations in gen-
eral, with some illustrations. We urge you to consult the HCM
directly for full details of all aspects of compound phasing
analysis.

In terms of saturation flow rates and capacities, the gen-
eral approach taken in the HCM is straightforward. The pro-
tected and permitted portions of the phase are separated, with
saturation flow rates and capacities computed separately for
each portion of the phase. The appropriate green times are
associated with each portion of the phase. The protected por-
tion of the phase is analyzed as if it were a fully protected
phase (i.e.,//j- = 0.95); the permitted portion of the phase is
analyzed as if it were a fully permitted phase, using the left-
turn model described in the previous section.

Although the separation of protected and permitted por-
tions of the phase works well in the computation of saturation
flow rates and capacities, the determination of vie ratios is
more difficult. In theory, what is needed is an algorithm for
assigning the demand flow to the two portions of the phase.
Unfortunately, the division of demand between protected and
permitted portions of the phase depends on many factors,
including the platoon arrival structure on the approach. The
HCM takes a very simplistic view: 

'

. Demand uses the full capacity of theirs/ portion of the
phase, regardless of whether it is protected or permitted.

. All demand unserved by the first portion of the phase
is assigned to the second portion of the phase.

Thus the first portion of the phase has a maximum v/c
ratio of 1.00. If all demand can be handled in the first portion
of the phase, no demand is assigned to the second. In these
cases, it might cause the engineer to question the need for
compound phasing.

Where the first portion of the phase cannot accommo-
date the demand, all remaining flow is assigned to the second.
The vie ratio of the second portion of the phase, therefore, can
range from 0.00 (when no demand is assigned) to a value
> 1.00, when the total demand exceeds the total capacity of

the compound phase.
The prediction of delay for compound phasing is even

more complex than a simple permissive phasing, but the steps
are the same, finding the area of the component polygons.

24.5.3  Altering Signal Timings Based
on v/s Ratios

As discussed earlier
, the capacity and/or delay results of a sig-

nalized intersection analysis may indicate the need to adjust
the cycle length and/or to reallocate green time. Although the
engineer could return to the methodology of Chapter 21

,
 a

retiming of the signal may be accomplished using the results
of the analysis as well. The methodology outlined here may
not be used if the phase plan is to be altered as well because it
assumes that the phase plan on which the initial analysis was
conducted does not change.

As a result of an analysis, vis ratios for each lane group
have been determined and the critical path through the phase
plan has also been identified. Therefore, the sum of critical-
lane group vis ratios is known.

If the cycle length is to be altered, a desired value may
be estimated using Equation 24-5, which defines Xc,

 the criti-
cal vie ratio for the intersection

. The equation is solved for the
cycle length,

 C:

C
LXC

(24-48)

where all terms have been previously defined. In this applica-
tion, the engineer would choose a target value of Xc.

 Just as in

Chapter 21, the target value is usually somewhere in the range
of 0.80 to 0.95. The optimal delays usually occur with vie
ratios in this range.

Once a cycle length has been selected,
 even if it is the

same as the initial cycle length used in the analysis, green times
may be allocated using Equation 24-3, which is solved for gf

ft

.

 (vlfh

(24-49)

The most often applied strategy is to allocate the green
such that all values of X

, for critical-lane groups are equal to
Xc Other strategies are possible,

 however.

Consider the problem shown with analysis results sum-
marized in Figure 2412. Instead of demand flow rates,

 the vis

ratios determined for each lane group are shown on the
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from curb line)
Arrival Type 3 (all lane groups)
No pedestrian signals

A

5 @ 11 ft z
Level Grade

t
0

.
378*

0
.
137*

0
.
392

Bus Stop
20 buses/h

i i

I I

+3% Grade

i i
I I
I i

A

2 @ 12 ft

0       7 ft
A

0
.
284*

I

2@ 12 ft

N

->

3 @ 13 ft

Phasing Diagram

> A A

i
<

><

VV

Al: G=I0s

y=2 s,
 ar=2 s

A2: G=22s
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Analysis Results
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EBLT*

v/c Ratio (X)
0

.
819

Delay (s/veh)
47.9

LOS

D

EBTH 0
.
625 9

.
7 A

WBTH* 1
.
031 54.1 D

NBTH*

Intersection

1
.
064

0
.
999

66.6

44J

E

D

Note: * Denotes critical lane group.

Figure 24.12: Adjustment to Signal Timing Illustrated

diagram of the intersection. This is an intersection in a busy
downtown area

, and, except for the protected EB LT, no turns
are permitted.

The figures show there are two distinct problems
identified

. The Xc value of 0.999 indicates that the cycle
length is barely adequate to satisfy critical demands.

 An

increase in cycle length appears to be justifiable in this
case. Further, two lane groups, the WB and NB lane groups
(both critical), have v/c ratios in excess of 1.00, indicating
that a deficiency of capacity exists in these phases. Thus
some reallocation of green time to these lane groups also
appears to be appropriate.
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Using Equation 24-48, cycle lengths may be computed
to provide various target v/c ratios. Values of X,- between 0.80
and 0.95 will be tried:

C

C

C

C

12 * 0.95

0
.
95 - 0.797

12 * 0.90

0
.
90 - 0.797

12 * 0.85

0
.
85 - 0.797

12 * 0.80

0
.
80 - 0.797

745 s

104.9 s

192.5 s

3
,
200 s

It is impractical to provide for Xc = 0.80, or even
Xc = 0.85, because the resulting cycle lengths required are
excessive. Note that this computation can result in a negative

number, which implies that no cycle length can satisfy the tar-

get Xc value. In this case, a cycle length between 80 seconds

and 120 seconds appears to be reasonable. For the remainder

of this illustration, a cycle length of 100 seconds is used
. For

a 100- second cycle length:

Equation 24-43 is used to reallocate the green time
within the new 100- second cycle length. A target X,- of 0.906

will be used for each critical-lane group:

£41

&12

G'Al 0
.
137 * C-1

\0.906y

G'kl

( 10° \
a378,fe

15.1 s

41.7 s

/ 100 \
««=G»=o-282,feh31-2 s

15.1 + 41.7 + 31.2 + 12.0 = 100 OK

The retimed signal will provide for vie ratios of 0.906 in
each critical-lane group and for a critical vie ratio of 0.906 for
the intersection. Delays could be recalculated based on these
results to determine the impact of the retiming on delay and
LOS, but these will surely be positive, given that two of the
three critical-lane groups "failed" in the initial analysis, with
v/c > 1.00.

In this example, there were no permitted or compound
left turns. Thus the retiming suggested is exact. Where
permitted or compound left turns exist, saturation flow rates

include a permitted fu that depends on signal timing
parameters. Thus the process in such cases is technically
iterative. In practical terms, however, retiming the signal
as indicated gives a reasonably accurate result that can be
used in a revised analysis to determine its exact impact on
operations.

24.5.4 Analysis of Actuated Signals

The application of an HCM analysis model requires the spec-
ification of signal timing. For actuated signals, the average
phase times and cycle length for the period of analysis must
be provided. For existing locations, this can be observed in
the field. For the analysis of future locations,

 or consideration

of signal retiming, the average phase and cycle lengths must
be estimated.

The HCM 2010 provides a detailed model for the
estimation of actuated signal timing, given controller and
detector parameters as inputs. It is an algorithm that requires
many iterations and is not possible to compute manually
by hand.

Plevious editions of the HCM recommended a rough esti-
mation procedure using Equations 24-42 and 24-43 of the previ-
ous section with a high target vie ratio in the range of 0.95 to
1
.00. As a rough estimate, this is still a viable approach,

 when

no software to implement the HCM'

s more detailed approach is
available. It assumes, however, that ccwitroller settings and
.detector locations are optimali which is not always the case.

The delay model, of course, specifically accounts for
the positive impact of actuated control on operations. It too,
however, requires that the average signal settings be specified.

24.6 Calibration Issues

The HCM model is based on a default base saturation flow

rate of 1,900 pc/hg/ln. This value is adjusted by up to 11
adjustment factors to predict a prevailing saturation flow
rate for a lane group. The HCM provides guidance on the
measurement of the prevailing saturation flow rate, i-
Although it allows for substituting a locally calibrated value
of the base rate, s0, it does not provide a means for doing so
It also does not provide a procedure for measuring lost times
in the field.

It is also useful to quickly review how the calibration of
adjustment factors of various types may be addressed, even if
this is impractical in many cases. A study procedure for meas-
uring delays in the field is detailed in Chapter 10.
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24.6.1  Measuring Prevailing Saturation
Flow Rates

As defined in Chapter 20, saturation flow rate is the maximum
average rate at which vehicles in a standing queue may pass
through green phase, after startup lost times have been dissi-
pated. It is measured on a lane-by-lane basis through observa-
tions of headways as vehicles pass over the STOP line of the
intersection approach. The first headway begins when the
green is initiated and ends when the first vehicle in queue
crosses the STOP line (front wheels). The second headway
begins when the first vehicle (front wheels) crosses the STOP

' line and ends when the second vehicle in queue (front wheels)
crosses the STOP line. Subsequent headways are similarly
measured.

The HCM suggests that for most cases, the first four
headways include an element of lost time and thus are not
included in saturation flow rate observations. Saturation head-

ways, therefore, begin with the fifth headway in queue and
end when the last vehicle in the standing queue crosses the
STOP line (again, front wheels). Subsequent headways do not
necessarily represent saturation flow.

24.6.2 Measuring Base Saturation
Flow Rates

The base saturation flow rate assumes a set of "ideal" condi-

tions that include 12-foot lanes, no heavy vehicles, no turning
vehicles,.no local buses, level terrain, and non-CBD location,

among others. It is usually impossible to find a location that
has all of these conditions.

In calibrating a base saturation flow rate, a location is
sought with near ideal physical conditions. An approach with
three or more lanes is recommended because the middle lane

can provide for observations without the influence of turning
movements. Heavy vehicles cannot be avoided, but sites that
have few heavy vehicles provide the best data. Even where
data are observed under near ideal physical conditions, all
headways observed after the first heavy vehicle must be dis-
carded when considering the base rate.

; 24.6.3 Measuring Startup Lost Time

If the first four headways contain a component of start-up lost
time

, then these headways can be used to measure the startup
lost time

. If a saturation headway for the data has been estab-
lished as h s/veh

, then the lost time component in each of the

first four headways is {h, - h),
 where is the total observed

headway for vehicles 1 to 4 in the queue. The startup lost time
is the sum of these increments. Both saturation flow rate and

startup lost time are observed for a given lane during each sig-
nal cycle. The calibrated value for use in analysis would be
the average of these observations.

Startup lost time under base conditions can be observed
as well by choosing a location and lane that conforms to the
base conditions for geometries with no turning vehicles and
by eliminating consideration of any headways observed after
the arrival of the first heavy vehicle.

24.6.4 An Example of Measuring
Saturation Flow Rates and Startup
Lost Times

The application of these principles is best illustrated through
example. Table 24.17 shows data for six signal cycles of a center
lane of a three-lane approach (no turning vehicles) that is geo-
metrically ideal. In general, calibration would involve more
cycles and several locations. To keep the illustration to a reason-
able size, however, the limited data of Table 24.17 are used.

Note that saturation conditions are said to exist only
between the fifth headway and the headway of the last vehicle
present in the standing queue when the signal turns green.
Only the headways occurring between these limits can be
used to calibrate saturation flow rate. The first four headways
in each queue will be used subsequently to establish the
startup lost time.

The saturation headway for the lane in question is the
average of all observed headways representing saturated con-
ditions. As seen in Table 24.17, there are 41 observed satura-

tion headways totaling 96.0 seconds!
From this data, the average saturation headway (under

prevailing conditions) at this location is:

h
96.0

41
2

.
34 s/veh

From this, the saturation flow rate for this lane may be
computed as:

3
,
600

s= - = 1,538 veh/hg/ln

If a lane group had more than one lane, the saturation
headways and flow rates would be separately measured for
each lane. The saturation flow rate for the lane group is then
the sum of the saturation flow rales for each lane.
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Table 24.17: Example in Measuring Saturation Flow Rate and Startup Lost Time

Queue
Position

Observed Headways (s) in Cycle No.

1 2 3 4 5 6

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

3
.
5

3
.
2

2
.
6

2
.
8H-

2
.
5

2
.
3

3
.
2H

4
.
5

6
.
0

2
.
9

3
.
0

2
.
3

22

2
.
3

2
.

1

2
.
0

1
.
9

2
.
9H

2
.
5

2
.
8H

15

5
.
0

7
.
5

3
.
9

3
.
3

2
.
4

2A

2
.

1

2
.
4

2
.
4

2
.
2

2
.
7H

M
4

.
0

7
.
0

4
.
2H

3
.
6

3
.
2H

15

11

2
.
2

2
.
4

2
.
3

1
.
9

2
.
3

2
.
2

2
.
9H

4
.

1

2
.
9

3
.
5H

2
.
7

21

2
.
2

2
.
0

2
.
2

2
.
4

2
.
2

2
.
7H

M
5

.
0

3
.
2

3
.
0

2
.
5

2
.
9H

2
.
5

2
.
3

2
.
3

2
.
0

2
.
4

2
.

1

2
.
0

13

6
.
0

Sum of

Sat Hdwys

0
.
0

0
.
0

0
.
0

00

13.7

13.3

14.5

13.3

111

12.0

9
.
4

7
.
7

0
.
0

0
.
0

0
.
0

No. of

Sat Hdwys

0

0

0

0

6

6

6

6

5

5

4

3

0

0

0

Sum 96.0 41

Notes: H = heavy vehicle.
Single underline: beginning of saturation headways.
Double underline: end of standing queue clearance; end of saturation headways.
Italics: saturation headway under base conditions.

;
'

.

*

.

*;
'

!

Measuring the base saturation flow rate for this loca-
tion involves eliminating the impact of heavy vehicles,
assuming all other features of the lane conform to base
conditions. Because the heavy vehicles may conceivably
influence the behavior of any vehicle in queue behind it, the
only headways that can be used for such a calibration are
those before the arrival of the first heavy vehicle. Again,

saturation headways begin only with the fifth headway.
Looking at Table 24.18, only eight headways qualify as sat-
uration headways occurring before the arrival of the first
heavy vehicle:

. Headways 5 to 8 of Cycle 2

. Headways 5 to 8 of Cycle 3

Table 24.18: Calibration of Startup Lost Time from Table 24.17 Data

Position

In Queue

Observed Headway (s) for Cycle No.
.

1 2 3 4 5 6 Avgh{s) h
.

I

2

3

4

2
.
5

3
.
2

2
.
6

H

2
.
9

3
.
0

2
.
3

2
.
2

3
.
9

3
.
3

2
-
4

2
.
4

H

H

H

H

2
.
9

H

H

H

3
.
2

3
.
0

2
.
5

H

3
.
080

3
.
125

2
.
450

2
.
300

avg'
2
.175 (s)

0
.
905

0
.
950

0
.
275

0
.
125

Sum 2.255

Notiy. H = headway occurring after arrival of first heavy vehicle.
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The sum of these eight headways is 17.4 seconds, and the
base saturation headway and flow rate may be computed as:

So

17.4

8

3
,
600

2
.
175

2
.
175 s/veh

1
,655 pc/hg/ln

Startup lost time is evaluated relative to the base satu-
ration headway. It is calibrated using the first four head-
ways in each queue because these contain a component of
startup lost time in addition to the base saturation headway.
Because the lost time is relative to base conditions, how-

ever, only headways occurring before the arrival of the first
heavy vehicle can be used. The average headway for each
of the first four positions in queue is determined from the
remaining measurements. The component of startup lost
time in each of the first four queue positions is then taken as
[hi - ho). This computation is shown in Table 24.18, which
eliminates all headways occurring after the arrival of the
first heavy vehicle. The startup lost time for this lane is
2

.255 s/cycle.
Where more than one lane exists in the lane group, the

startup lost time; would be separately calibrated for each lane.
The startup lost time for the lane group would be the average
of these values.

Clearly, for actual calibration, more data would be
needed and should involve a number of different sites. The

theory and manipulation of the data to determine actual and
base saturation flow rates, however, does hot change with the
amount of data available.

24.6.5 Calibrating Adjustment Factors

Of the 11 adjustment factors applied to the base saturation flow
rate in the HCM model, some are quite complex and would
require major research studies for local calibration. Included in
this group are the left-tum and right-turn adjustment factors and
the pedestrian/bicycle interference adjustment factors. A num-
ber of the adjustment factors are relatively straightforward and
would not be difficult to calibrate locally, at least theoretically.
It may always be difficult to find appropriate sites with the
desired characteristics for calibration. Three adjustment factors
involve only a single variable:

Lane width (12-foot base condition)

Grade (0% base condition)

Area type (non-CBD base condition)

Two additional factors involve two variables:

. Parking (no parking base condition)

. Local bus blockage (no buses base condition)

The heavy-vehicle factor involves some very special consid-
erations, and the lane utilization factor should be locally
measured in any event and is found using Equation 24-16 or
default values.

Calibration of all of these factors involves the controlled
observation of saturation headways under conditions in which
only one variable does not conform to base conditions

. By def-
inition, an adjustment factor converts a base saturation flow rate
to one representing a specific prevailing condition,

 or:

s (24-50)

where fi is the adjustment factor for condition i. Thus, by def-
inition, the adjustment factor must be calibrated as:

Jo

(3,600/h)

(3,600/ho) T (24-51)n

All terms are as previously defined.
For example, to calibrate a set of lane-width adjustment

factors, a number of saturation headways would have to be
determined at sites representing different lane widths but
where all other underlying characteristics conformed to base
conditions. For example, if the following data were obtained
for various lane widths,/:

fcjo = 2.6 s/veh

hn - 2.4 s/veh

Ml - 2.1 s/veh (base conditions)

/i
?

 -2
.
0 s/veh

1
.
9 s/veh*14

Adjustment factors for the various observed lane widths could
then be calibrated using Equation 24-51:

Aio - 2 6

7*13 
20

0
.
808

0
.
875

1
.
000

1
.
050

1
.

105
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Adjustment factors for lanes wider than 12 feet are greater than
1

.000, indicating that saturation flow rates increase from the
base value for wide lanes ( > 12 ft). For lanes narrower than
12 feet, the adjustment factor is less than 1.000, as expected.

Similar types of calibration can be done for any of the
simpler adjustments. If a substantial database of headway
measurements can be achieved for any given factor, regres-
sion analysis may be used to determine an appropriate rela-
tionship that describes the factors.

Calibrating heavy-vehicle factors (or passenger-car
equivalents for heavy vehicles) is a bit more complicated and
best explained by example. Refer to the sample problem for
calibration of prevailing and base saturation flow rates. In this
case, all conditions conformed to the base, except for the pres-
ence of heavy vehicles. Of the 41 observed saturation head-
ways, 6 were heavy vehicles, representing a population of
(6/41)* 100 = 14.63%.

The actual adjustment factor for this case is easily cali-
brated. The base saturation headway was calibrated to be
2
.175 s/veh, and the prevailing saturation flow rate (represent-

ing all base conditions, except for heavy-vehicle presence)
was 2.34 s/veh. The adjustment factor is:

hv
2
.
175

2
.
34

=
. 0.929

This calibration, however, is only good for 14.63% heavy
vehicles. Additional observations at times and locations with

varying heavy-vehicle presence would be required to generate
a more complete relationship.

There is another way to look at the situation that pro-
duces a more generic calibration. If all 41 headways had been
passenger cars, the sum of the headways would have been
41 * 2.175 = 89.18 s. In fact, the sum of the 41 headways
was 96.0 seconds. Therefore, the six heavy vehicles caused
96.00 - 89.18 = 6.82 s of additional time consumption due
to their presence. If all of the additional time consumed is
assigned to the six heavy vehicles, each heavy vehicle
accounted for 6.82/6 = 1.137 s of additional headway time. If
the base saturation headway is 2.175 s/veh, the saturation
headway for a heavy vehicle would be 2.175 + 1.137 =
3

.312 s/veh. Thus one heavy vehicle consumes as much head-
way time as 3.312/2.175 = 1.523 passenger care. This is, in
effect, the passenger-car equivalent for this case. Buy. This can
be converted to an adjusUnent factor using Equation 24-14:

At
1

1 + 0.146(1.523 - 1)
0

.
929

This is the same as the original result. It allows, however,
for calibration of adjustment factors for cases with varying

heavy-vehicle presence, assuming that tlie value of EHV is not
affected by heavy-vehicle presence.

24.6.6 Normalizing Signalized
intersection Analysis

In many cases, it will be difficult or too expensive to calibrate
individual factors involved in signalized intersection analysis.

Nevertheless, in some cases
, it will be clear that the results

of HCM analysis are not correct for local conditions
. This

occurs when the results of analysis are compared to field
measurements and obvious differences arise

. It is possible to
"normalize"

 the HCM procedure by observing departure vol-
umes on fully saturated, signalized intersection approaches-
conditions that connote capacity operation.

Consider the case of a three-lane intersection approach
with a 30-second effective green phase in a 60-second cycle.

Assume further that the product of all 11 adjustment factors
that apply to the prevailing conditions is 0.

80. Then:

s = s0NF = 1,900* 0.80 = 4,560veh/hg

c = 4,500 * (30/60) = 2,
280 veh/h

This is the predicted capacity of the lane group using the
HCM model. Despite this result, field observations measured

a peak I5-minute departure flow rate from this lane group
(under fully saturated conditions) of 2,400 veh/h.

The measured value represents a field calibration of the
actual capacity of the lane group because it was observed
under fully saturated conditions. Because it is more than the
estimated value, the conclusion must be that the estimated

value using the HCM model is too low. The difficulty is that it
may be too low for many different reasons:

. The base saturation flow rate of 1
,900 pc/hg/pl is

too low.

. One or more adjustment factors is too low.

. The product of 11 adjustment factors is not an accu-
rate prediction of the combination of prevailing con-
ditions existing in the lane group.

All of this assumes that the measured value was accurately

observed. The latter point is a significant difficulty with the
methodology. Calibration studies for adjustment factors focus
on isolated impacts of a single condition. Is the impact of 20%
heavy vehicles in an 11-foot lane on a 5% upgrade the same as
the product of the three appropriate adjustments,*/r
This premise, particularly where there are 11 separately cali-
brated adjustments, has never been adequately tested using
field data.
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The local traffic engineer does not have the resources
to check the accuracy of each factor involved in the HCM
model, let alone the algorithms used to generate the estimate
of capacity. But the value of the base saturation flow rate
may be adjusted to reflect the field-measured value of capac-
ity. The measured capacity value is first converted to an
equivalent value of prevailing saturation flow rate for the
lane group:

c

s

(g/C)

2
,
400

0
.
50

4
,800 veh/hg

Using Equation 24-12, with the product of all adjustment fac-
tors of 0.80, the base saturation flow rate may be normalized:

s

So NF

4
,
800

3*0.80
2

,000 pc/hg/ln

This normalized value may now be used in subsequent
analyses concerning the subject intersection. If several such
"normalizing

" studies at various locations reveal a common

area-wide value, it may be more broadly applied.
It must be remembered, however, that this process

does not mean that the actual base saturation flow rate is

2
,000 pc/hg/ln. If this value were observed directly, it might

be quite different. It reflects, however, an adjusted value that
normalizes the entire model for a number of underlying
local conditions that renders some base values used in the

model inaccurate.

24.7 Summary

The HCM model for analysis of signalized intersections is
complex and incorporates many submodels and many algo-
rithms. These result from a relatively straightforward model
concept to handle the myriad different conditions that could
exist at a signalized intersection.
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Problems

24-1. A one-way intersection approach of four lanes has the
following characteristics:

. 60-s effective green time in a 100-s cycle

. Four 11-ft lanes

. 10% heavy vehicles

. 3% upgrade

. Parking on one side with 15 mvts/h within 250 ft of
the stop line

. 20 local buses/h stopping to pick up and drop off
passengers

. 8% right turns from an exclusive RT lane

. 12% left turns from an exclusive LT lane

. 100 peds/h in each crosswalk

. No bicycle traffic

. A CBD location

. No opposing approach
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Estimate the saturation flow rate and capacity of the
three lane groups on this approach.

24-2. The intersection shown in Figure 24-13 is to be
analyzed using the HCM 2010 methodology. All com-
putations are to be done by hand but may be checked
using any appropriate software.

(a) Determine the existing v/c ratio and LOS for each
lane group in the intersection.

(b) Determine the LOS for each approach and for the
intersection as a whole.

(c) Make recommendations for improvements in the
signal timing, if your results indicate this is
needed.

The following additional information is avail-
able concerning the intersection for Problem 24-2:
PHF = 0.92: Arrival types: 5 WB, 2 EE, 3 NB;
%HV = 12% in all movements; no pedestrians-over-

passes provided.

24-3. The intersection of Grand Blvd. and Crescent Ave
. is

shown in Figure 24-14. It is a simple intersection of
two one-way arterials in a busy downtown area.

(a) Determine the delays, levels of service, and vie
ratios for each approach, and for the intersection
as a whole.

(b) If a signal retiming is indicated, propose an appro-
priate timing that would result in equal v/c ratios
for the critical-lane groups.

600

N

t

r
200

39 ft

X

I 22 ft

->-525

40 1 f
400 - 330

Phase Al

26 ft

Phase A2

->

Phase B

r
G=30s G=15 s

y=3 s; ar= I s        y=3 s;ar=l s
0=22

.
5 s

y=3 s;ar=l.
5 s

Figure 24.13: Intersection for Problem 24-2

0
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SB TOTAL

CRESCENT

mSTREET

I

-I

WB TOTAL

BUS STOP

200J
3000

EB TOTAL

4@13' GRAND     EAV STREET
1600

 100

1
,
700

NBTOTAL

(a) Geometry and Demand

Lane

Group
EB LT

Grade

(%)
.
0

Heavy Veh
(%)
15

Local

Buses/h, Ng

PHF Conflicting
Peds

0 0
.
90 0

Arrival

Type
5

EBTH 0 15 40 0
.
90 400 5

NB TH

NB RT

0

0

5

5

0

0

0
.
90

0
.
90

400

0

3

3

(b) Characteristics

Signal Phase
EBLT/TH

NB TH/RT

Green, G (s)
25

25

Yellow, y (s)
3

3

All Red, ar (s)
2

2

(c) Signal Timing

Figure 24.14: Intersection for Problem 24-3

4
24-4. Consider the following results of an HCM analysis of a

WB lane group at a signalized intersection, as summa-
rized here:

. v = 800veh/h

. c = 775veh/h

. g/C = 0.
40

. C = 90s

. Initial queue = 0.
0

. T = 0
.
25h

. AT=3

(a) What total control delay is expected during the first
15-minute analysis interval that these conditions
exist?

(b) If these conditions exist for two additional succes-

sive 15-minute periods, what would the total con-
trol delay be for those periods?

24-5. For the data shown in Table 24.19:

(a) Determine the prevailing saturation flow rate for
the lane group illustrated in the data.

(b) Determine the base saturation flow rate for this

lane group.

(c) Determine the startup lost time for this lane
group.

24-6. Using the data in Table 24.19, calibrate the passenger-car
equivalent for heavy vehicles for the lane group depicted
and the heavy-vehicle adjustment factor. Demonstrate
that they yield the same results.

0
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Table 24.19: Data for Problem 24.5

Data for Lane 1, Left Lane

J

a

 -   'J:

Veh.in

Queue

Obsened Headways (sec)

Cycle I       Cycle 2 Cycle 3

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

2
.
8

2
.
6

3
.
9L

10.2H

8
.
7

3
.
0

23

5
.
0

7
.

1

9
.
0

2
.
9

2
.
6

2
.
3

2
.

1

4
.
0L

9
.
9L

9
.
8

3
.
3

2
.
8

2
.
2

L9

5
.
5

4
.
0

3
.
0

2
.
5

2
.
2

2
.
0

1
.
9

2
.
2

2
.
9H

2
.
6

21

4
.
0

5
.
0

Cycle 4    Cycle 5

3
.

1

3
.
5H

2
.
9

2
.
5

2
.

2

2
.
0

1
.
9

U

7
.
0

8
.
0

Data for Lane 2, Center Lane

Veh.in

Queue

Observed Headways (sec)

Cycle 1 Cycle 2 Cycle3

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

2
.
8

2
.
7

2
.
3

2
.

1

2
.
8H

2
.
3

2
.
6H

2
.

1

L9

5
.

0

2
.
9

- 2.5

2
.
2

2
.
0

1
.
9

1
.
9

2
.
0

21
4

.
5

4
.
4

2
.
9

2
.
5

2
.

1

2
.
0

1
.
8

2
.
0

2
.

1

i:9

1
.
8

21

5
.
6

3
.
3

2
.
7 

.

2
.
6

2
.
3

1
.
9

1
.
9

1
.
9

1
.
8

2
.
0

1
.
9

10

7
.

1

2
.
7

2
.
6

2
.
5

2
.
0

1
.
9

1
.
9

3
.
6HL

9
.
0

iQ
4

.
9

9
.
0

Cycle 4     Cycle 5

2
.
9

2
.
3

2
.

1

2
.

1

1
.
9

2
.
0

2
.
4H

2
.
5H

6
.
0

9
.
0

{Continued)
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Table 24.19: Data for Problem 24.5 (Continued)

Data for Lane 3, Right Lane

Veh. in

Queue

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

Cycle 1
3

.
0

2
.
5

2
.

1

1
.
9

2
.
5H

2
.
3

2
.
4R

22

4
.
4

6
.
0

Observed Headways (sec)

Cycle 2 Cycle 3
2

.
8

2
.
5

2
.

1

1
.
9

2
.
0

2
.

1

2
.
5R

2
.

1

19

3
.
5

4
.
0

5
.
0

2
.
9

3
.

1

2
.
7

2
.
8R

2
.
3

3
.
2RH

2
.
5

2
.
3

2
.
0

1
.
8

2
.
6R

7
.
0

Note: H = heavy vehicle; L = left turn; R = right turn.

Underline = last vehicle in standing queue.

3
.
9R

2
.
8

2
.

1

1
.
9

1
.
9

1
.
8

12
3

.
7

5
.
0

Cycle 4    Cycle 5
2

.
8

2
.
6

2
.

1

1
.
8

L9

1
.
9

2
.

1

19
1
.
9

4
.
7

24-7. The capacity of a signalized intersection lane group is
estimated using the HCM methodology, with standard
values as follows:

. S
0
 = l

,900pc/hg/ln

. N = 2 lanes

. F = 0
.75 (product of all adjustment factors)

; .   . g/C - 0.
60

If a capacity of 1,900 veh/h for this lane group was
measured in the field, what normalized value of s

0

should be used to adjust the HCM methodology to
yield the correct estimate?
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CHAPTER
25

Intelligent
Transportation Systems

in Support of Traffic
Management and

Control

It has been approximately 20 years since the first ISTEA
(Interstate Surface Transportation Efficiency Act) legislation
explicitly addressed the theme of "intelligent transportation
systems

" (ITS), in an effort that was then known as intelligent
vehicle highways systems (IVHS).

Since that time, the concept has evolved to embrace a
multimodal approach that (1) provides information to the
traveling public on modal choices, operating status of the
transportation system, and options for their decision making,
and (2) provides the agencies responsible for the public infra-
structure with standards and practices that are directed to
interoperability of equipment and systems.

Based on the extensive public infrastructure and the
emphasis on interoperability, there is a natural role for the public
agencies responsible for the infrastructure and for professional

and trade organizations that serve as forums, leaders, and tech-
nology accelerators.

At the same time
, there are private sector initiatives that

seek to serve the consumer (the traveler) with innovative
products and services, at a pace dictated by market forces and
consumer desires. In many ways,

 this is a concurrent but inde-

pendent effort.
Consider the following:

. Cell phones are now pervasive and provide not only
a means of communicating new information to the
consumer, but also a source of travel times

,
 traffic

volumes, and even origin destinations and route
selections. The data that can flow from these com-

mercial providers can aid transportation planning,

620
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traffic operations and control, and real-time decision
making by both consumers and agencies.1

. In-vehicle navigation systems are becoming a stan-
dard item, whether as original equipment or as a con-
venient (and relatively low-priced) after-market
option. These systems are based on the global posi-
tioning system (GPS) and capable of accepting real-
time updates on traffic conditions and delays from the
service provider.

. The technologies are merging at a pace that may
make even the preceding words dated during the life
of this edition of this textbook. Cell phones have
blended with navigation systems and personal data
assistants (PDAs), so that consumers can expect to be
routed to their chosen restaurant on a walking trip,
see all choices, buy theater tickets, and check train
schedules and delays-in real time.

. The smart car is emerging, driven by competitive
forces, new safety standards, and consumer expecta-
tions. Collision warnings, adaptive speed control,
backup sensors, and even automated parking are
available. The "smart car" is also becoming the safe
car, with intelligent air bags (side as well as front)
and improved design. The path to the 

"automated

car
" is not clear but will emerge. However, it is easy

to forecast the car (or companion device) that not
only selects routes but identifies and perhaps reserves
parking spaces.

. Transportation modeling is becoming more sophis-
ticated because of the needs for dynamic assignment
in real time (when incidents become known, people
reroute, from their then-existing positions, not their
starting point), and for receiving and using as input
more detailed data than ever before (flows, travel

times, selected paths, deduced origins and destina-
tions, times loaded onto the network), and comput-
ing speed.

. Bus transit can interact with traffic signals, to pro-
vide bus priority systems (BPS) that aid on-time per-
formance and reduce delay in these high-occupancy

i
The issue of privacy is acknowledged and must be addressed. But

the authors of this text see that as a issue that will be addressed and

not a long-term impediment to <he use of this data. The consumer
'

s

desire for the benefits of this data will be met in a way that respects
the privacy of the individual because it is the same population that
wants both the privacy and the benefits.

vehicles (as well as overall delay). GPS-based infor-

mation provides performance and planning data.

. Travel can be made more efficient by electronic toll
collection, integrated "one-card"

 systems, variable
pricing, flexible designation of high-occupancy lanes
(HOV) and high-occupancy toll (HOT) lanes.

. Transportation Management Centers (TMCs) can

update control policies, traffic signal settings, meter-
ing, and even lane uses based on current information

,

including weather, traffic loads,
 and incidents. The

TMC can assist in promulgating advisories and in
coordinating with other regional TMCs.

 The same

can be done for planned maintenance and for the
maintenance and protection of traffic (MPT).

. Responses to emergencies, ranging from hurricanes
to terrorist actions, can be enhanced by the ITS
technologies and systems now available.

 Routes

may need to be planned in real time,
 communicated

to the public, and monitored for performance and
incidents.

. Management of scarce resources can be achieved
with ITS technologies, by encouraging travel in hours
with lower demand by variable pricing.

This last item, of course, deals with the issue of congestion
pricing, which is often a highly charged and politically sensi-
tive subject. But given that resources are finite, the issue may
well be amving at a palatable and equitable formulation for
congestion pricing, not focusing on whether or not it should
exist. Indeed, the existing system of tolls, parking fees,

 transit

and transportation vouchers, and such can be thought of as an
existing congestion pricing formulation. But rather than focus
on this issue extensively, for the purposes of this chapter and
this text, it is sufficient to note that the enabling technologies
for other formulations are in place due to ITS technologies.

25.1 ITS Standards

An excellent source of information on current ITS standards in

the United States is the Research and Innovative Technology
Administration (RITA) of the USDOT

, at http://www.standards.
its.dot.gov/.

The Web site notes that "The ITS Standards Program
has teamed with standards development organizations and
public agencies to accelerate the development of open, non-
proprietary communications interface standards." To a very
large extent, the key words are "open" and "non-proprietary."

V

i
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This site is the repository and path to such information as:

. Existing ITS standards

. Current development status

. Deployment resources for state and local ITS
deployers

. Documents
, such as guides, best practices, and

lessons learned

. Technical assistance and training opportunities

The standards themselves are referred to by their National

Transportation Communications for ITS Protocol (NTCIP)
numbers, and they fit within an overall National ITS
Architecture.

25.2 National ITS Architecture

For current information on the overall National ITS Archi-
tecture, visit the USDOT's Federal Highway Administration

Table 25.1: ITS Standards Application Areas

(FHWA) Web site at http://www.ops.fhwa.dot.gov/its
_

arch

imp/index.htm. This site contains the detailed FHWA rule and
Federal Transit Administration (FTA) policy related to the overall
architecture, as well as links to the detailed architecture itself

,

which can be found at http://www.iteris.com/itsarch/.

The architecture defines the functions required for ITS
,

the physical entities or subsystems where the functions reside
,

and the information and data flows that connect the functions
and physical subsystems into an integrated system.

Table 25.1 shows the "interface classes" used in the
architecture and the "standards application areas" associated
with each. In the cited source

, there are hyperlinks to the stan-
dards application areas.

25.3 ITS Organizations and
Sources of Information

In the United States, the Intelligent Transportation Society
of America (ITSA or, more commonly, "ITS America") is

National ITS Architecture Interface Class Standards Application Areas

Center to Center: This class of application areas includes interfaces between trans-
portation management centers.

Data Archival

Incident Management
Rail Coordination

. Traffic Management
Transit Management
Traveler Information

Center to Field: This class of application areas includes interfaces between a manage-
ment center and its field equipment (e.g., traffic monitoring, traffic control, environmen-
tal monitoring, driver information, security monitoring, and lighting control).

Center to Vehicle/lVaveler: This class of application areas includes interfaces between
a center and the devices used by drivers or travelers. It includes interfaces with motorists
and travelers for exchange of traveler and emergency information as well as interfaces
between management centers and fleet vehicles to support vehicle fleet management.

Data Collection/Monitoring
Dynamic Message Signs
Environmental Monitoring
Lighting Management
Ramp Metering
Traffic Signals
Vehicle Sensors

Video Surveillance

5

Mayday
Transit Vehicle Communications

Traveler Information

Field to Field: This class of application areas includes interfaces between field equipment,
such as between wayside equipment and signal equipment at a highway rail intersection.

Highway Rail Intersection (HRl)

Field to Vehicle: This class of application areas includes wireless communication inter-
faces between field equipment and vehicles on the road.

Probe Surveillance

Signal Priority
Toll/Fee Collection

{Source: hnpJ/www.standards.its.dot.gov/leain_Application.asp.)
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the primary organization identified with ITS. It was founded
at the time of the 1991 ISTEA legislation cited at the begin-
ning of this chapter. It has a network of regional/state chap-
ters or affiliates, generally identified by such names as
ITS-NY. The ITS America Web site is at http://www.itsa.org
and provides a wealth of information. Two important annual
events are the ITS America Annual Meeting and the
ITS World Congress. There are a number of comparable
organizations throughout the world, such as ITS-Japan and
ITS-Europe (ERTICO).

Important publications include Traffic Technology Inter-
national and 775 International, information about which can be

found at the Web sites http://www.ukipme.coni/mag_traffic.htm
and http://www.itsintemational.com/, respectively. The Journal
of the Transportation Research Board, also known as the
Transportation Research Record, is an important source of
information on ITS research and related traffic and transporta-
tion research.

There is also the IACP Technology Clearinghouse,
established in 1997 through a cooperative agreement between
the International Association of Chiefs of Police (IACP), the

Federal Highway Administration (FHWA), and the National
Highway Traffic Safety Administration (NHTSA), which
has its Web site located at http://www.iacptechnology.org/
lntelligentTransportationSystems.html. It is the conduit for
USDOT to address "address data collection, information

management, and reporting requirements with law enforce-
ment information technologists at all levels

"

; the Web site

notes that "The Technology Clearinghouse is a fonim to
advance the interests of the FHWA on matters

"

relating to con-
ventional traffic enforcement, automated enforcement, data

collection, commercial vehicle enforcement, and many other
areas of critical mutual interest."

25.4 ITS-Related Commercial

Routing and Delivery

Routing systems are of great importance to trucking and serv-
ice vehicles. This is a large specialty market, with software
available that can compute long-haul routing, urban routing,
and provides answers that take into account the set of sched-
uled pickup and delivery points. Dynamic rerouting, as new
pickups are added en route, is feasible.

Today, it is commonplace for package delivery services
(FedEx, UPS, and others) to offer real-time package tracking
to customers on their Web sites. Using bar-code scanning
technology and wireless communication, packages are
tracked in detail from origin to destination. At the delivery

point, the driver uses a computer-based pad to record delivery
time and often the receiver's signature. This information is
available in virtually real time to the sender.

Clearly, the package delivery services found a differen-
tiating service feature that has rapidly been adopted in a
highly competitive industry. What was special a few years ago
has now become the expected standard of service.

The same data allow the service providers to obtain a
wealth of data on the productivity (and downtime) of their
vehicles and drivers, and on the cost of delivery in various
areas.

25.5 Sensing Traffic by Virtual
and Other Detectors

There is indeed a future in which cell phones and other
devices can provide such a wealth of data that the traffic engi-
neer and manager must worry about being overwhelmed with
data. They must plan for that day.

Indeed, tags such as E-ZPass (used by a number of
states along the Northeast corridor) do already provide the
opportunity to sample travel times and estimate volumes,

 and

E-ZPass readers can be used for such purposes even where
tolls are not collected.

But the day when these newer technologies can be the
primary source of data has not yet arrived. Indeed, there are
still a number of years in which other innovative and tradi-
tional sensors will be the primary source of traffic informa-
tion. The mainstay of traffic detection for decades has been
magnetic sensing of vehicles by a loop installed into the road
surface. It is still important in many jurisdictions, but some
have moved away from loops because of cuts made into the
pavement during maintenance, weather issues such as frost
heave, or relative cost.

These are three alternatives that are coming into greater
use:

I
. Virtual detectors generated in software, using a

standard or infrared video camera to capture an
image of the traffic and generate estimates of flow,
speed, queue, and/or spatial occupancy. Refer to
Figure 25.1 for an illustration. Using such a tool, the
transportation professional can "locate" numerous
"

detectors" essentially by drawing them on top of
the intersection image, and depending on the soft-
ware to process the data.

2
. Side-fire microwave detectors, used to identify flows

and point occupancy in each lane (depending on loca-
tion, in both directions), with the results summarized

0

i
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Figure 25.1: Software-Based Virtual Detector, Using Video Camera
(Source: Courtesy of NYCDOT.)

by lane or by lane group, for user-specified amounts
of time. Refer to Figure 25.2 for an illustration of the
coverage of such a detector. The particular unit illus-
trated is anRTMS (Remote Traffic Microwave Sensor)

detector by Electronic Integrated Systems Inc. It is
capable of covering eight lanes and uses wireless
connections to send the signals to its SPIDER network
in a nearby control cabinet.

3
.
 Wireless detectors imbedded in pavement, such as
illustrated in Figure 25.3. Models are available for
presence or count, and they are generally imbedded
one per lane. The units are approximately 3x3
inches, 2 inches deep. Compared to loops, the manu-
facturer claims an easier install and less susceptibility
to being broken than a loop with a much larger foot-
print Figure 25.4 shows a travel time map generated
from sets of such detectors, using software to identify
the "signature

" or profile of individual vehicles.

There are variations on these types, including a detector
that uses a 360° video image for "area occupancy" detection.

The use of infrared imaging allows vehicles to be
detected in a variety of weather conditions. Another variant is
the use of sophisticated algorithms based on coverage of the
underlying pavement image allows data to be collected from
stationary traffic as well as moving traffic.

25.6 Traffic Control In an ITS

Environment

Four of the remaining chapters in this textbook focus on
(1) good practice and basic principles for coordinating
traffic signals when the v/c is less than 1.00 (Chapter 26)
and when the v/c is greater than 1.00 (i.e., oversaturated;
Chapter 27), (2) arterial multimodal perfonnance (Chapter 28),
and (3) basic principles to consider in the planning and

design of arterials and networks (Chapter 29). The final
chapter focuses on assessing and mitigating the effects of

development on the operation of the transportation system
(Chapter 30).
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Figure 25.2: Illustration of the Placement of an RTMS Detector

(Source: Image of RTMS detector courtesy of EIS, Inc.)
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I Although there are indeed long-term planning issues
spanning years or decades, the underlying theme for much of
this is the use of traffic control measures (cycle length, split,
offset

, number and arrangement of phases) to adapt the sys-
tem to the present situation (demand  weather, incidents),
achieving good performance and service for the users.2

Within the context of balanced use, the operational
problem often reduces to viewing the situation as a feedback

1 control loop and applying basic principles with computerized
or other control. The situation as the authors see it is depicted
in Figure 25.

5
, and can be summarized as follows (for clarity,

2Some of the longer term issues are addressed in Chapters 28 and
29

, including good design of the facilities in the first instance; the
use of roundabouts

, traffic calming, and balanced uses; the multi-
; nodal nature of most facilities; and the need to design with that
i recognition.

1

it is referred to as a street system, but it could include free-
ways and/pr several modes);

. The primary input to the system is determined by the
users, who make decisions on the mode(s) to use, the

time(s) todepart for the trip, and the route(s) to take.

. The users are of course influenced in their decisions

by their knowledge of such other "inputs" to their
decision process as

. The status or condition of the network
,
 as

reflected in underlying capacities, weather, and
incidents.

. The settings of the traffic control devices.

. Information available to the user from public
sources (variable message signs, radio advi-
sories, highway advisory radio [HAR], public
radio) and subscription services (vehicle navi-
gation systems, cell phone messages, other).
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Figure 25.5: Traffic Control Viewed as a Feedback Loop

. All of this user knowledge, which many be imperfect,
contributes to Box 1 of Figure 25.5, namely the state
of the network, as perceived by users. This is not nec-
essarily the true state of the network.

. But it is this perception that leads to Box 2, namely
the self-assignments that the users make to the net-
work. It may also influence some of the user

's initial

conditions, such as departure time and mode.

. The self-assignments lead to Box 3, namely the
actual loading of the network, with the consequent
actual performance (Box II) that may not be seen by
anyone in real time but does exist.

. The next step in the process is Box 4,
 which reflects

the conditions on the network as observed by the

many sensors that are available.

* For instance, public agencies may have a set of
video cameras, side-fire microwave detectors,

magnetic cans or loops in the pavement, and
video for supplemental information. Some or
all of this may be available on the Web, to

users and to services that package or relay the
information.

. At the same time
, subscription services may be

using these and other sources (e.g., cell phone
locations, travel times deduced

, etc.) to update
their advisories.

The key phrase is "the sensors that are available,

" with

the caveat "to the limit of their precision.

" Thus the

knowledge of the system is not perfect. Indeed,
 the real

challenge is how to make good decisions with imper-
fect information; more on this in the next section

.

So the public agency operating the signals takes the
information from Box 4 and uses it in Box 6 to

forecast what is likely to be happening at some (rea-
sonably close) future interval. At the same time,

 we

have the users gaining knowledge from Box 5,
 which

also works off Box 4 (although neither may have
completely identically information because of
sources used).

The user will be making decisions based on perceptions
from Box 5, influenced by their own personal routing
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J

preferences and rules.3 This will change upcoming con-
ditions, even as the responsible agency tries to use Box 6
information to improve the operation.

There are now two paths to take, so that one can assess
what is expected with no changes (Box 7) vis-a-vis what
is expected to happen if there were changes to the control
settings (Boxs 8 and 9). Note that Box 8 is really an opti-
mization algorithm, and that Boxes 8 and 9 are paired
and might even have some iterative steps. Note also-
and especially-that speed is needed in doing all that is
required within Boxes 7,8, and 9 in a timely fashion.

Box 10 is the decision element. It can be automated

or can involve a human in the decision loop. If the
latter, then there must be lime and information for

the human to make an informed decision.

3At one time many years ago, a traffic manager might limit the infor-
mation flow to Box 5 as a means of controlling options available to
the user. Technology has made that approach largely irrelevant.

. Whatever the decision
, the original system (Box 1) is

influenced by it, and the users experience the result
and perhaps further adapt their own actions.

This then is the decision loop that goes on continually. At one
extreme, there need be no changes; a simple "open loop

"

 pre-
determined signal control plan can be used.

 At the other

extreme, a highly responsive adaptive control can be used;
more on this in the next section.

Notice that the discussion on Box 10 indicated that "time
and information" is needed. Figure 25.6 shows the time aspect:
If one is to consider changing the control for Interval or Period
"

n
,

" everything must be done in Pferiod "(n-1)," based on data
available at the end of Period "(ii-2)."Thus Period "(n-1)" has to
include all the work shown in Boxes 6 through 9 of Figure 25.3
and allow for the decision making and allow for the communi-
cation and implementation of the new signal settings.

As to the "information" needs
,
 Boxes 7 and 9 assume if

there is a human operation in the loop,
 visualizations of the

future situations must be simulated and displayed in a way
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that will be effective in aiding the decision. There will also
need to be some effective summary of the metrics, so that the
visual is complemented by quantitative metrics, displayed as
a table or bar charts.

25.7 How Fast Is Fast Enough?

In the preceding discussion, the promise was made 
"more on

this in the next section.
" In one case, it was the issue that "the

real challenge is how to make good decisions with imperfect
information," specifically in the context of both limited
observability (due to detector intensity and/or technology
and/or cost) and the need to forecast into the future. In the
other case, it was that there are a range of solutions, from a
simple predetermined signal timing plan to 

"

a highly respon-
sive adaptive control.

" Indeed, the research literature and many
dissertations have focused much effort on the latter problem.

Truly, if the daily pattern was totally repetitive and there
were no weather problems (capacity tends to deaease in
inclement weather), no incidents, and no special events, a
single predetermined pattern would be just fine.

If there were advance knowledge of the major patterns
within such a day, one could easily predetermine suitable plans
for each pattern, and implement them by time of day. The
same could be said of systematic changes due to day of week,
or season, or even weather Predetermined plans could be
developed and implemented by time of day (with a check of
the weather).

It is at this point that the lecturer usually says, "But
things are not so predictable, they never are, and truly respon-
sive control is necessary.

" Attention then focuses on the

requirements to attain truly responsive control.
There are several major problems with this sequence:

1
. The most glaring fault is that traffic patterns are

indeed very regular, with the same peaks occurring at
about the same times each day, on most days.
Viewed from the perspective of when specific higher
demand levels are reached, traffic looks even more

regular, with those levels being reached at that same
time each day plus or minus 10 minutes or so.

2
.
 The next fault is that one assumes that the informa-

tion coming from the detectors is perfectly valid.
Generally, it is not, and it needs to be smoothed to
account for anomalies. This smoothing means
"longer," not "sooner."

3
. The third fault is that one forgets that the information

is not being used to make instantaneous decisions but

rather to generate forecasts of what is (probably)
going to exist at the (future) time that the decision is
implemented. Refer to Figure 25.

T).

4
. The fourth fault is that one does not move from one

signal plan to another immediately. Pedestrian phases
must be respected, red and green times must not be
too short (lest vehicle-vehicle accidents be induced),

and so forth. It can take several cycle lengths to tran-
sition to a new plan, and the optimization (Box 8 of
Figure 25.5) rarely takes this into account.

5
. Lastly, a transition is usually "planned" simply to

get from one set of signal timings to another, not
to do so while also balancing traffic needs as the v/c
hovers between 0.90 and 1

.10. Thus the transition

itself can precipitate a problem, and a series of them

can almost assure a problem.

Now, it is perfectly true that unexpected things happen:
Demand does not follow the usual pattern, a special event or
even a holiday is overlooked, the weather is more severe than

anticipated, and so forth.
.

. We are not recommending blind adherence to predeter-
mined patterns with no appreciation of actual conditions.

 But

we do strongly assert, based on experience and data,
 that:

I
. Traffic is indeed very regular when one takes into

account day of week, season, and weather. Good

plans can be implemented by advance offline plan-
ning and tend to work most of the time.

2
. It is indeed useful to check what the sensors are

saying, so that if there is a very substantial deviation
from what is expected, a plan better suited to the
observed profile can be implemented.

4

3
. At the same time, there are locations that have such

complex or rapidly changing patterns that the underly-
ing pattern is not discernible to the external observer.

Such cases may occur near college campuses,
 which

are driven by class schedules and special events that
vary by the hour, over the week. Another such case may
be malls that have sales cm- events that elude the external

observer, or multiplex theaters that suddenly have hit
movies on three screens

,
 and so on. In these cases

,
 an

adaptive traffic plan may indeed be the most suitable.

is approach is akin to selecting from a library of N signal timing
plans, to match the best one to current conditions, except that we
emphasize that there is a "standard"

 plan for the time slot that will
almost surely be effective while allowing actions "by exception"
when observations show a clear discrepancy.
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But even in this last case, the detectors have to be well placed
to maximize insight, and the changes have to occur at a pace
consistent with the observability and the forecasting.

The authors do not question that advanced control
policies, with operational sensors capable of delivering the
precision needed on the variables driving the policy (e.g.,
queues, flows, turns) can deliver 

"

more
"

 than the approach put
forth in Section 25.7. As an exercise for us and for you, we
constructed the hypothesized curves in Figure 25.7 (it is also
the basis for an assigned problem at the end of this chapter).

Figure 25.7 does not contain information on the cost of
adding the features needed to move from one 

"

stage
" to the

next, but we do believe that the cost to move beyond Stage 4
in the general case and Stage 5 in the special case will not
prove cost effective or even feasible for most jurisdictions.

25.8 Emerging issues

At the risk of being dated by events, the authors suggest that
the following are major emerging issues that will draw your
attention in your career:

1
. Congestion pricing will grow as a priority, given that

ITS technologies are creating the enabling infrastruc-
ture. Beyond the technological issues, the market,
economic, and elasticity issues need much research.

i
2

. There is a competition for who provides data, and with
what quality and reliability. Manufacturers of cell
phones and related devices will need to provide
features and "applications,

"

 and will be driven by
solely market forces. Agencies have a sensor infra-

structure and have not yet come to terms with whether j
it is even responsible to depend on vendors that may j
disappear with the next "shake-out.

" But the overlap I
and inefficiencies will have to be addressed

.

3
. There has to be a next generation of models that

specifically address, time-varying demand profiles
,
 | 1

dynamic route assignment, and elasticity in demand
with cost and network status

. These models have to

be ready for a new data-rich environment,
 in terms

of O/D patterns and route selections.

4
. The. national priority in the United States on

antiterrorism and security, and the same priority in
the international community, will set priorities for
certain inspection and detection technologies and
also influence the design of ITS systems.

 With the

growing concern over security in the ace of terror-
ism, ITS technology will be extremely relevant,

and the range of applications-including cargo and
passenger inspection-will surely expand.

One issue that would be worthy of becoming an "emerging
issue" is not on the list simply because the initiative is already

100%

7 80%

60% t
Z

/

f- 40%

20%

0%

0 1 2 3 4 5

STAGE (SEE TABLE TO RIGHT)

   Most Arterials and Networks

-Special Highly Variable Generators Nearby

6

STAGE DESCRIPTION.

0 No systematic signal timing plans,

matched to demand; no central

control or coordination

1 Computer control of signals, giving
ability to monitor equipment

2 Sensor network added
,
 to collect data

for off-line plans

3 Multi-dial control
, or computer

control with "N"

 signal timing plans,

each matched to relevant demand periods

4 Ability to change plans "by exception"
based upon sensor data

5 Ability to implement adaptive control
at select locations

6 Highly responsive control with
extensive detectorization

Figure 25.7: Hypothesized Relative Effectiveness of Features in Control System



. !
PROBLEMS 631

underway: The nation
'

s 911 systems are presently based on
voice, and they were not built for multimedia communication
in a wireless, mobile society. For more information on this
initiative, refer to http://www.its.dot.gov/ng911/index.htm.

25.9 Summary

This chapter has in some ways raised more issues than it
answers, and it skips some of details of specific ITS systems.
This is done intentionally because (1) the field is moving
rapidly and any 

"

snapshot
" of its present state is sure to be

dated rapidly, perhaps even by the publication date of the text,
and (2) the real issue is for you to be prepared to expand your
view of providing transportation service in a highly competi-
tive market in which computing, communications, and Web
services are being used in novel ways.

Furthermore, the evolving roles of private and public
sectors-in some ways, structure vis-a-vis market respon-
siveness-should draw your attention. Today'

s 
"

right answer
"

can be swept away by what the enabling technologies make
available.

And there is another fundamental issue for you to
consider: Manufacturers need to devise products that are both
more attractive and differentiated (at least in the short term,

until the competition copies success). Transportation data and
information is not an end in its own right-the traditional
view in our profession-but rather it is a product enhance-
ment or a service. Private sector forces may provide a data-
rich environment for transportation professionals as a
by-product of their own work and at an innovative pace
driven by that work and its market. Arid this pace far exceeds
the traditional pace of public sector planning and innovation
and the orderly process of standardization.

Problems

25-1. Consider the feasibility of designing a Web site that
offers the public the opportunity to have several service
providers bid on para-transit trips. A user might indicate
that he or she needs to get to the airport by a certain

time and have flexibility in the length of travel time (or
not) and in multiple pickups (or not). The user might also
give advance notice of several days ortmly hours. Service
providers would then bid for the particular trip or for a set
of trips specified by the user. Consider how to market the
service, what options it should provide the user, and why
it might (or might not) be attractive to service providers.

Write a paper not to exceed 10 pages on such a system.

25-2. Refer to Figure 25.7, and generate your own estimates
of the effectiveness percentages for the "stages

" shown.

Refine the definition of the stages if you wish. Support
the argument with facts and citations, in a paper not to
exceed five pages.

25-3. Address the first "emerging issue" in Section 25.8,
 with

particular attention to the research needed to advance
the state of the art to where it must be to make informed

decisions. This may require a literature search and thus
be a major course project. But two timelines-the
desire for informed congestion pricing implementa-
tions and the advance planning/research needed-may
be inconsistent.

25-4. Address the second "emerging issue" in Section 25.8,
with emphasis on how much data can be obtained and
how it can be used in routing and assignment algo-
rithms. At the same time, address the privacy issues
and how personal privacy can realistically be assured.
Prepare for (a) a class discussion of this issue, and/or
(b) a 5- to 10-page paper on this issue, as specified by.
the course instructor.

25-5. Address the third "emerging issue" in Section 25.9,
with emphasis on how closely existing advanced
models for dynamic assignmeint truly address the
issue. Prepare for (a) a class discussion of this issue,
and/or (b) a 5- to 10-page paper on this issue, as spec-
ified by the course instructor.

25-6. Address the fourth "emerging issue" in Section 25.8,
with emphasis on the most acute needs in face of
the range of threats that must be considered. Take
reasonable account of the reality that passive action-
detection and then remedy-may not be wise or cost
effective.
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26.1 Basjc Principles of Signal
Coordination

In situations where signals are close enough together so that
vehicles arrive at the downstream intersection in platoons, it is
necessary to coordinate their green times so that vehicles may
move efficiently through the set of signals. It serves no pur-
pose to have drivers held at one signal watching wasted green
at a downstream signal, only to arrive there just as the signal
turns red.

In some cases, two signals are so closely spaced that
they should be considered one signal. In other cases, the sig-
nals are so far apart that they may be considered isolated
intersections. However, vehicles released from a signal often
maintain their grouping for well over 1,000 feet. Common
practice is to coordinate signals less than a mile apart on
major streets and highways.

26.1.1   A Key Requirement: Common
Cycle Length 

In coordinated systems, all signals must have the same cycle
length. This is necessary to ensure that the beginning of green
occurs at the same time relative to the green at the upstream
and downstream intersections

. There are some exceptions,
where a critical intersection has such a high volume that it
may require a double cycle length, but this is done rarely and
only when no other solution is feasible.

26.1.2 The Time-Space Diagram and Ideal
Offsets

The time-space diagram is a plot of signal indications as a
function of time for two or more signals. The diagram is scaled

<
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with respect to distance, so that one may easily plot vehicle
positions as a function of time. Figure 26.1 is a time-space
diagram for two intersections. Standard conventions are gener-
ally used in such figures: A green signal indication is shown by
a blank or simple line ( ), yellow by a shaded line (////////),
and red by a solid line (---). In many cases, such diagrams show
only effective green and effective red, as shown in Figure 26.1.
This figure illustrates the path (trajectory) that a vehicle takes
as time passes. Alt = t\, the first signal turns green. After some
lag, the vehicle starts and moves down the street. It reaches the
second intersection at some timtt = t2. Depending on the indi-
cation of that signal, it either continues or stops.

The difference between the two green initiation times
(i.e., the difference between the time when the upstream
intersection turns green and the downstream intersection turns
green) is referred to as the signal offset or simply the offset. In
Figure 26.1, the offset is defined as tj minus fy. Offset is usually
expressed as a positive number between zero and the cycle
length. This definition is used throughout this and other
chapters in this text.

Other definitions of offset are used in practice. For
instance, offset is sometimes defined relative to one refer-

ence upstream signal, and sometimes it is defined relative to

a standard zero. Some signal hardware uses "offset" defined

in terms of red initiation, rather than green; other hardware
uses the end of green as the reference point. Some hardware
uses offset in seconds; other hardware uses offset as a

percentage of the cycle length.
The "ideal offset" is defined as exactly the offset such

that, as the first vehicle of a platoon just arrives at the down-
stream signal, the downstream signal turns green. It is usually
assumed that the platoon was moving as it went through the
upstream intersection. If so, the ideal offset is given by:

hdeal Is (26-1)

where: tldeal
L

S

ideal offset
,
 s

distance between signalized intersec-
tions, ft

vehicle speed,
 ft/s

If the vehicle were stopped, and had to accelerate after
some initial startup delay, the ideal offset could be represented
by Equation 26-1 plus the startup time at the first intersection
(which would usually add 2 to 4 seconds). In general, the
startup time would only be included at the first of a series of

JL
Distance (ft)

k

»

First Vehicle

Trajectory

Last Possible

Vehicle Trajectory

L

n r 
|

Time (sees)

Figure 26.1: Illustrative Vehicle Trajectory on a Time-Space Diagram
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signals to be coordinated, and often not at all. Usually, this will
reflect the ideal offset desired for maximum bandwidth,

minimum delay, and minimum stops. Even if the vehicle is
stopped at the first intersection, it will be moving through most
of the system.

Figure 26.1 also illustrates the concept of bandwidth,
the amount of green time that can be used by a continu-
ously moving platoon of vehicles through a series of
intersections. In Figure 26-1, the bandwidth is the entire
green time at both intersections because several key condi-
.

tions exist:

. The green time at both intersections are the same.

. The ideal offset is illustrated
.

. There are only two intersections.

In most cases, the bandwidth will be less, perhaps signifi-
cantly so, than the full green time.

Figure 26.2 illustrates the effect of offset on stops and
delay for a platoon of vehicles leaving one intersection and
passing through another. In this example, a 25-second offset is
ideal because it produces the minimum delay and the minimum
number of stops. The effect of allowing a poor offset to exist is
clearly indicated: Delay can climb to 30 seconds per vehicle,
and the stops to 10 per cycle. Note that the penalty for deviat-
ing from the ideal offset is usually not equal in positive and
negative deviations. An offset of (25 + 10) = 35 seconds
causes much more harm than an offset of (25 10) = 15 seconds,
although both are 10 seconds from the ideal offset. Figure 26.2
is illustrative because each situation would have similar but

different characteristics.

26.2 Signal Progression
on One-Way Streets

Signal progression on a one-way street is relatively simple.
For the purpose of this section, it will be assumed that a cycle
length has been chosen and that the green allocation at each
signal has been previously determined.
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Figure 262: Illustration of the Effects of Offset on
Stops and Delay
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26.2.1  Determining Ideal Offsets

Consider the one-way arterial shown in Figure 26.
3

,
 with

the link lengths indicated. Assuming no vehicles are queued
at the signals, the ideal offsets can be determined if the pla-
toon speed is known. For the purpose of illustration,

 a desired

platoon speed of 60 ft/s is used. The cycle length is 60 seconds,
and the effective green time at each intersection is 50% of the

1 2 3 4 5

|    1200'     |    1200'     |    1200'     | 600- |
6

ISOC

Figure 263: Case Study in Progression on a One-Way Street
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Table 26.1: Ideal Offsets for Case Study

Signal Relative to Signal Ideal Offset

6 5 1
,
800/60 = 30 s

5 4 600/60= 10 s

4 3 1
,
200/60 = 20 s

3 2 1
,
200/60 = 20 s

2
.
 1 1

,
200/60 = 20 s

cycle length, or 30 seconds. Ideal offsets are computed using
Equation 26-1 and are illustrated in Table 26.1.

Note that neither the cycle length nor the splits enter
into the computation of ideal offsets. To see the pattern that
results, the time-space diagram should be constructed according
to the following rules:

1
.
 The vertical should be scaled so as to accommodate

the dimensions of the arterial, and the horizontal so as

to accommodate at least three to four cycle lengths.

2
. The beginning intersection (Number 1, in this case)

should be scaled first, usually with main street green
(MSG) initiation at / = 0, followed by periods of
green and red (yellow may be shown for precision).
See Point 1 in Figure 26.4.

3
. The main street green (or other offset position,

 if

MSG is not used) of the next downstream signal
should be located next, relative to / = 0 and at the

proper distance from the first intersection. With this
point located (Point 2 in Figure 26-4), fill in the
periods of effective green and red for this signal.

4
. Repeat the procedure for all other intersections,

working one at a time. Thus, for Signal 3,
 the offset

is located at point 3, 20 seconds later than Point 2,

and so on.

Figure 26.4 has some interesting features that can be explored
with the aid of Figure 26.5.

First, if a vehicle (or platoon) were to travel at 60 fps,
 it

would arrive at each of the signals just as they turn green; this
is indicated by the solid trajectory lines in Figure 26.5. The
solid trajectory line also represents the speed of the "green
wave

"

 visible to a stationary observer at Signal 1, looking
downstream. The signals turn green in order, corresponding to
the planned speed of the platoon, and give the visual effect of a
wave of green opening before the driver. Third, note that there
is a "window" of green in Figure 26.5, with its end indicated
by the dotted trajectory line, which is also the trajectory of the
last vehicle that could travel through the progression without

:
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stopping at 60ft/s. This 
"window" is the bandwidth, as defined

earlier. Againr in this case it equals the green time because all
signals have the same green time and have ideal offsets.

26.2.2 Potential Problems

Consider what would happen if the actual speed of vehicle
platoons in the case study was 50 ft/s, instead of the 60 ft/s
anticipated. The green wave would still progress at 60 ft/s, but
the platoon arrivals would lag behind it. The effect of this on
bandwidth is enormous, as shown in Figure 26.6. Only a
small window now exists for a platoon of vehicles to continu-
ously flow through all six signals without stopping.

Figure 26.7 shows the effect of the vehicle traveling
faster than anticipated (70 ft/s in this illustration). In this case,
the vehicles arrive a little too early and are delayed; some
stops will have to be made to allow the 

"

green wave
" to catch

up to the platoon.
In this case, the effect on bandwidth is not as severe as

in Figure 26.6. In this case, the bandwidth impact of
underestimating the platoon speed is (60 ft/s instead of 70 ft/s)
is not as severe as the consequences of overestimating the pla-
toon speed (60 ft/s instead of 50 ft/s).
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26.3 Bandwidth Concepts

Bandwidth is defined as the time difference between the first

vehicle that can pass through the entire system without
stopping and the last vehicle that can pass through without
stopping, measured in seconds.

The bandwidth concept is very popular in traffic
engineering practice because the windows of green are
easy visual images for both working professionals and
public presentations. The most significant shortcoming of
designing offset plans to maximize bandwidths is that
internal queues are often overlooked in the bandwidth
approach. There are computer-based maximum bandwidth
solutions that go beyond the historical formulations, such
as PASSER [/] and Tru-Traffic TS/PP [2],

 We have used
the latter in professional practice and show an example in
Section 26.7.
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Figure 26.7: The Effect of a 70 ft/s Platoon Speed on Progression

26.3.1  Bandwidth Efficiency

The efficiency of a bandwidth is defined as the ratio of the
bandwidth to the cycle length, expressed as a percentage:

EFF,BW
100% (26-2)

where: £FfBiv = bandwidth efficiency (%)
BW = bandwidth (s)

C = cycle length (s)

A bandwidth efficiency of 40% to 55% is considered good. The
bandwidth is limited by the minimum green in the direction of
interest

.

Figure 26.8 illustrates the bandwidlhs for one signal-
timing plan.

 The northbound efficiency can be estimated
as (17/60) * 100% = 28.4%. The southbound bandwidth is

i

obviously terrible; there is no bandwidth through the defined
system. The northbound efficiency is only 28.4%. This
system is badly in need of retiming, at least on the basis of the
bandwidth objective. Just looking at the time-space diagram,
one might imagine sliding the pattern at Signal 4 to the right
and the pattern at Signal I to the left, allowing some coordi-
nation for the southbound vehicles.

26.3.2 Bandwidth Capacity

In terms of vehicles that can be put through the system
of Figure 26.7 without stopping, the northbound band-
width can carry 17/2.0 = 8.5 vehicles per lane per cycle in
a nonstop path through the defined system, assuming
that the saturation headway is 2.0 s/veh. Thus the north-
bound direction can handle 8.5 veh/cycle * 1 cycle/60 sec *
3

,600 sec/hr = 510 veh/h/ln very efficiently if they are

I
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Figure 26.8: Bandwidths on a Time-Space Diagram

i

i ;

1

organized into eight-vehicle platoons when they travel through
this system.    . .     :

If the per lane demand volume is less than 510 vphpl
and if the flows are well organized (and if there is no internal
queue development), the system will operate well in the
northbound direction, even though better timing plans might
be obtained.

In general terms, the number of vehicles that can pass
through a defined series of signals without stopping is called
the bandwidth capacity. The illustrated computation can be
described by the following equation:

3m*BW*NL

C*h
(26-3)

where: cBw = bandwidth capacity, veh/h
BW = bandwidth, s

NL = number of through lanes in the indicated direction

C = cycle length, s

h = saturation headway, s

Equation 26-3 does not contain any factors to account
for nonuniform lane utilization and is intended only to indi-
cate some limit beyond which the offset plan will degrade,

certainly resulting in stopping and internal queuing.
 It should

also be noted that bandwidth capacity is not the same as lane
group capacity. Where the bandwidth is less than the full

green time, there is additional lane group capacity outside of 
the bandwidth.

26.4 The Effect of Queued Vehicles

atSignals

To this point, it has been assumed there is no queue standing
at the downstream intersection when the platoon (from the
upstream signal arrives). This is generally not a reasonable
assumption. Vehicles that enter the traffic stream between
platoons will progress to the downstream signal, which will
often be "red." They form a queue that partially blocks the
progress of the arriving platoon. These vehicles may include
stragglers from the last platoon,

 vehicles that turned into

the block from unsignalized intersections or driveways,
 or

vehicles that came out of parking lots or parking spots.

 The

ideal offset must be adjusted to allow for these vehicles,
 so as

to avoid unnec-essary stops. The situation without such an
adjustment is depicted in Figure 26.

9
,
 where it can be seen

:
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Figure 26.9: The Effect of Queued Vehicles at a Signal

that the arriving platoon is delayed behind the queued
vehicles as the queued vehicles begin to accelerate through
the intersection.

To adjust for the queued vehicles, the ideal offset is
adjusted as follows:

(26-4)

where:/fl<j, = adjusted ideal offset, s
L = distance between signals, ft

5 = speed, ft/s

Q = numberof vehicles queued per lane, veh
h = discharge headway of queued vehicles, s/veh

= start-up lost time,
 s

The lost time is counted only at the first downstream
intersection

,
 at most: If the vehicle(s) from the preceding

intersection were themselves stationary, their startup causes a
shift that automatically takes care of the startup at subsequent
intersections.

Offsets can be adjusted to allow for queue clearance
before the arrival of a platoon from the upstream intersection.
Figure 26.

10 shows the situation for use of the modified ideal

offset equation.
Figure 26.11 shows the time-space diagram for the

case study of Figure 26.4, given queues of two vehicles per
lane in all links

. Note that the arriving vehicle platoon has
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Figure 26.10: Adjustment in Offset to Accommodate
Queued Vehicles

smooth flow, and the lead vehicle has 60 ft/s travel speed.

The visual image of the "green wave,

"

 however, is much

faster, due to the need to clear the queues in advance of the
arriving platoon.

The "green wave" or the progression speed,
 as it is more

properly called, is traveling at varying speeds as it moves
down the arterial. The "green wave" will appear to move ahead
of the platoon, clearing queued vehicles in advance of it.

The progression speed can be computed for each link as shown
in Table 26.2.

Note, however, that the bandwidth
,
 and therefore the

bandwidth capacity, is now much smaller. Thus, by clearing
out the queue in advance of the platoon, more of the green
time is used by queued vehicles, and less is available to the
moving platoon.

The preceding discussion assumes the queue is known
at each signal. In fact, this is not an easy number to know.

However, if we know there is a queue and know its approxi-
mate size, the link offset can be set better than by pretending
that no queue exists.

Consider the sources of the queued vehicles:

. Vehicles turning in from upstream side streets during
their green (which is main street red)

. Vehicles leaving parking garages or spaces

. Stragglers from previous platoons.
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There can be great cycle-to-cycle variation in the
actual queue size, although the average queue size may be
estimated. Even at that, queue estimation is a difficult .
and expensive task. Even the act of adjusting the offsets
can influence the queue size. For instance, the arrival pat-
tern of the vehicles from the side streets may be altered.
Queue estimation is therefore a significant task in practical
terms.

26.5 Signal Progression forTwo-
Way Streets and Networks

Tan task of progressing traffic on aone-way street has been rel-
atively straightforward. To highlight the essence of the probleni
on a two-way street, assume the arterial shown in Figure 26.5
is a two-way street rather than a one-way street. Figure 26.12

I

TaUe 262: Progression Speeds in Figure 26-11

Link Link Offset (s) Speed of Progression (ft/s)

Signal 1 2

Signal 2- 3

Signal 3-» 4

Signal 4-> 5

Signal5-> 6

(1,200/60)-(4 + 2) =14

(1,200/60)-(4) = 16

(1,200/60)-(4) = 16

(600/60)-(4) = 6

(1,800/60)-(4) = 26

1
,
200/14 = 85.7

1
,
200/16 = 75

1
,
200/16 = 75

600/6 = 100

1
,
800/26 = 69.2

Total Offset = 78 sec
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in traversing the signal system. A small bandwidth
exists, but would only process vehicles through
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Figure 26.12: Case Study: The Southbound Result of a Northbound Progression

lows the trajectory of a southbound vehicle on this arterial.
he vehicle is just fortunate enough not to be stopped until
ignal 2, but is then stopped again for Signal 1, for a total of
stops snd 40 seconds of delay. There is no bandwidth, mean-
g it is not possible to have a vehicle platoon pass along the
terial nonstop.

Of course, if the offsets or the travel times had been dif-

rent, it might have been possible to have a southbound
mdwidth through all six signals.

6
.
5
.1  Offsets on a Two-Way Street

ote that if any offset were changed in Figure 26.12 to
commodate the southbound vehicles, then the north-

)und bandwidth would suffer. For instance, if the offset at

gnal 2 were decreased by 20 seconds, then the pattern at

that signal would shift to the left by 20 seconds, resulting
in a "window" of green of only 10 seconds on the north-
bound, rather than the 30 seconds in the original display
(Figure 26.5).

The fact that the offsets on a two-way street are
interrelated presents one of the most fundamental prob-
lems of signal optimization. Note that inspection of a
typical time-space diagram yields the obvious conclusion
that the offsets in two directions add to one cycle length,

shown in Figure 26.13 (a). However, for longer blocks,
 the

offsets might add to two (or more) cycle lengths,
 shown in

Figure 26.13 (b).
Figure 26.13 illustrates both actual offsets and travel

times, which are not necessarily the same. Although the
engineer might desire the ideal offset to be the same as the
travel times, this is not always the case. Once the offset is
specified in one direction, it is automatically set in the other.

c
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Figure 26.13: Offsets on a Two-Way Street Are Not Independent

t

The general expression for the two offsets in a link on a two-
way street can be written as: .

hi + hi = nC

where: tu = offset in direction 1 (link i), s
t2i = offset in direction 2 (link i), s
n - integer value

C = cycle length, s

(26.5)

2To have fi - 1 (Figure 26.13a), tu s C; to have n
(Figure 26-13b),C<./ll 2C.

Any actual offset can be expressed as the desired
"ideal" offset, plus an "error" or "discrepancy" term:

is elimination of left turns against opposing traffic.
 One-

way streets simplify network signalization, but they do riot
eliminate closure problems, and they carry other practical
disadvantages. See Chapter 29 for additional discussion of
one-way streets.

Figure 26.14 illustrates network closure requirements. In
any set of four signals, offsets may be set on three legs in one
direction. Setting three offsets, however, fixes the timing of all
four signals. Thus setting three offsets fixes the fourth.

Figure 26.15 extends this to a grid of one-way streets,
 in

which all of the north-south streets are independently specified;
The specification of one east-west street then "locks in" all
other east-west offsets. Note that the key feature is that an open

i

i

tactual(i,j) - tideal(ij) + eij (26.6)

where; represents the direction and i represents the link. In a
number of signal optimization programs that are used for two-
way arterials, the objective is to minimize some function of
the discrepancies between the actual and ideal offsets.

26.5.2 Network Closure

The relative difficulty of finding progressions on a two-way
street, compared to on a one-way street, might lead one to
conclude that the best approach is to establish a system of
one-way streets, to avoid the problem. A one-way street
system has a number of advantages, not the least of which

2 Offset r2

Offset f,

3

i

Offset

I
N

4
Offset r4 is

fully detennined
by Offsets 1-3.

Figure 26.14: Network Closure Illustrated
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/i

Figure 26.15: Impact of Closure on a Rectangular
Street Grid

"

1

tree of one-way links can be completely independently set, and
that it is the closing or "closure

" ofrthe open tree that presents
constraints on some of the links.

To develop the constraint equation, refer to Figure 26.14
and walk through the following steps, keying to the green in all
steps:

Step 1: Begin at Intersection 1 and consider the green
initiation to be time / = 0.

Step 2: Move to Intersection 2, noting that the link off-
set /i specifies the time of green initiation at this inter-
section relative to its upstream neighbor. Thus green
starts at Intersection 2 facing northbound at r= 0 + fj.

Step 3: Recognizing that the westbound vehicles get
released after the NS green is finished, green begins at
Intersection 2 facing west at

t = 0 + t\+ gNS
,
2

Step 4: Moving to intersection 3, the link offset in
Link B specifies the time of green initiation at Intersec-
tion 3 relative to Intersection 2. Thus the green begins at
Intersection 3, facing west at

t = 0 + ti + gNsa + h

Step 5: Similar to Step 3, the greaib ns at Intersection 3,
but facing south, after the EW green is finished at time

/ = 0 + fi + gNSJ
.

 + '2 + 8EW,3

Step 6: Moving to Intersection 4, the green begins in
the southbound direction after the offset tj is added:

f = 0 + /, + gust + t2 + gEWJ + h

Step 7: Turning at Intersection 4, it is the NS green
that is added to be at the start of green facing east.

1 = 0 + /!+ gNS 2 + /2 + g£j| 3 -1-/3 + gNSA

Step 8: Moving to Intersection 1, it is J4 that is rele-
vant to be at the start of green facing east:

f = 0 +     + gNsz + /2 + ££W
,
3 + /3 + gNSA + tA

Step 9: Turning at Intersection 1, green will begin
in the north direction after the EW green finishes:

/ = 0 +     + &VS
,2 + '2 + S£W,3 + '3 + gNSA

+ 4 + gEW
,
\

This will bring us back to where we started. Thus this is
either r = 0 or a multiple of the cycle length.

The following relationship results:

nC = 0 +     + gyvs  +     + gEWJ +     + gNSA
+ 'o + gEH

,
\ (26-7)

where the only caution is that the g values should really
include the change and clearance intervals.

Note that Equation 26-7 is a more general form of
Equation 26-5, for the two-way arterial is a special case of a
network. The interrelationships stated in Equation 26-7 are
constraints on freely setting all offsets. In these equations one
can trade off between green allocations and offsets. To get a
better offset in Link 4, one can adjust the splits as well as the
other offsets.

Although it is sometimes necessary to consider networks
in their entirety, it is common traffic engineering practice to
decompose networks into noninteriocking arterials whenever
possible. Figure 26.16 illustrates this process.

Decomposition works well where a clear center of
activity can be identified, and where few vehicles are
expected to pass through the center without stopping (or start-
ing) at or near the center. As the discontinuity in all progres-
sions lies in and directly around the identified center, large
volumes passing through can create significant problems in
such a scheme.

In summary, if offsets are set in one direction on a two-
way street, then the reverse direction is fixed. In a network,
you can set any 

"

open tree
" of links, but links that close the

tree already have their offsets specified.
You are advised to check the literature for the optimiza-

tion programs in current use. At the present time, the dominant
program in the United States seems to be Synchro [5); several
states specify its use in signal optimization and in traffic
impact assessments and/or accept Synchro output for levels of

0
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Figure 26.16: Decomposing a Network Into Noninter-
locking Arterial Segments

service, equivalent to the Highway Capacity Manual (HCM)
[4] for their purposes.1 Section 26.7 contains an illustration of
Synchro and its use.

TRANSYT [5] has been used over the years for arteri-
als and networks and PASSER II [2] for certain arterials. The
current version of the HCS+ software [6] for intersections is
linked to TRANS YT-7F.

The programs just cited are for signal optimization, includ-
ing determination of offsets. Another group of models exist that
simulate and display the results, generally with both 2D and 3D
visualizations. These models include VISSIM [7], AIMSUN [8],
SimTraffic2 [5], CORSIM [9], and PARAMICS [70].

With all of these models, it is important that the user
make sure the default parameters reflect the reality of
the jurisdiction or area in which they are being used.
For instance, the discharge headway may be different than
the 1.9 s/veh used in the HCM, work zone capacities may
be handled differently than the HCM or local practice, and
so forth.

'This is not to say that Synchro produces the identical answers as the
HCM in all cases. We are simply reporting the state of the practice,
namely that a number of states treat the Synchro outputs as having
the same weight as if they came from the HCM.
2SimTraffic is available bundled with Synchro, and Synchro can
directly feed SimTraffic. However, they are fundamentally different
modeling approaches and can produce different estimates of level of
service.

26.5.3 Finding Compromise Solutions

The engineer usually wishes to design for maximum band- 1
width in one direction, subject to some relation between !
bandwidths in the two directions. Sometimes

, one direction
is completely ignored. Much more commonly, the band- j
widths in the two directions are designed to be in the same 
ratio as the flows in the two directions.

There are computer programs that do the computations
for maximum bandwidth that are commonly used by traffic
engineers, as mentioned earlier. Thus it is not worthwhile to
present an elaborate manual technique here. However, to get a ]
feel for the basic technique and trade-offs, a small "by hand" i
example is shown.

Refer to Figure 26.17, which shows four signals and
decent progression in both directions. For purposes of illustra-
tion, assume it is given that a signal with 50-50 split must be
located midway between intersections 2 and 3. Figure 26.18
shows the possible effect of inserting the new signal into the
system. It would appear there is no way to include this signal
without destroying one or the other bandwidth, or cutting
both in half.

1500 vpL
Distance
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(*4

o
o
00
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00

4

2 lanes/direction

V = 60 fps

i

!

i

1500 vph
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Figure 26.17: Case Study: Four Intersections with Good
Two-Way Progression

0
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Figure 26.18: Case Study: The Effect of Inserting a
New Signal into the System

To solve this problem, the engineer must move the
offsets around until a more satisfactory timing plan develops,
A change in cycle length may even be required.

Note that the northbound vehicle takes 3600/60 = 60 s

to travel from Intersection 4 to Intersection 2, or-given
C=60 seconds-one cycle length. If the cycle length had been
C = 120 seconds, the vehicle would have arrived at Intersec-

tion 2 at C/2,orhalf the cycle length. If we try the 120-second
cycle length, then a solution presents itself.

Figure 26.19 shows one solution to the problem, for
C = 120 seconds, which has a 40-second bandwidth in both

directions for an efficiency of 33%. The 40-second bandwidth
can handle (40/2.0) = 20 vehicles per lane per cycle. Thus if
the demand volume is greater than 3,600(40X2X2.0)(120) =
1
,200 veh/h, then it will not be possible to process the vehi-

cles nonstop through the system.
As indicated in the original information (see

Figure 26.17), the northbound demand is 1500 veh/h. Thus
there will be some difficulty in the form of excess vehicles in
the platoon. They can enter the system but cannot pass Signal 2
nonstop. They will be "chopped off' the end of the platoon and
be queued vehicles in the next cycle. They will be released in
the early part of the cycle and arrive at Signal 1 at the beginning

Intersection

u

s

5
New

1

2

3

4

C

C= 120 sec

Time (sec)

2C

Figure 26.19: Case Study: A Solution with C = 120
Seconds

of red. Figure 26.20 illustrates this, showing that these vehicles
then disturb the next northbound through platoon.

. Note the Figure 26.20 illustrates the limitation of the
bandwidth approach when internal queuing arises, disrupt-
ing the bandwidth. The figure also shows the southbound
platoon pattern, suggesting that the demand of exactly 1,200
veh/h might give rise to minor problems of the same sort at
Signals 3 and 4.

If one were to continue a trial-and-error attempt at a
good solution, it should be noted that:

. If the green initiation at Intersection 1 comes earlier

in order to help the main northbound platoon avoid
the queued vehicles, the southbound platoon is
released sooner and gets stopped or disrupted at
Intersection 2.

. Likewise
, shifting the green at Intersection 2 cannot

help the northbound progression without harming the
southbound progression.

. Nor can shifting the green at Intersection 3 help the
southbound progression without harming the north-
bound progression.

i
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Figure 26.20: Case Study: Effect on Platoons with
Demand Volume 1,500 Veh/h

. Some green can be taken from the side street and
given to the main street.

. It is also possible that the engineer may decide to give
the northbound platoon a more favorable bandwidth
because of its larger demand volume.

This illustration showed insights that can be gained by
simple inspection of a time-space diagranu using the concepts of
bandwidth, efficiency, and an upper bound on demand volume
that can be handled nonstop.

26.6 Common Types of Progression

26.6.1 Progression Terminology

The sole purpose of this section is to introduce some common
terminology:

Simple progression

Forward progression

Flexible progression

Reverse progression

Simple progression is the name,given to the progression
in which all signals are set so that a vehicle released from the
first intersection will arrive at all downstream intersections
just as the signals at those intersections initiate green. That is,
each offset is the ideal offset, set by Equation 26-4 with zero
queue. Of necessity, simple progressions are effective only on
one-way streets or on two-way streets on which the reverse
flow is small or neglected.

Because the simple progression results in a green wave
that advances with the vehicles, it is often called a forward
progression, taking its name from the visual image of the
advance of the green down the street.

It may happen that the simple progression is revised
two or more times in a day, so as to conform to the direction
of the major flow, or to the flow level (because the desired
platoon speed can vary with traffic demand). In this case, the
scheme may be referred to as a flexible progression.

Under certain circumstances, the internal queues are suf-
ficiently large that the ideal offset is negative; that is,

 the

downstream signal must turn green before the upstream signal,
to allow sufficient time for the queue to start moving before the
arrival of the platoon. Figure 26.21 has link lengths of 600 feet,
platoon speeds of 60 ft/s, and internal queues averaging 7 vehi-
cles per lane at each intersection. The visual image of such a
pattern is of the green marching upstream, toward the drivers
in the platoon. Thus it is referred to as a reverse progression.
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Figure 26.21: Illustration of a Reverse Progression
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-igure 26.21 also illustrates one of the unfortunate realities of
;o many internal queued vehicles: The platoon

's lead vehicle

)nly gets to Signal 4 before encountering a red indication. As
he platoon passes Signal 3, there are only 12 seconds of green
o accommodate it, resulting in all vehicles beyond the sixth
i
.
e

., 12/2 = 6) being cut off at Signal 3.
In the next several sections, common progression

;ystems that can work extremely effectively on two-way
irterials and streets are presented. As you will see, these

;: I ;ystems rely on having uniform block lengths and an appro-
priate relationship among block length, progression speed,
ind cycle length. Because achieving one of these progres-
;ions has major benefits, the traffic engineer may wish to set
he system cycle length based on progression requirements,
ntroducing design improvements at intersections where the
;ystem cycle length would not provide sufficient capacity.
lather than increase the system cycle length to accommodate
he needs of a single intersection, redesign of the intersection
;hould be attempted to provide additional capacity at the
lesired system cycle length.

26.6.2 The Alternate Progression

w certain uniform block lengths, and all intersections with a
jO-50 split of effective green time, it is possible to select a
easible cycle length such that:

vhere: C -

L

S

C 
=

2 
"

cycle length, s
: block length, ft
: platoon speed, ft/s

L

S
(26-8)

n this situation, the progression of Figure 26.22 can be
)btained. There is no limit to the number of signals that may
)e included in the progression.

The name for this pattern is derived from the "alternate"
ippearance of the signal displays: As the observer at Signal 1
ooks downstream, the signals alternate-red, green, red,
;reen

,
 and so forth.

The key to Equation 26-8 is that the ideal offset in either
iirection (with zero internal queues) is L/S. That is, the travel
ime to each platoon is exactly half the cycle length, so that
he two travel times add up to the cycle length.

The efficiency of an alternate system is 50% in each
iirection because all of the green is used in each direction.

Hie bandwidth capacity for an alternate progression is found
ising Equation 26-3, and noting that the bandwidth, BW, is

4L

3L

2 2L-

L

0

0 c 2C 3C

Time

Figure 26.22: Alternate Progression Illustrated

equal to half the cycle length, C. If a saturation headway of
2

.
0 s/veh is assumed, then:

%0O*BW*NL  3600*0.5C*/VL

h*C 2
.
0* C

900/VL

where all terms are as previously defined. This is an approxi-
mation based on the assumed saturation headway of 2.

0 s/veh.

The actual saturation headway may be determined more accu-
rately using the Highway Capacity Manual procedure for
intersection analysis. '

Note that if the splits are not 50-50 at some signals,
 then

(1) if. they favor the main street, they simply represent excess
green, suited for accommodating miscellaneous vehicles, and
(2) if they favor the side street, they reduce the bandwidths.

As a practical matter, note the range of the block lengths
for which alternate patterns might occur. Using Equation 26-8,

appropriate block lengths are computed for platoon speeds of
30 and 50 mi/h (that is, 45 and 75 ft/s), and cycle lengths of
60 and 90 seconds. The results are shown in Table 26

.
3

.
 These

Table 263: Come Illustrative Combinations for Alternate

Progression

Cycle Length (s)

60

60

90

90

Platoon Speed (fps)

45

75

45

75

Matching Block
Length (ft)

1
,
350

2
,
250

2
,
025

3
,
375
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I

results are illustrative; other combinations are clearly possible
as well. All of these signal spacings imply a high-type arterial,
often in a suburban setting.

26.6.3 The Double-Alternating
Progression

For certain uniform block lengths with 50-50 splits, it is not
possible to satisfy Equation 26-8, but it is possible to select a
feasible cycle length such that:

C

4

L

S
(26-9)

In this situation, the progression illustrated in Figure 26.23
can be obtained.

The key is that the ideal offset in either direction (with
zero internal queues) over two blocks is one half of a cycle
length, so that two such travel times (one in each direction)
add up to a cycle length. There is no limit to the number of
signals that can be involved in this system, just as there was
no limit with the alternate system.

The name of the pattern is derived from the "double alter-
nate

" appearance of the signal displays; that is, as the observer
at Signal 1 looks downstream, the signals alternate in pairs-
green, green, red, red, green, green, red, red, and so forth.

The efficiency of the double alternate signal system is
25% in each direction because only half of the green is used in
each direction. The upper limit on the bandwidth capacity

4L-

3L

=

5 2L

Q

L -

0

c 2C 3C0

lime

Figure 26.23: Double Alternate Progression Illustrated

Table 26.4: Illustrative Combinations for Double-

Alternate Progression

Cycle Length (s)

60

60

90

90

Platoon Speed (fps)

45

75

45

75

Matching Block
Length (ft)

675

1
,
125

1
,
012

1
,
688

may be approximated by assuming a 2.0 s/veh saturation

headway and noting that the BW is a quarter of C.

As with the alternate system, if the splits are not 50-50
at some signals, then (1) if they favor the main street

, they
simply represent excess green, suited for accommodating :
miscellaneous vehicles, and (2) if they favor the side street

,
 I

they reduce the bandwidtfas.

3600 * BW*NL     3600 * 0.25C * NL

h*C 2
.
0 *C

450NL

Table 26.4 shows some illustrative combinations of cycle
length, platoon speed, and block lengths for which a double alter-
nating progression would be appropriate. Other combinations,

 of

course, are possible as well. Some of these signal spacings repre-
sent a high-type arterial. With the shorter cycle lengths,

 however,

some urban facilities coaW also have the necessary block lengths.

26.6.4 The Simultaneous Progression

For very closely spaced signals, or for rather high vehicle
speeds, it may be best to have all the signals turn green at the
same time. This is called a simultaneous system because all
the signals turn green simultaneously. Figure 26.

24 illustrates

a simultaneous progression.
The efficiency of a simultaneous system depends on the

number of signals involved; For N signals:

fi (yv-i)*Li
EFF{%) = [- - -f-J*i()0% (26-10)

For four signals with t=400 feet, C=80 seconds, and 5=45 fl/s,

the efficiency is 16.7%. For the same number of signals with
L=200feet

,
itis33J%.

Simultaneous systems are advantageous only under a
limited number of special circumstances.

 The foremost or

these special circumstances is very short block lengths. The
simultaneous system has an additional advantage,

 however,
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4L-

3L

2 2L
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L -

0

2C 3CC0

Time

Figure 26.24: Simultaneous Progression Illustrated

that is not at all clear from a bandwidth analysis: Under very
heavy flow conditions, it forestalls breakdown and spillback.
This is so because (1) it allows for vehicle clearance time at
the downstream intersection where queues inevitably exist
during heavy flow, and (2) it cuts platoons off in a way that
generally prevents blockage of intersections. This works to
the advantage of cross traffic. Specific plans for controlling
spillback under heavy traffic conditions are discussed in
Chapter 27..

26.6.5 Insights from the Importance of
Signal Spacing and Cycle Length

ll is now clear that:

. All progressions have their roots in the desire for
ideal offsets.

. For certain combinations of cycle length,
 block

length, and platoon speed, some very satisfactory
two-way progressions can be implemented.

. Other progressions can be designed to suit individual
cases, using the concept of ideal offset and queue
clearance, trial-and-eiTOr bandwidth based approaches,
or computer-based algorithms.

A logical first step in approaching a system is simply to
ride the system and inspect it As you sit at one signal, do you
see the downstream signal green, but with no vehicles being
processed? Do you arrive at signals that have standing queues

but were not timed to get them moving before your platoon
arrived? Do you arrive on the red at some signals? Is the flow
in the other direction significant, or is thetraffic really a one-
way pattern, even if the streets are two way?

It is very useful to sketch out how much of the system
can be thought of as an 

"

open tree
"

 of one-way links. This can
be done with a local map and an appreciation of the traffic
flow patterns. A distinction should be made among:

. Streets that are one way.

. Streets that can be treated as one way,
 due to the

actual or desired flow patterns.

. Streets that must be treated as two way.

. Larger grids in which streets (one way and two way)
interact because they form unavoidable "closed trees"
and are each important in that they cannot be ignored
for the sake of establishing a "master grid" that is an
open tree.

. Smaller grids in which issue is not coordination
but rather local land access and circulation

,
 so that

they can be treated differently. Downtown grids
may well fall into the latter category, at least in
some cases.

The next most important issue is the cycle length
dictated by the signal spacing and platoon speed. Attention
must focus on the combination of cycle length, block length,
and platoon speed, as shown earlier in this chapter.

Figure 26.25 shows the three progressions of the
preceding sections-alternate, double alternate, and simulta-
neous-on the same scale. The basic "message

" is that as the

average signal spacing decreases, the type of progression best
suited to the task changes.

Figure 26.26 illustrates a hypothetical arterial that
comes from a low-density suburban environment with a larger
signal spacing, into the outlying area of a city, and finally
passes through one of the city

's CBDs. As the arterial

changes, the progression used may also be changed, to suit
the dimensions.3

Note that the basic lesson here is that a system can
sometimes be best handled by breaking it up into several
smaller systems. This can be done with good effect on even
smaller systems, such as 10 consecutive signals, of which a

3Of course, if the flow is highly directional-as may well be from
the subuibs in the morning-then these suggestions are superseded
by the simple expedient of treating the streets as one-way streets and
imposing a simple forward progression, with queue clearance if
needed.

. i
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Figure 26.25: Comparison of Scales on Which Standard Patterns Are Used
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\

Simultaneous
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Double Alternate CITY LINE
System

Figure 26.26: Hypothetical Use of Several Patterns
Along the Same Arterial

26.7 Software for Doing Signal
Progression

contiguous 6 are spaced uniformly and the other 4 also
uniformly, but at different block lengths. Note that to the
extent that block lengths do no exist perfectly uniformly,
these plans can serve as a basis from which adaptations can be
made. Note also that the suitability of the cycle length has
been significant. It is often amazing how often the cycle
length is poorly set for system purposes.

The purpose of this section is to illustrate the use of software
that is commercially available to provide ease of computation
in determining progressions. You cannot expect to become
an effective user of either program from these brief illustra-
tions. But it is common (and advisable) that such computer
programs be used in at least the second course in a traffic
engineering sequence. The user manuals and lecturer presen-
tation, focused on case study or project applications, can
provide the needed background. (In our own courses, we also
depend on the students climbing the learning curve quickly
as part of a project-based course.)

The first program that is illustrated,
 TruTraffic TS/PP, is

especially interesting because it is based on the bandwidth
approach that is considered "dated" by those who have used
the programs that focus on delay-optimized signal settings
that take into account internal queueing. But the simple fact is
that bandwidth-based solutions are less data intensive, very

suitable in many applications, and easy to manage.
The second program that is illustrated (Synchro) is the most

0

 commonly used delay- or stops-based optimization progran1
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in the United States. As already noted, a number of states

accept its output as equivalent to HCM results, at least for sets
of signals on an arterial or network. Synchro has an imbedded
macro model of flow profiles that it uses to estimate delays and
stops as it iteratively finds a solution that minimizes an overall
"objective function

" that is expressed in terms of stops and
delays.

26.7.1  Bandwidth-Based Solutions

Bandwidth-based solutions remain an important tool for traf-
fic engineers, particularly for off-peak periods when demand
is relatively small and/or when flow is highly directional.
Although prior examples in this chapter emphasized achieving

windows of green along the entire arterial,
 bandwidth

solutions also can be used to move platoons along relatively
long arterials in a set of bandwidths, witb-the breaks between
bandwidths occurring where it is logical or suitable to stop
and re-form platoons-for instance, just upstream of a set of
closely spaced signals, so that the platoons that might over-
flow the short block spacings are not stopped in that section of
the arterial. Bandwidth solutions are also used effectively to
discourage speeding, encourage adherence to the speed limit,

and identify green that can be allocated to increased pedes-
trian walking times [8].

Figure 26.27 shows the output of TruTraffic TS/PP
for the arterial addressed in Figure 26.4, considering it as a
two-way arterial on which we wish to achieve equal band-
widths (16 seconds) in the two directions if at all possible.

: :

*

;

Artenal/Diagram Window #180 sec North

if,

41 sec -> 41 sec 41 sec

Time

41 sec

41 sec41 sec ->
,

«- 41 sec

40 sec

.

41 sec -.

 _
 
-

tterr

Intersection #3Intersection #1 [    Intersection #5
Intersection #2 Intersection #4 Intersection #6

Figure 26.27: A Solution for Equal Bandwidths in Both Directions, Using TruTraffic TS/PP (Figure 26.4 Arterial)

0

1
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Because of the way in which the output is printed

(generally, on longer paper), the directions are somewhat
reversed from the prior time-space diagrams. In this chapter
arrows have been added, to emphasize the directions in
which time and distance both increase. From this figure,
note that:

. The bandwidths are shown in seconds
, and partial

bandwidths are shown when breaks are required. The
"

message
" in such cases is that the platooned vehicles

can travel only so many blocks without stopping;

. To visualize a vehicle going faster than the design
speed of the bandwidth, it may be easiest for the
reader to turn the display so that time is on the bottom

,

given the reversal in the figure.

Figure 26.28 shows the same illustration, except the target
is to get a NB bandwidth of at least 20 seconds

., with "as good as
possible

" in the SB.

The bandwidths shown in Figure 26.28 vary as opportu-
nity presents itself, indicating that the band can be wider in some
segments along the arterial than in others; this is shown in both

 i

80 sec Arterial/Diagram Window #1 North

Time
41 sec

.

41 se

41sec->

0

C
41 sec

41s

37 sec

41 sec->

Intereectioo #1 Intersection #3 Intersection #5

Intersection #2 Intersection #6Intersection #4

Figure 26.28: A Solution for Preferred NB Bandwidth, Two-Way Street, Using TruTraffic TS/PP (Figure 26-4 Arterial)

Note: The associated text describes the indicated items.

0
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directions. TruTraffic also allows the user to tum this and other

features "on" or "off," so that

a. One can emphasize a fixed bandwidth that can move
the entire distance (or some large subsegment),
rather than that shown in Figure 26.28; for instance,
in the northbound direction, the band can be reduced

to 20 seconds in Figure 26.28, emphasizing the best
band that can get through with no one stopping.

b
. One can also restart the bands at any intersection,

designating a new start point.

If the bandwidth in "a" is capable of handling the existing
traffic, this approach has meaning. Referring to Equation 26-3

and using BW - 20 seconds and C = 80 seconds
,
 one can com-

pute cBW= 3)600(20Xl)/(80)(2.1) = 429 vph on a per lane basis.
The actual trajectories along the arterial depend on

where the platoon started, turns in and out, and some disper-
sion, even when the demand is less than cBW. In practice,

 one

has to take into account that when northbound "early greens"
are given to allow southbound bandwidth; northbound speed-
ing may be allowed because drivers may perceive short-term
gain by moving faster.

When the demand exceeds cBW and TruTraffic or such
tool is still used, more has to be taken into account. For

instance, refer to Figure 26.29: When the northbound platoon
fills most of the bandwidth from Intersection 1 to Intersection 2

,

80 sec Arterial/Diagram Window #1 North

0
Time 2.' 41 sec

41 se

.

41 sec-> 4

.

as
i

c

41 sec
41

37 sec

 41 sec-»

Intersection #1 Intersection #3

Intersection #2

Figure 26.29: Some of the Considerations in Using TruTraffic to Design Bandwidths

(     Intersection #S
Intersection #4 Intersection #6

Note: The associated text describes the indicated items
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MainStreef

Avenoe A i  Avenue C

MainSfreet

no_f
ffi-

-,0-f

3°
-

 f Avenue B

Mr
in 

 f Avenue D

%%%

- All the intersections are spaced at 1500 feet
- 2 lanes per direction on Main St-
- left turn bays on Main St, 250 ft, both directions

RTOR prohibited everywhere
- 60 fps free flow speed, Main Street
- All avenues have 2 moving lanes, but are one-way streets
- PHF = 0.91

- Minimum ped.crossing times = 17 sec across side streets, 30 sec Main St

Figure 26.30: Inputs for Illustrative Synchro Case

. The lead part of the platoon must stop at Intersection 2
and then continue as shown by

 
.

. The second part of the platoon, designated by . is
queued temporarily at Intersection 2 and then "clipped"
and stopped at Intersection 3. It can extendto the dashed
line shown by 

__, depending on the demand. Further  it
then becomes the lead part of the next platoon,

 as shown

by the dashed line between Intersections 3 and 4.

. Notice that because this pattern is repetitive, the same
reality happens in each and every cycle,

 so that the

same thing happened before path
 

as shown by the
earlier (i.e., lower) dashed line.

 Hence, the vehicles in

the path
 were not actually the lead vehicles and

they are temporarily queued at Intersection 4.
 This

concern or ripple effect exists throughout the system,

in both directions;

. At every intersection, but most notably ones close
together, one must assure that the queues shown by
 

can fit into the block. In some cases
,
 it is clear that

they do, by inspection. In other cases,
 the width of the

stopped section of the band has to be used to estimate
the queue size, convert it to an expected length, and
see if it approaches or exceeds the block length.4

. Given the knowledge of the presence of vehicles as

green initiation at. . as shown, although this has an
adverse effect on the southbound traffic.

The TruTraffic tool has the capability to show the added
widths described here, and it is useful in such cases as just
described. It is also quite possible to use such a tool (really, the
underlying bandwidth principle) effectively even when apparent
bandwidth solution leads to such displacements.5 At some point
however, delay/stopped-based optimization tools may be easier
to use and more appropriate, even with rough estimates of
demand (i.e., without all the detail shown in the next section).

26.7.2 Synchro

Consider the inputs as shown in Figure 26.30. Figure 26.31
shows an illustrative Synchro solution for a cycle length of 100

seconds; the user is provided with choices ovet a range of

cVir

''The practical result is that very closely spaced intersections operate
simultaneously, so that the platoon moves without stopping in that

short distance.

5Notice that the demand does not have to exceed or even approach

the capacity of the signals. The issue at hand is the demand that can

be acconunodated by cBW. Hence solutions that involve narto*
bands over considerable lengths might look good initially but can
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Figure 26.31: Sample Synchro Time-Space Diagram for Illustralwe Case
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user-specified cycle lengths and selects from them. Table 26.5
shows sections of the standard Synchro output tables.

Although this illustration will not be discussed in detail
at this point, it will be used again in Chapter 30.

In practice, engineers often fine-tune the optimized signal
offsets during the field installation, to adapt to field conditions
(that is, how drivers actually arrive, etc.).

26.8 Closing Comments

This chapter has introduced the basic considerations and
concepts of signal coordination for undersaturated flows on
one-way and two-way arterials, and in networks.

Although the commercially available computer programs
are extremely efficient and cost-effective tools for developing
signal timing plans (including offsets, for coordination), you will
find that thoughtful reflection on the basic principles will help

not only at arriving at good solutions, but also in checking the
outputs of the programs. For instance, ifohe is fortunate enough
to have block lengths (L) and desired speeds (S) that happen to
approximate a half cycle length (US ~ C/2 ), one can expect the
solution to look like a standard alternative progression. If it does

not, then a significant number of turn-ins or internally generated
vehicles (e.g., from a midblock parking lot) may be skewing the
offsets, so that queues are cleared and overall delay/stops mini-
mized. But if this potential explanation is absent, another expla-
nation might be that the user made an error with the inputs.

There are now excellent Web sites that can serve as
the basis for keeping up to date and aware of the trends related
to signal timing and coordination. For instance,

 the TRB Traf-

fic Signal Systems Committee has its Web site at http://
www.signalsystems.org.vt.edu/. FHWA's Office of Operations
Web site on publications at http://www.ops.fhwa.dot.gov/
publications/publications.htm is an excellent source of key |
material, much of which can be downloaded. The Traffic Signal

Table 26.5: Segments of Synchro Output, Related to Illustrative Case

Detailed Measures of Effectiveness

3
.
 Main Street* Ave A

Volume (vph)

Control Delay/Veh (s/v)

Queue Delay/Veh (sis)

Total Delay/Veh (sAr) 
.

Total Delay (hr)

Stops/Veh
Stops (#)
Average Speed (mph)
TotalTravelTime (hr)
Distance Traveled (mi)

Fuel Consumed (gal)

Fuel Economy (mpg)
CO Emissions (kg)
NOx Emissions (kg)

VOC Emissions (kg)
Unserved Vehides(#)

Vehicles in dilemma zone (#)

Arterial Level of Service: EB Main Street
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Table 26.5: Segments of Synchro Output, Related to Illustrative Case {Continued)

HCM Signalized Intersection Capacity Analysis
3

.
 Main Street & Ave A

w
:1

6/1/2009

J

Lane Configurations
Ideal Row (vphpl)
Total Lost time (s)
Lane Util. Factor
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0
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0
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0
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0
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Uniform Delay, dl
Progression Factor
Incremental Delay, d2
Delay (s)

'
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4
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C
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C

0
.
0

A

HCM Average Control Delay 262
HCM Volume to Capacity ratio 0.75
Actuated Cycle Length (s) 100.0
Intersection Capacity Utilization 68.0%
Analysis Period (min) . 15
c   Critical Lane Group

HCM Level of Service

Sum of lost time (s)
ICU Level of Service

c

8
.
0

C

Timing Manual is available at http://www.ops.fhwa.dot.gov/
publications/fhwahop08024/index.htm.
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Problems

26-1. Two signals are spaced at 1,000 feet on an urban arterial.
It is desired to estabhsh the offset between these two

signals, considering only the primary flow in one direc-
tion. The desired progression speed is 40 mph. The cycle
length is 60 seconds. Saturation headway may be taken as
2

.0 sec/veh, and the startup lost time as 2.0 seconds,

(a) What is the ideal offset between the two intersec-
tions assuming thait vehicles arriving at the upstream
intersection are already in a progression (i.e., a
moving platoon) at the initiation of the green?

(b) What is the ideal offset between the two intersec-
tions assuming that the upstream signal is the first
in the progression (i.e., vehicles are starting from a
standing queue)?

(c) What is the ideal offset assuming that an average
queue of three vehicles per lane is expected at the
downstream intersection at the initiation of

the green? Assume the base conditions of part a.

(d) Consider the offset of part a. What is the resulting
offset in the opposite (off-peak) direction? What
impact will this have on traffic traveling in the
opposite direction?

(e) Consider the offset of part a. If the progression speed
was improperly estimated, and the actual desired
speed of drivers was 45 mi/h, what impact would
this have on the primary direction progression?

26-2, Consider the time-space diagram for this problem. For
the signals shown:

(a) What is the NB progression speed?

(b) What is the NB bandwidth and bandwidth capac-
ity? Assume a saturation headway of 2.0 s/veh.

(c) What is the bandwidth in the SB direction for the
same desired speed as the NB progression speed?
What is the SB bandwidth capacity for this situation? |

(d) A new development introduces a major drive-
way that must be signalized between intersections
2 and 3. It requires 15 seconds of green out of the
60-second system cycle length. Assuming that
you had complete flexibility as to the exact loca-
tion of the new driveway, where would you
place it? Why?

26-3. A downtown grid has equal block lengths of 750 feet
along its primary arterial. It is desired to provide for a
progression speed of 30 mi/h, providing equal service
to traffic in both directions along the arterial.

(a) Would you suggest a alternate or a double-alternate
progression scheme? Why? |

(b) Assuming your answer to part a, what cycle length
would you suggest? Why?

26-4. Refer to the figure below. Trace the lead NB vehicle i
through the system. Do the same for the lead SB vehicle. |
Use a platoon speed of 50 ft/s. Estimate the number of

stops and the seconds of delay for each of these vehicles.

26-5. Refer to the figure below. Find the NB and the SB band- j
widths (in seconds). Determine the efficiency of the
system in each direction and the bandwidth capacity.
There are three lanes in each direction. The progression
speed is 50 ft/s.

26-6. (a) If vehicles are traveling at 60 fps on a suburban
road, and the signals are 2,400 feet apart,

 what

cycle length would you recommend? What offset
would you recommend?

. (b) If an unsignalized intersection is to be inserted at
600 feet from one of the signalized intersections,
what would you recommend?

26-7. You have two intersections 3
,000 feet apart and have j

achieved some success with a 50-50 split,
 60-second

cycle length, and simultaneous system.

(a) Draw a time-space diagram and analyze the reason
for your success.

(b) A developer who owns the property fronting on
the first 2000 feet of the subject distance plans a
major employment center. She plans a major
driveway and asks your advice on its location.
What is your recommendation, and why?

26-8. (a) Consider four intersections
, spaced by 500 feet-

The platoon speed is 40 ft/s. Recommend a set of
offsets for the eastbound direction

,
 considering

only the eastbound traffic.
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(b) If there are queues of three vehicles at each of the
intersections, recommend a different set of offsets

(if appropriate).

26-9. (a) Construct a time-space diagram for the follow-
ing information and estimate the northbound
bandwidth and efficiency for platoons going at
50 ft/s:

Signal
No.

Offset

(sec)

6

5

4

3

2

1

16

16

28

28

24

Cycle
length

Split
(MSG first)

60

60

60

60

60

60

50:50

60:40

60:40

60:40

50:50

60:40

All of the offsets are relative to the preceding signal.
All signals are two phase. There are two lanes in
each direction. All block lengths are 1,200 feet.

(b) Estimate the number of platooned vehicles that can
be handled nonstop northbound and southbound.

26-10. For the situation in Problem 26-5, design a better tim-
ing plan (if possible), under two different assumptions:
(a) Only the northbound flow is important.

(b) The two directions are equally important.

26-11. Find the offset for a link of 1,500 ft, no standing
queue at the downstream signal, and a platoon travel-
ing at 40 ft/s. Re-solve if there is a standing queue of i
eight vehicles per lanel

26-12. Develop an arterial progression for the situation
shown in the figure below. Use a desired platoon
speed of 40 ft/s. For simplicity, the volumes shown
are already corrected for turns and PHF.

26-13. Tliroughout this chapter, the emphasis was on platoons j
of vehicles moving through the system, with no desire j
to stop. However, buses travel slower than most pas-
senger cars and must stop. This problem addresses the j
timing of signals solely for the bus traffic.

(a) For the situation shown in the figure, time the j
signals for the eastbound bus. Draw a time-
space diagram of the solution.

(b) Now consider the westbound bus. Locate the
westbound bus stops approximately every two
blocks and adjust the offsets to make the best
possible path for the westbound bus, without
adversely affecting the eastbound bus. Draw the
revised time-space diagram.

(c) Show the trajectories of the eastbound and west-
bound lead passenger cars going at 60 fps.
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26-14. Refer to the figure below. Second street is southbound
with offsets of +15 seconds between successive

signals. Third street is northbound with offsets of +10
seconds between successive signals. Avenue A is
eastbound, with a +20-second offset of the signal at
Second Street and Avenue A relative to the signal at
Third Street and Avenue A. Given this information,

find the offsets along Avenues B through J. The direc-
tions alternate, and all splits are 60-40, with the 60 on
the main streets (2nd and 3rd Streets).

26-15. Given three intersections, spaced 600 feet apart, each
with C  60 seconds and 50-50 split, find an offset
pattern that equalizes the bandwidth in the two direc-
tions. Hint: Set the first and the third relative to each

other, and then do the best you can with the second
intersection. This is a good way to start.

2nd St 

3rd St.-*-

1 I

N-

AveA Ave B AveC Ave J

 

 t t

Notes:(l)C-60sec Splits 60:40
(2) Block lengths 600 ft in all cases
(3) All streets are one-way.

Network for Problem 26-14

0
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26-16. A major development is proposed abutting a subur-
ban arterial as shown in the figure below. The arte-

rial is 60-feet wide, with an additional 5 feet for

shoulders on each side, and no parking. There is
moderate development along the arterial now.
Platoons of vehicles travel at 60 ft/s in each direc-

tion. The center lane shown in the figure is for turns
only. The proposed development is on the north
side, with a major driveway to be added at 900 feet
along the arterial, requiring a signal. Evaluate the
impact of this development in detail. Be specific,
and illustrate your points and recommendations.

..

-

..
!

Proposed

J   [    (not to scale)    J [ J

f i r
1800 ft

1
-

Arterial for Problem 26-16

26-18. Given an arterial with 20 consecutive signals
,

spaced at 1,500 ft with vehicles moving at 50 ft/s
,

which coordination scheme is the best: simultane-

ous, alternate, or double alternate? What cycle
length should be used?

26-19. Given the following information for the indicated
arterial, with C = 70 seconds and 50-50 splits:
(a) Plot the time-space diagram.

(b) Find the two bandwidths. Show them graphi-
cally and find the numeric values. If they do not
exist, say so.

(c) An intersection is to be placed midway between
Intersections 3 and 4

, with C = 70 seconds and a

50-50 split. Recommend an appropriate offset.

11

offsets:

600 ft

+20 s

|2
I

3 4

600 ft

+30 s

600 ft

+10 s

I

I

26-17. Refer to the figure. Find the unknown offset X. The
.   cycle length is 80 seconds. The splits are 50-50.

3

:
*

;V

6V

II>
O

?0
s

Arterials for Problem 26-17
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CHAPTER
27

Signal Coordination for
Arterials and Networks:

Oversaturated
Conditions

It is well recognized that the oversaturated traffic environment
is fundamentally different from the undersaturated environ-
ment. In undersaturated networks, capacity is adequate and
queue lengths are generally well contained within individual
approaches.

The oversaturated environment is characterized by an
excess of demand relative to capacity (v/c > 1.00) and thus
unstable queues that tend to expand over time. This tends to
lead to situations in which queues spill back into the upstream
intersections and block other flows. This in turn inhibits dis-

charge on one or more approaches, in effect reducing capacity
when it is most needed.

Control policies for oversaturated networks thus focus
on maintaining and fully exploiting capacity to maximize pro-
ductivity (vehicle throughput) of the system by controlling the
inherent instability of queue growth.

27.1  System Objectives for
Oversaturated Conditions -

For undersaturated flow (v/c < 1.00) on arterials and in net-
works, the primary objective is to attain smooth flow as
described in Chapter 26, often expressing this objective in
terms of minimizing delay and stops. This primary objec-
tive tends to become the "prime directive" and even the
obsession.

But when approaches, intersections, or systems become
oversaturated, the mission and objective is fundamentally
different. But many people do not change their mindset,
and-even as this is written-most of the computational tools

.l 0

i
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(i.e., signal optimization programs) do not address oversatura-
tion directly.1

When networks are congested, the explicit objectives
change to:

. Maximize system throughput. This is the primary
objective. It is achieved by (a) avoiding queue spill
back, which blocks intersections and wastes green
time; (b) avoiding starvation: the tardy arrival of traf-

fic at the stop bar that wastes green time; and (c) man-
aging queue formation to yield the highest service
rate across the stop bar.

. Fully utilize storage capacity (queue management).
This objective seeks to confine congested conditions
to a limited area by managing queue formation in the
context of a "feed forward" system.

. Provide equitable service. Allocate service to cross
street traffic and to left-tumers so that all travelers are

serviced adequately and the imperative of traffic
safety is observed.

Because intersection blockage can so degrade the network,
 its

removal must be the keystone of the prime objective for the
traffic engineer.

27.2 Root Causes of Congestion
and Overseturation

Reference [1] addressed the "root causes" of congestion and
oversaturation

, so that practitioners could put both the appar-
ent problem and the physical limits on remedying it into per-
spective as they try to identify solutions.

Many of the root causes are imbedded in the fabric of

our urban areas and the routes connecting them.
 Consider, for

instance, the following list, extended from [1]:

. Convergence of routes. It is inevitable that congestion
will arise as several routes converge on such natural
features as river crossings (bridges, tunnels), paths
out of valleys or between surrounding hills, paths to
the waterfront

, airports, or major attractors. Yet this

'Specifically, they do not model or take into account the effects of
spillback and intersection blockage. Reference [2] notes that "those
methods seemed insensitive to even the existence of growing residual
queues, let alone (consideration of them) in the optimization objec-
tive. This impression is supported by a cursory review of available
tools.. . . No existing popular tools could be identified.

 
.
 . that opti-

mized specifically to maximize throughput or to manage queues.

"

convergence is imbedderfm the history and evolution
of our cities, sometimes over centuries or decades;

. Crossings of major mutes.
 It tends to be unavoidable

that two major arterials cross each other as they carry
their respective through movements from the origins
to destinations consistent with their design. It is also
common that turn movements at these intersections

of major routes tend to be significant as people move
from one to the other. These intersections become
"critical intersections" at which demand exceeds

capacity, and there is no true "major
" and "minor"

street, rendering the adage of giving priority to the
major street moot;

. Natural features, historic sites, and special architec-
ture. It is common that topography (knolls, hills) have
shaped the development of the area, that large parks
or commons areas exist, and that monuments in town

circles, large libraries or railroad stations, and, more
recently, auto-free zones define where, the. flows are
and the paths they must take from one critical inter-
section to another;

. Street spacings. They arc also frequently defined by
history and uses that predate motor vehicles. In some
cases, they are defined by the original surveys (as in the
western United States). It is truly serendipitous when
street spacings fit the neat "alternate progression

" needs

implied by the L/S = C/2 relation of Chapter 26;
. Unavailability of alternative mutes.

 The work in [1]

uncovered the apparent paradox that medium-size
cities and towns reported more perceived congestion
that either their larger or smaller counterparts. A little
probing revealed that small areas may have one main
street with short peak "hours" and that laige areas

may have multiple routes between any origin and

destination (subject to preceding points, of course)
but that medium-size areas had significant traffic that
still centered around one major arterial or street;

. Natural variability.

 The traditional view of both
capacity and demand is that they are both known and

invariant, at least for the period of the analysis." But
yet both are random around these expected values,

leading to situations in which vie fluctuates well
above (and below) its nominal value.

2It is true that peaking is taken into account by the peak-hour factor

(PHF), but this simply increases the value of the constant that is put

into the steady-state equations that exist in the literature and key
references.
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This mixture of history, topography, convergence of routes,
relative size, and natural variability creates an environment that
virtually defines both the street system and the critical intersec-
tions. Added to this is the mixture of modes that are common in

most urban areas (and suburban towns)-buses, paratransit,
truck deliveries, and more recently package delivery services,
bicycles, and a growing emphasis on pedestrian travel as a
mode worthy of attention (and design) in its own right.3

27.3 Overall Approaches
to Address Oversaturation

The overall approach stated in [ 1 ] as a set of logical steps was
as follows:

. Address the root causes of congestion-first,
 fore-

most, and continually;

. Update the signalization, for poor signalization is
frequently the cause of what looks like an incurable
problem;

. . If the problem persists, use novel signalization to
minimize the impact and spatial extent of the extreme
congestion;

. Provide more space, by use of turn bays and parking
restrictions;

. Consider both prohibitions and enforcement realisti-
cally-is it effort likely to be effective or futile? Will

.
 it only transfer the problem to another location? Is it
contrary to the fundamental use of the area?

. Take other available steps, such as right-tum-on-red,
recognizing that the benefits will generally not be as
significant as either signalization or more space;

. Develop site-specific evaluations where there are con-
flicting goals, such as providing local parking versus
moving traffic, when the decision is ambiguous.
Explicitly consider the solution in terms of economics.

The last category was intended (for instance) to focus the
debate on the use of space, by quantifying the effects and
tradeoffs-for example, use for good delivery, bus lane, park-
ing, or through/turning traffic.

3The 2003 edition of the MUTCD required that pedestrian crossing
times be computed based on the entire travelled path, rather than to
center of the far lane. As of this writing, the 2010 edition of the
MUTCD is likely to reduce the assumed pedestrian walking time from
4

.0 ft/s to 3.5 ft/s, thereby increasing minimum phase durations.

The preceding list was constructed in [1] with some
allowance for ease of implementation: It is generally easier to
change signalization than to remove urbanparking, it is generally
easier to treat spot locations than entire arterials,

 and so forth.

Reference [2] expressed the approach in terms of
throughput strategies (which it considered curative) and queue
management strategies (which it considered palliative).

For curative throughput strategies, the experts con-
sulted in the course of the Reference [2] work identified three
categories or themes:

. Make the best use of the physical space available in
the intersection.

. Make the best use of the green time in the cycle.

. Minimize the negative effects of other influences.

The specific techniques identified in [2J included:

. Work back from the downstream bottleneck;

. Run nearby intersections on a single controller, so
that they stay in lock-step even during transitions;

. Improve the lane utilization;

. Run heavy left turns on a lag phase;

. Find and use the right cycle;

. Service heavy movements more than once in a cycle
(
"phase reservice");4

. Consider the effect of buses;

. Minimize the effect of pedestrian movements;
» Seek all possible available green time,

 even if exotic

signal controller features must be used;

. Consider congested and uncongested movements
separately;

. Prevent actuated short greens.

The more detailed advice in [2] on some of these includes (1) in
general, it is good to set green times so that one bus per cycle
can be serviced on relevant phases, when one considers bus
dwell times; (2) pedestrian actuation buttons allow long phase
minima to be avoided when the button is not actuated; (3) slow-
Starting trucks may lead to a short actuated phase, and gap set-
tings have to consider this; (4) lanes get less productive over time,

even with a standing queue, so that greens,of up to 30 seconds
are more productive than longer ones (indeed, it was noted that
this is partkulariy true for through lanes next to left-turn bays,

where movements into the turn bay actually leave gaps in the
thru flow (jflhe green time is longer than the bay length).

"This technique assumes there are some phases for which the vie is
less than 1.00, perhaps due to a combination of demand and minimum
pedestrian requirements on phase duration.

i
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For the palliative queue management strategies,
 the

experts consulted in [2] identified techniques including:

. Reduce minor splits to encourage diversion (although
it was noted that this generally does not work);

 . Run nearby intersections on a single controller, so
that they stay in lock-step even during transitions;

. Balance the queues for conflicting approaches;

. Prevent queues from spreading congestion;

. Meter traffic into the bottlenecks; .

* Prevent downstream queues from backing up into the
bottleneck intersections

.

The approaches enumerated in [1] and [2] tend to be operational
in nature, looking for short-term solutions to existing critical
problems. There are indeed longer term remedies that can
be addressed

, mostly falling under the general heading of
transportation demand management.

 These include;

. Assuring that alternative higher occupancy modes of
transportation are available, such as bus routes, light
rail

, and even heavy rail. But in these alternatives, it is
necessary to plan over the long term for integrated
and complete systems, rather than fragmented routes;

. Encouraging higher occupancy use of automobiles
by providing the support facilities (e.g., park and ride

lots), lower tolls, special use lanes, and even incen-
tives (e.g., parking or parking reimbursement);

. Encouraging temporal shifts in demand by incentives
and disincentives (congestion pricing, for instance,

can be viewed both ways), and by strategic planning
with large employers.

To a large extent, these are excellent long-term measures that
cannot and should not be ignored. The present chapter, however,
focuses on shorter term operational issues-the result of inac-
tion or inattention on the broader scale

.

One long-term trend deserves special mention in this
section. The historic model is of the "hub city" such as New
York or Chicago in which the population surrounds the core
in rings and travels to it in the journey to work. For several
decades

, census data have been showing a distinctly different
trend, even in these prototypical areas: What would have been
called "suburb-to-suburb" work trips are growing, and hub-
bound travel is decreasing. The result can be depicted as a set
of mini-cities within the same region, depending on true arte-

rials and other facilities to link them. Concurrent with this, the

directional patterns become more balanced, so that setting
signals for 

"tidal flow" (80-20 directional splits) in the morn-
ing and evening becomes less typical.

27.4 Classification

NCHRP 194 [1] included the words "Three groups of terms
must be defined

" and then listed (1) congestion-related terms,
(2) terms related to the types of oversaturation, and (3) char-
acteristics distinguishing the productivity of an intersection
and the perception of congestion. Table 27.1 shows the
attempt of that era to define the congestion-related terms.

The question of classification of congestion has been
addressed repeatedly in the literature. For instance. Reference
[2] notes that [3] and [4] are two of the few works on meter-
ing, but that much work was not clearly related to actions that
practitioners would take. Reference [2] also recommends a
simplified and hierarchical classification, namely:

. Light traffic

. Moderate traffic

. Heavy traffic

. Oversaturated operations

It further notes that "Experts were not generally interested
in defining the point of saturation in a precise or scientifically

Table'27.1: Early Definition of Congestion-Related Terms (c. 1978)

Uncongested

Congested

Saturated

Stable Unstable Oversaturated

No queue formation. Queue formation, but not
growing.
Delay effects local.

Queue formation and growing.
Delay effects still local.
A transient state may be only
of short duration.

Queue formation and growing
to a point where upstream
intersection performance
is adversely affected.

(Source: Reference 1, p. 113.)
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Table 27.2: Types of Oversaturation / Congestion

Types of Oversaturation Types of Congestion

NCHRP194 [1], 1978 ITE Webinar, October 11,2007 [5]

Type I-The critical intersection (CI) has a smaller g/C ratio
than does the upstream intersection.

Type II-The CI and the upstream intersection have the same
g/C ratio. However, the capacity of the CI is less than that of the
upstream intersection because of factors other than the g/C ratio
(such as turning movements and/or physical conditions).

Type III-Heavy turn-in movements from the upstream cross
street fill up the entire link or a significant part of it during
a red phase on the arterial and cause spill back on the arterial.

Type IV-This type of oversaturation of a CI results from the
signal offset between the CI and its upstream intersection.

Type V-This is defined as being a combination of two or more
of Types I through IV oversaturation.

Type I-CI has less green time than upstream
intersections (typical of CI at junction of crossing
arterials).

Type II -CI has lower capacity due to additional
phases, geometries, or backups from downstream
intersection.

Type III-CI has greater demand due to heavy
turning at upstream intersection.

Type IV-Congestion due to offset relationship
with upstream intersection.

elegant way, but were rather interested in conditions that would
justify a change in strategy or more detailed adjustment to oper-
ation on the ground.

" We agree with this classification and with
the observation.

It was interesting that some of the thoughts from the cited
earlier era (c. 1978) are still reflected in current practice and in
professional development, including an ITE webinar [5] given
in October 2007. Refer to Table 27,2 for an illustration.

These two events-separated by so many years-
highlight the reality that engineers are coping with the same
fundamental problems, often expressed in the same ways.

The needs of different modes sometimes reinforce each

other in selecting a treatment. Whereas tradition often favors
longer cycle lengths as demand grows, shorter cycle lengths
(1) are advocated in [1] and in [5] in order to achieve shorter
queues and more phases per hour, but they also (2) allow for
lower pedestrian waiting time and better levels of service for
pedestrians, an emerging priority in the multimodal environ-
ment. The case can also be made that turn restrictions aid

more than one mode, and that some bus measures (e.g., stop
location) can aid several modes.

27.5 Metering Plans

One short-term demand management strategy is metering.
Three forms of metering can be applied within a congested
traffic environment, characterized by demand exceeding sup-
ply (i.e., v/c deficiencies): internal, external, and release.

0

Internal metering refers to the use of control strategies
within a congested network so as to influence the distribution
of vehicles arriving at or departing from a critical location.

The vehicles involved are stored on links defined to be part of
the congested system under control, so as to eliminate or sig-
nificantly limit the occurrence of either upstream or down-
stream intersection blockage.

Note that the metering concept does not explicitly min-
imize delay and stops, but rather it manages the queue forma-
tion in a manner that maximizes the productivity of the
congested system.

Figures 27.1 and 27.2 show situations in which internal
metering might be used: (1) controlling the volume being dis-
charged at intersections upstream of a critical intersection
(CI), thus creating a "moving storage" situation on the
upstream links, (2) limiting the turn-in flow from cross
streets, thus preserving the arterial for its through flow,

 and

(3) metering in the face of a backup from "outside."
External metering refers to the control of the major

access points to the defined system,
 so that inflow rates into

the system are limited if the system is already too congested
(or in danger of becoming so).

External metering is convenient conceptually because the
storage problem belongs to "somebody else," outside the sys-
tem. However, there may be limits to how much metering can
be done without creating major problems in the "other" areas.
Figure 27J shows a network with metering at the access points.

As a practical matter, there must be a limited number
of major access points (such as river crossings,

 a downtown
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0

(a) g/c reduced in order to lower
indicated discharge flows

(b) Cross street (g/C) lowered to
preserve actorial for through flow

 Internally metered
intersection

(6) Critical intersection

Figure 27.1: Internal Metering Used to Limit Volume Arriving at Critical Location

q Undersaturated
intersection

surrounded by water on three sides, a system that receives
traffic from a limited number of radial arterials, etc.).
Without effective control of access, the control points

can potentially be bypassed by drivers selecting alternative
routes.

Release metering refers to cases where vehicles are
stored in such locations as parking garages and lots, from .
which their release can be controlled (at least in principle).
The fact that they are stored "off street" also frees the traffic
engineer of the need to worry about their storage and their
spill-back potential.

Release metering can be used at shopping centers, mega-
centers, major construction sites, and other concentrations

.

Although there are practical problems with public (and prop-
erty-owner) acceptance, this could even be-and has been-a
developer strategy to lower the facility's discharge rates so that
adverse impacts are avoided.5 Such strategies are of particular

"OUTSIDE" /

   Internally metered

intersection

@  Critical intersection
Undersaturated

intersection

Route leading to egress
- Other street

o

Figure 27.2: Application of Internal Metering in the
Face of a Backup from "Outside"

o

Figure 27 J: Illustration of External Metering

traffic impacts by developers leads to requirements for traffic miti-
gation, generally at the cost to the developer. The general subject is
addressed in Chapter 30.
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interest when the associated roadway system is distributing
traffic to egress routes or along heavily congested arterials.

27.6 Signal Remedies

It is difficult to overstate how often the basic problem is poor
signalization. Once the signalization is improved through rea-
sonably short cycle lengths, proper offsets (including queue
clearance), and proper splits, then many problems disappear.
Sometimes, of course, there is just too much traffic. At such
times rapid adjustment to splits to meet short-term relative
demand changes (i.e., in competing directions), equir}: offsets
to lower the likelihood of spill back and to aid cross flow, a
different concept of splits, namely to manage the spread of
congestion, and phase reservice may be appropriate if other
options cannot be called on. These options may be used as
distinct treatments or as part of a metering plan (addressed in
the previous section).

27.6.1 Responsive/Adaptive Phase
Duration Changes

Locations such as college entrances have short bursts of
inflows followed by short bursts of outflows (both in the order
of 15 to 25 minutes), directly related to their class schedules.
Gontrol in such cases must adapt to the rapidly changing
demand, in order to avoid precipitating oversaturation that can
promulgate and perpetuate itself.

27.6.2 Shorter Cycle Lengths

An earlier chapter demonstrated that increasing the cycle
length does not substantially increase the capacity of the
intersection (a change of +50% in cycle length could add
+ 5% to 8% in capacity, under favorable conditions). But the
favorable conditions include maintaining high discharge rates
over long phases, and this does not occur in practice.

Rather, the emphasis should be on the related reality
that as the cycle length increases, so do the lengths of stored
queue and the length of the discharged platoons, which then
arrive at downstream intersections that may have shorter cycle
lengths and cannot be stored or processed easily.

Thus the likelihood of intersection blockage increases,
with substantial adverse impacts on system capacity. This is
particularly acute when short link lengths are involved.

Note that a critical flow of v, veh/hr/lane nominally dis-
charges v,

- C/3600 vehicles in a cycle. If each vehicle requires

D feet of storage space, the length of the downstream link in a
congested environment (assuming the downstream signal can
process the queue in one cycle but that it will be forced to
stop) would have to be:

V 3600 / (27-1)

where L is the available downstream space in feet.
 This

"available" space may be the full link length or by some lower
value, perhaps 150 feet less than the true length (to keep the
queue away from the discharging intersection or to allow for
turn-ins). The engineer will have to decide that

, noting that [1]
shows results that queues that occupy more than 85% of the
link length actually inhibit the discharge rate at the upstream
intersection.

Equation 27-1 may be rearranged as:

) (27-2)

Note that v(- in this case is the discharge volume per down-
stream lane, which may differ from the demand volume

, par-
ticularly at the fringes of the "system" being considered.

 Refer

to Figure 27.4 for an illustration of this relationship.
 Note that

only rather high flows (3:800 veh/h/ln) and short blocks will
create very severe limits on the cycle length. However, these
are just the situations of most interest for conditions or
extreme congestion. Note that the discharge volume v,

- depends
on the upstream demand and (g/C) allocation,

 and that this

analysis really has to be carried along the arterial.

120
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1
 

600 700 800

Discharge Volume,
 Veh/Hr/Lane

 L/D=10 L/D=15 UD = 20

Figure 27.4: Maximum Cycle Length as a Function of
Block Length6

6It is recognized that cycle lengths shorter than 60 seconds are rare
,

but they are shown to emphasize the shape of the curves.
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In Figure 27.4, note that D equals approximately 25 feet,
so that block lengths with available storage of 250 feet to 500
feet are represented (300 to 600 feet, if the 85% rule of thumb
cited earlier is used).

The important lesson from Figure 27.4 is that shorter
cycle lengths are not only good but necessary to manage the
size of queues arriving in downstream links.

This analysis assumes that the downstream link can
itself discharge the arriving queue in one cycle. To achieve
this (for instance, at a critical intersection), it may be neces-
sary to allow the downstream capability determine the
upstream discharge, which would have to be achieved by
reassigning green time there (to minor movements) or impos-
ing an all-red (i.e., metering). Failing this, the downstream
queues will grow and other measures will be needed to avoid
spill back.

27.6.3 Equity Offsets

Offsets on an arterial are usually set to move vehicles smoothly
along the arterial, which is logical. If no queues exist on the
arterial, the ideal offset is L/S, where L is the signal spacing in
feet and v is the vehicle speed in feet per second. If a queue of
Q vehicles exists, the ideal offset is:

tideal = ~Q*h (27-3)

where h is the discharge headway of the queue, in seconds.
Clearly, as Q increases, decreases, going from a "forward"
progression to a 

"simultaneous" progression to a "reverse"
progression.

Unfortunately, as the queue length approaches the block
length, such progressions lose meaning, for it is quite unlikely
that both the queue and the arriving vehicles will be processed
at the downstream intersection. Thus the arrivals will be

stopped in any case.
At the same time, the cross-street traffic at the

upstream intersection is probably poorly served because
of intersection blockages. Figure 27.5 illustrates the time
at which ti(ieai would normally cause the upstream inter-
section to switch to green (relative to the downstream
intersection).

Consider the following case, illustrated in Figure 27.6:
Allow the congested arterial to have its green at the upstream
intersection until its vehicles just begin to move. Then switch
the signal so these vehicles flush out the intersection but no
new vehicles continue to enter.

At the same time, this gives the cross-street traffic
an opportunity to pass through a clear intersection. This

L u
(U

CO

f

Arterial

progression
causes this

switch

Figure 27.5: Ideal Offset with Queue Filling Block

concept, defined as equity offset, can be translated into this
equation:

hquity = SiC
L

S
(27-4)

acc

where is the upstream main street (i.e., the congested inter-
section) green fraction and Sacc is the speed of the "accelera-
tion wave" shown in Figure 27.

7
.

A typical value is 16 fps. Comparing Figure 27.5 and
27.7, it is clear that equity offset causes the upstream signal to
go red just when "normal" offsets would have caused it to |
switch to green in this particular case. This is not surprising, |
for the purpose is different: Equity offsets are intended to be
fair (i.e., equitable) to cross-street traffic.

Simulation tests using a microscopic simulation model
have shown the value of using equity offsets: Congestion does
not spread as fast as otherwise and may not infect the cross
streets at all.

Figure 27.8 (a),
 shows a test network used to test the

equity-offset concept Link 2 is upstream of the critical inter-
section (CI). For the demands and signal splits shown it is
likely to accumulate vehicles, with spill back into its upstream
intersection likely. Ifthis occurs, the discharge from Link 1 will
be blocked and its queue will grow. In the extreme, congestion
will spread.

The equity offset is computed as

600
te  = (0-60X60) - - = -1.

5 s
16

using Equation 274. (At 25 feet per vehicle and a pla-
toon speed of 50 ft/s. Equation 27-3 would have yielded



.1

27.6  SIGNAL REMEDIES 671

CI

D D

D D

D D
(a) Main-street vehicles block upstream

 [=!

  GI

I D D
D D
DD

(b) As main-street vehicles just begin to clean give green to side street

: t

  CI

t

t

(c) Cross street are thus allowed to discharge

Figure 27.6: Concept of Equity Offsets to Clear Side
Streets

'ideal = (600/50) - (24X2)= -36 seconds for progressed
movement. Of course, progressed movement is a silly objec-
tive when 24 vehicles are queued for 30 seconds of green.)

-US
iCC

L

Speed 5a

Figure 27.7: Equity Offset to Benefit Cross Street

Figure 27.8 (b) shows the side-street queue (i.e., the Link 1
queue) as a function of the main-street offset. Note that an offset
of -36 seconds is the same as an offset of +24 seconds when

C = 60 seconds, due to the periodic pattern of the offsets.
Figure 27.8 (b) shows the best result for allowing the side street
to clear when the equity offset (offset = -1.5 seconds) is in
effect, and, in this case, the worst results when the queue-
adjusted "ideal offset" (offset = 24 seconds) would have been in
effect.

The preceding discussion assumes that the cross-street
traffic does not turn into space opened oh the congested arterial.
If a significant number of cross-street vehicles do turn into the
arterial, a modification in the offset is appropriate to assure that
the upstream traffic on the congested arterial also has its fair
share.

The equity offset concept has been used to keep side-
street flows moving when an arterial backs up from a critical
intersection (CI). It may also be used to keep an arterial func-
tioning when the cross streets back up across the arterial from
their critical intersections.

Figure 27.9 shows another illustration of the concept
that offsets can be designed to relieve congestion and the like-
lihood of upstream intersection blockage.

27.6.4 Imbalanced Split

For congested flow, the standard rule of allocating the available
green in proportion to the relative demands could be used, but it

0
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(b) Side-street queue (Link 1)

Figure 11 & Equity Offsets Avoid Side-Street Congestion,
Despite Spill Backs

does not address an important problem. Consider the illustration
of Figure 27.10. If the prime concern is to avoid impacting Route
347 and First Ave. (but with little concern for the minor streets in
between, if any), it is not reasonable to use a 50:50 split

Considering that the relative storage available is
750 feet in one direction and 3000 feet in the other, and we

TSS

AS

(a) High Demand and 'Traditionar Offsets, with Consequent Congestion

TSS

(b) The Same High Demand but an Offset Tailored to Congestion Relief

Figure 27.9: Another Illustration of Offsets Used to
Avoid Spill Back

wish neither to be adversely affected, the impact could be
delayed for the longest time by causing the excess-vehicle
queue to grow in proportion to their available storage. The
two critical-lane discharge flows fj would have to be set
such that:

rfi -/ii

Li

and:

di-fi

fl+f2 = CAP

(27-5)

0 (27-6)
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Figure 27.10: An Illustration of Split Determination

(Used with permission of Transportation Research Board, from [1].)

where J,- are the demands (veh/h/ln), L,- is the storage and
CAP is the sum of the critical-lane flows (i.e., the capacity
figure).

For the illustrative problem, using CAP = 1550 veh/h/ln,
the preceding equations result in // = 954 veh/h/ln and £ =
759 veh/h/ln, where direction 1 is the shorter distance. This is a

56:44 split.
Note that in the extreme, if only one direction has a

cross route that should not be impacted, much of the green
could be given to that direction (other than some minimum for
other phases) in order to achieve that end:.

27.6.5 Phase Reservice

The term phase reservice refers to servicing important
phases more than once in a cycle, by going back to them,
generally to the disbenefit of side street movements on other
phases. The technique is for clearing queues on protected
lefts and saturated approaches, but it generally requires that
there are undersaturated phases at the intersection, so that
one can "catch up

" with servicing them on a future cycle if
necessary.

Phase reservice can aid the basic objectives of maximizing
throughput and queue management. It does require that both
drivers and pedestrians become familiar with this sort of opera-
tion

,
 so that all concerned are aware that the "noraial" sequence

of phases cannot be counted on.

27.6.6 Pedestrian Minima Provided Only
Upon Request

In areas in which there are relatively little pedestrian traffic,
 satis-

fying the pedestrian minimum crossing times on all approaches
may lead to phases that waste green time and to longer-
than-necessary cycle lengths. In such cases, traffic engineers
sometimes do consider invoking pedestrian minima only when
there is an actual pedestrian actuation of a pedestrian button.

This of course requires that the intersection have func-
tioning pedestrian buttons in place (as well as pedestrian sig-
nals) and that the pedestrians leam that the only way to assure
the pedestrian crossing times is to use the buttons.

7

27.7 Variations In Demand

and Capacity

In current (and historic) methods, traffic demand and the

capacity of the traffic signal are taken as fixed values
,
 rather

than intrinsically random.

7Although there is no factual basis to support the supposition,
 the

authors do speculate that this environment might be an ideal applica-
tion of the pedestrian "countdown" signals that are coming into use.

The pedestrian is rewarded by the action of pushing the button having
a definitive and highly visible effect, namely the pedestrian signal
changing amf providing information on time remaining.
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1

For simplicity, consider the equation D = 1 / (I - (v/cj),
a very oversimplified version of the standard delay equation but
sufficient for the illustration. In probability theory, it is clear that

m *
1 1

1 - E[vlc]      1 - (£[v]/£lc])
(27-7)

That is, the expected value of a quantity such as delay cannot
be computed by simply putting the expected values of the
input values into the right-hand side of a static equation.

For years, such an approach was good enough, consid-
ering (1) the amount of data available, (2) the cost of data, and
(3) the need for results that were good enough for the applica-
tions at hand.

Still, it was always known there were problems-delay
data had very high variability, particularly as the vie ratio
increases (plots of delay versus vie have trends, but also high
scatter of the data at high vie). In addition, it was known that
some data (maybe much data) represented the transition
between two demand levels, rather than "steady-state" data from
different equilibrium conditions. But the need for data-and the
cost of it-often competed with such precision. And, besides,
the results were good enough for the applications at hand.

27.7.1 An illustration of the Effects of

Demand and Capacity Variability
on Delay

For present purposes, we consider the case in which the
expected value of demand is 1700 veh/h and of capacity is 1900
veh/h. The computations of delay are illustrative, and we do not
list values for all of the factors in the HCM. The computed vie
ratio is 0.89 in this case, and the computed delay is 51,0 s/veh.

Table 27.3 shows the same computation but with nor-
mally distributed values of demand and capacity. A total of
525 samples, or "observations," were generated in a spread-
sheet for this illustration.

Table 27 J: An Illustrative Study

demand capacity

mean 1700 1900

std=

Figure 27.11 contains histograms of the "actual" observed
delays, based on the spreadsheet computations.

 Note that:

1
. There is a significant fluctuation in the delay,

 even

when the standard deviation is as low as 30 vph;
2

. If it were possible to use the rule of thumb that 95%
of the delay observations fall within 2 standard devi- .
ations

, the estimated range is 24.4 to 85.2 vph, quite
a variation around an observed mean of 54

.8 vph;
3

. But it is not possible to apply this rule of thumb
because it is only truly valid for the symmetric normal
distribution. As Figure 27.11b shows, when o = 60

vph, the delay distribution is not symmetric but rather
has a long tail-and a noticeable set of apparently
anomalous very high delays.

4
. Thus the common rule of thumb would underestimate

the spread in asymmetric cases.

5
. As to the "apparent" anomaly cited in number 3

,

Figure 27.12 shows the range of vie ratios that
existed in Case 2. Although the average was close to
the 0.89 computed from averages, the range is from
about vie = 0.80 up to over 1.00. These higher vak
ues in particular would lead to very long delays,

 if

the intersection approach were long enough to
receive and store the vehicles

.

We did additional analyses that showed that even
when (T= 30 s/yeh, the asymmetric distribution occurs when
\v/c] is higher. The long-tailed delay distribution of Figure
27.1 l.b can be expected routinely and must be taken into
account.

27.7.2  Practical Implications

Clearly, high {v/cj ratios should be avoided, to avoid the large
standard deviations demonstrated in even this simple illustration.

!
1

est avg v/c est std v/c

> Traditional

> Case 1

> Case 2

0 0 0
.
89 0

.
00

30 30 0
.
90 0

.
02

60 60 0
.
90 0

.
04

delay based

upon expected
values

related std

51.0

54.8 15.2

70.5

sec/veh

73.8

sec/veh
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Figure 27.12: The Range of {v/c} Values in Illustrative Case 2

But the subject of this chapter is the oversaturated condition,
which occurs when v/c exceeds 1.00 systematically-or when
randomness pushes it there, and the inability to 

"

catch up
"

 per-

petuates it.
Capacity variations can be due to such factors as (a) "nat-

ural" variations due to the randomness of discharge headways,
loss times, the percentage of different vehicle types in queues,
the percentage of turns in a given time period, left-tumers at the
head of a queue in a shared lane, and even (b) singularities or
"outliers" in some of these values due to double parkers, deliv-
eries, buses hanging out of bus stops, and other such factors.
Local "demand" variations can be due to true natural variations.

The "bottom line" is that as v/c approaches 1.00, the
effects of variation have greater impact: the variability of
delay (and thus travel time), the asymmetric tail, and the
extreme values are all associated with {v/c} being pushed
near or above 1.00 in bursts.

27.7.3 A Closing Note on This Topic

Figure 27.11b results in an (estimated) average observed
delay of 70.5 s/veh with the 525 observations, which raises
two troublesome issues:

. The "observed"

 average is quite a bit different than
. the value computed using the averages of the inputs,

namely 50.1 s/veh (see Table 27.
3

, "Traditional"),

and the deterministic or "expected value" analysis
. may have been used past its valid range;
. How much data is going to be desired to estimate the

observed average delay with good confidence,
 versus

how much can the budget pay for?

Because the spread in Figure 27.1 lb is so high, the confidence
bound on the estimate of the mean is ± 1

.96 (73.8)/ V525. or
± 6.3 s/veh. That is

, after N - 525 observations
, we could |

only be 95% sure that the true mean was somewhere between
70.5 ± 6.3 s/veh (i.e., in the range 64.2 to 76.8 s/veh).

27.8 Summary and Further
Readings

This chapter addressed oversaturated conditions on surface
streets. The problem of congestion and saturation is widespread
and is not often approached consistently.

 Definite measures can

be taken, brt preventive action addressing the root causes must
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be given a high priority. Among the possible measures, those
relating to signalization generally can have the greatest impact.
The nonsignal remedies are in no way to be minimized, particu-
larly those that provide space, whether for direct productivity
increases or for removing impediments to the principal flow.

A wealth of information is available at the TRB Traffic

Signal Systems Committee Web site [6], including the set of
presentations at the Committee

'

s January 2007 Workshop on
"Operating Traffic Signal Systems in Oversaturated Condi-
tions" and its July 2006 Mid-Year Meeting that focused on
oversaturation. This material was also revisited in the context

of this proposal. In the interest of space, the individual mate-
rials are not enumerated or commented on at this time. It is

refreshing to see the number of case studies of actual appli-
cations that appear in this compendium of information.

To assist engineers and planners in applying HCM
methodologies, the HCM 2000 includes default values for
many of the more difficult-to-obtain input parameters and vari-
ables. Field measured default values for use in applications of
the HCM were assembled in the research performed in
NCHRP Report 599 [7], Default Values for Highway Capacity
and Level of Service Analyses. Of the 63 default values used in
the HCM 2000, that research found 19 values that had a high
degree of impact on the service measures. For the HCM 2000
Urban Streets analysis, signal density was found to have a high
impact. For signalized intersections, the peak-hour factor,
length of analysis period, arrival type, adjusted saturation flow
rate, lane width, percent heavy vehicles, and lane utilization
were found to have high impact on the estimate of delay! These
highrimpact variables could also be considered for their
impact on the variability in demand and capacity.
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CHAPTER
28

Analysis of Streets
in a Multimodal

Context

Planning and design of urban streets has changed drastically
over the past two decades. Twenty years ago, the mode thai
led the design of an urban street was the automobile. Even
urban streets that moved large numbers of buses every day
were planned for automobiles, without much consideration
for the buses except for providing a bus stop. Priorities have
changed, however, because of federal funding acts promoting
alternative modes of travel. In 1991, the Intermodal Surface

Transportation Efficiency Act (ISTEA) was passed. This act
totally overhauled the federal aid highway system. ISTEA
and its successors (TEA21 and SAFETYLU) encouraged
multimodality for the first time, and they set aside significant
amounts of money for promoting alternative modes of trans-
portation. Nowadays, arterial planning initiatives should lead
toward an integrated urban environment that is safer overall,
encourages multimodal use, and balances the use of streets.
On an arterial, the usual modes recognized are automobile,
transit, pedestrian, and bicycle. Automobiles are going to con-
tinue to be the major mode on arterials in the United States,
but multimodal initiatives can often be done without costing
needed vehicular capacities and can often make the move-
ments of vehicles better defined and safer for all modes,

including vehicles.

28.1 Arterial Planning Issues
and Approaches 

The current literature on arterial planning focuses on plan-
ning for "complete streets,

" that is, streets that are multi-

modal, that will lessen the impact of traffic on their
community

'

s streets to promote safer,
 more livable, and

"sustainable" environments for all users [7-i]. Consider as
an example a typical urban street with two lanes per direc-
tion serving automobiles, buses, bicycles, and pedestrians.
There is parking on both sides and sidewalks for the pedes-
trians. In this "before" condition

,
 drivers often have to do

broken-field running,
 that is, drivers would move around

left-turn queues in the "left-through" lane,
 and double-

parked cars and buses in the "right-through" lane causing
frequent lane changes and conflicts.

 Further, there is no

well-defined bicycle path.
 In the "after" condition of a well-

planned 
"

complete-street
" initiative, there are well-defined

bicycle lanes, buffers between buses and cars
,
 left-turn

pockets, and single lanes for through movements. The rele-
vance of this initiative is that it is a long-term infrastructure,
with new goals to determine its usefulness. When making

!
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this type of change, some of the questions that should now
be asked are:

1
. What modes, if any, have really lost capacity that

was used effectively?

2
. What modes, if any, gained capacity or become

feasible?

3
. What is the new mix of demand levels (by mode)

that are feasible with the new design?

4
. What are the estimated safety improvements,

based on (a) actual usage in the after condition and
(b) potential usage in the after condition, both
compared to like volumes (by mode) in the
"before" design?

5
. How does the project add to a future integrated

system?

Figures 28.1 and 28.2 show a street before and after it was
redesigned to be a complete street. In Figure 28.1, there are

two lanes in each direction for traffic and a parking lane.
 There

is no defined bicycle path for the cyclist who will then use the
right-hand lane for traveling. In Figure S ,

 the automobiles

are given only one lane for travel on the street; however
,
 at the

intersection there is a left-turn bay so that through vehicles are
not trapped waiting behind a left-tum vehicle. There is also a

defined bicycle path, which has the added benefit of discour-
aging cars from double parking on the street.

28.2 Multimodal Performance
Assessment

There are standard methods for assessing the performance of '
each mode on an arterial and these are summarized here

.
 The

chapter does not present the details of each model but rather
just discusses the variables that are important for each mode.
Many of the variables are common to more than one mode

,

which allows an analyst to see how changing a variable will

i
.

i

 N

Figure 28.1: Ninth Street in Brooklyn, New York, before Redesign as a Complete Street
(Source; http://gowanuslounge.Mogspot.com/2007/04/dot-moving-ahead-with-ninth-street.html.)

0

I



680 CHAPTER 28  ANALYSIS OF STREETS IN A MULTIMODAL CONTEXT

i

Figure 28.2: Ninth Street in Brooklyn, New York, after Redesign as a Complete Street
{Source: http://gowanuslounge.blogspot.coin/2007/04/dot-moving-ahead-with-ninth-street.html.)

affect each mode differently. Currently, the 2000 HCM [5] is
not a multimodal document. This, however, will be changing
when the next edition is published, based on research done
under NCHRP 3-70, titled "Multimodal Level of Service

Analysis for Urban Streets." Reference 6 contains the results
of that research, which provides an integrated multimodal
methodology for analyzing an urban arterial. This type of
methodology provides a way for transportation professionals
to incorporate smart-growth principles and context-sensitive
design into their evaluations. A multimodal level-of-service
(LOS) analysis simultaneously evaluates the quality of ser-
vice of each of the four modes on the arterial: automobile,

bicycle, pedestrian, and transit. By doing a multimodal
analysis, the analyst can see how improving one mode may
benefit or harm another mode. Each mode is assigned its own
LOS rating, but there is no overall LOS that describes the
arterial as a whole or weights the individual modes together.
All four models produce LOS letter grades from their respec-
tive models. Each of the models output a numerical value
that is converted to a letter grade as shown in Table 28.1.

Table 28.1: Level of Service Grades for Multimodal
Analysis

Numerical Value Output from
LOS Models

LOS Letter

Grade

!

<2
.
0

>2-<2.75 .

>2.75-<3
.
50

>3.50-<4.25

>4.25-<5
.
00

A

B

C

D

E

(Source: NCHRP Report 616 [6].)

28.2.1  Bicycle Level of Service

The bicycle LOS methodology was originally developed by
Sprinkle Consulting, Inc. (SCI) [7] and was enhanced in the
NCHRP 3-70 work [6]. the methodology is based on a quality
of service rating tied to the comfort and convenience that bicy-
clists experience. This is very different than the method that is
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in the bicycle chapter, Chapter 19, of the 2000HCM [5], which
has a LOS based on bicycle speed and another LOS based on
the delay that bicycles experience crossing an intersection. The
SCI approach gives a rating that is tied to the actual experience
of the bicyclist Some of the factors that go into the methodol-
ogy and are important to a bicyclist

's comfort on an urban street

are the effective width of the outside through lane, the speed
and volume of vehicles on the roadway, the percentage of
trucks, is there a bike lane or no bike lane, and the pavement
condition. The actual number of bicycles or the speed of the
bicycles is not a factor, but what is measured is the bicyclists'
comfort in sharing the roadway with vehicles. The model looks
at the bicyclist both on the link between intersections (the seg-
ment LOS) and as they cross the intersection (intersection
LOS) and then these are combined into a weighted average for
the facility. The actual equations used to determine the point
score that defines LOS can be found in Reference 6.

28.2.2 Pedestrian Level of Service

The pedestrian LOS methodology [6] takes a different philo-
sophical approach to assessing LOS than that for the other
modes. The Pedestrian LOS is defined as the worse of two

different LOS methodologies. One method considers the den-
sity of pedestrians on the sidewalks and comers, this is the
method in Chapter 18 of the 2000HCM. The second method
takes into account the nondensity attributes that consider the
comfort and convenience experienced by pedestrians travers-
ing the roadway due to the environment rather than the num-
ber of pedestrians using the facility. The worse LOS rating
from these two different approaches is then defined as the
pedestrian LOS for the facility.

Chapter 18 of the 2000 HCM [5] provides LOS criteria:
for sidewalks based on the average spacing per pedestrian,
which depends on the number of pedestrians and width of the
sidewalk. Table 28.2 shows these LOS criteria. In large cities
with very high volumes of pedestrians, the HCM model is
usually Ifac more significant because it looks at the crowding
of the pedestrians.

The second of the two pedestrian methods was devel-
oped by SCI [8] and enhanced in the NCHRP 3-70 research
[5]. Similar in perspective to the SCI bicycle model, it is com-
pletely dependent on environmental factors. Thus it gives a
rating as to the comfort pedestrians experience walking an
urban street This model combines three different LOS scores:

one score for the segment LOS for the pedestrians, one score
for intersection LOS for the pedestrians, and a third score that
rates crossing difficulty midblock. Some of the factors that go
into the pedestrian segment model are the vehicle volume and

Table 28.2; HCM Criteria for Pedestrian LOS for
Sidewalks

Level of

Service
Space per

Pedestrian (sq ft)
Equivalent Maximum
Flow Rate (peds/hr/ft)

A

B

C

D

E

F

>60

>40 60

>24-40

>15-24

>8-15

<8

300

>300-<420

>420-<600

>6OO-<900

>900-< 1
,
380

> 1
,
380

(Source; Exhibit 93 NCHRP Report 616 [6].)

speed, the separation of the vehicles from the pedestrians,
 the

existence of a sidewalk or not
, and the width of the outside

lane. Factors important for the pedestrian intersection LOS
include the number of right-turn-on-red vehicles and the num-
ber of permitted left-turners, the number of lanes to be
crossed, and the average delay that pedestrians must wait to
cross the street. The midblock crossing factor considers the
expected waiting time trying to find an acceptable gap to
cross the street. Again, the number of pedestrians is not
important in any of these models, but rather it is a measure of

the comfort and convenience experienced by pedestrians tra-
versing the roadway due to the environment rather than the
number of pedestrians using the facility. The model is a
regression equation using the scores of the three models,

 which

results in the same range of point scores as the bicycle model,

with the categories also the same as shown in Table 28.1 [7].

28.2.3 Bus Level of Service

The model for the bus LOS score is a function of two other

scores. One score is based on the quality of service perceived by
riders concerning ease of access to the bus. This is based on the
pedestrian LOS score for the facility. The second score combines
a score based on waiting time and travel time of the trip.

 The

waiting time score is a fimction of the headway between buses,

and the travel time score is a function of the perceived travel time
of the service. A regression equation then uses these two scores
to come up with a LOS point score as shown in Table 28.

1
.

28.2.4 Automobile Level of Service

The urban street LOS for automobiles is based on the average
speed of the through vehicles over the facility length.

 Because

speed is distance divided by time, the average travel speed on

i
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an urban street is the length of segment divided by the average
travel time. The average travel time is composed of the run-
ning time (RT) on the segment plus the control delay time at
the intersection (D). Thus average travel speed of the through
vehicles on an urban segment is:

Spd
3600*1

5280{RT + D)
(28-1)

where: Spd = arterial average travel speed, mi/h
L = length of the arterial segment under study, ft

RT = running time on the segment, s
D = control delay at the signalized intersection

incurred by the through lanes, s/veh. This
value is found from the delay equations in
Chapter 24.

An estimation of running time (RT) can be found in Reference 9
as follows:

RT*

where: RT :

L

6-1i 3600L 
+  /+ 5V/r + dother . (28-2)

.0025L     52805/    £ ' "'

running time on the segment, s

start up lost time, s

length of the segment under study, ft

segment free flow speed, mi/h
/ = adjustment fa r that accounts for traffic density,

where

2

V    52.8 5/ /

(28 3)

1

where: v = volume on the segment in vph

N - number of through lanes on the segment

dir = delay from left and right-tum vehicles on the
segment, s/veh

N
fl
 = number of access points on the segment

dolher = other delay along the segment (from parking,
bicycles, or pedestrians), s/veh

The delay from left and right turn vehicles on the seg-
ment into mid-segment access points,  can be estimated
from Table 28.3. This delay refers to the delay experienced
by through vehicles when they find themselves behind a
vehicle making a tam into a midblock access point If a more
accurate estimation is desired, refer to the research report in
Reference 9.

!
Table 283: Delay from Left- and Right-Turning Vehicles
on the Segment, 4-

Mid-Segment
Volume Vphpl

Through Vehicle Delay (s/veh/pt)
1 Lane 2 Lanes 3 Lanes

200

300

400

500

600

700

0
.
04

0
.
08

0
.
12

0
.
18

0
.
27

0
.
39

0
.
04

0
.
08

0
.
15

0
.
25

0
.
41

0
.
72

0
.
05

-0
.
09

0
.
15

0
.
15

0
.
15

0
.
15

{Source: NCHRP 3-79 Final Report [9].)

For a multimodal urban street
, the LOS for automobiles

is the probability of users rating the facility each LOS grade.

For each segment of the facility, the probability of choosing
each LOS grade is found; and then a weighted average for the
segment is found, based on the percentage of users that
weight the segment each LOS. Thus auto LOS is the sum of
the probabilities from A to F that an individual will choose a
specific LOS grade multiplied times the weighting factor for
that grade.

To find the probability of a given LOS, say C for example,
one finds the probability a user will rate the facility LOS C or
worse as follows:

Pr{LOS < C)
1

1 + exp

(28-4)

Where Oc is alpha value for LOS C,
 which is the maximum

numerical value for LOS C
, as shown in Table 28.4 for each |

LOS, and   is a calibration parameter for the individual attrib-
ute, X, which is being used to determine LOS on the facility.

Table 28.4; Alpha Values for Each Level of Service

Alpha Values for LOS Value

A

B

C

D

E

1
.
1614

-0
.
6234

-1
.
7389

-2
.
7047

-3
.
8044

{Source: NCHRP Report 616 [6].)
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Then to get the probability that an individual user would
choose the given LOS:

Pt{LOS = C) = Pr(L05 < Q - ?t{LOS < C - 1) (28-5)

Where Pt{LOS < C-1) is the Pt{LOS < B). Thus the proba-
bility of choosing an individual LOS is the probability of a
user choosing that LOS or worse minus the probability of the
user choosing one better LOS grade or worse.

28.2.5 Florida Quality/Level of Service
Handbook

bike lanes and turn bays. The results show that although the
speed for the vehicles does drop from approximately 27.5 mi/h to
23.7 mi/h, the LOS does not change but remains at LOS C.

 The

bicycle LOS improves a letter grade from D to C. Most interest-
ing is the only minor loss in capacity for the vehicles when
reducing the through lanes from two to one. In the before case

,

the capacity is 1197 vph; in the after case the capacity is 756 vph
in the one lane, but you have removed the left turners to a sepa-
rate bay. So, if we add back the number of left turners to the
capacity of this approach, we have an additional 93 vehicles
moving through the intersection an hour or 849 vph. Thus by
removing a lane; you are reducing the capacity by only 348 vph.

' i
.

The Florida Quality/Level of Service (Q/LOS) Handbook [10]
provides a planning methodology for determining measures of
effectiveness for auto, pedestrians, bicycles, and buses. The mod-
els used are the HCM 2000 model for autos, a planning version
of the SCI methods for pedestrians and bicycles, and a modified
version of the bus measures described earlier from Reference [11].
With the Florida Q/LOS handbook there is a software package
called ARTFLAN [72] that performs the analyses and allows for
easy comparisons of LOS of each of the modes. Thus it is very
useful for alternative analyses of a designs effect on all modes.
Tables 28.5 and 28.6 show the results of an ARTFLAN analysis
for an arterial that was converted from a two-lane per direction
facility to a roadway with one through lane per direction but with

28.3 Summary

This chapter has covered information on analyzing arterials as
multimodal facilities. This is an important trend in traffic
engineering being emphasized by all levels of DOTs.

 There has

been a substantial amount of research on multimodal quality of
flow indices, much of it originally initiated by the Florida
Department of Transportation (FOOT). Likewise,

 there has been

considerable work done on the individual modes-vehicular
,

fixed-route transit, bicycle, and pedestrian. At the same time,
 this

same work has raised fundamental issues on how to establish

comparability across the modes, for the comprehension of users,

Table 28.5: "Before" Two-Mile Arterial Roadway Description and Results

Roadway Variables TVaflic Variables Control Variables Multimodal Variables

Area type Large Urbanized AADT 14,500 No. signals 4 Bike lane No

Class II K factor 0
.
09 Control

type

Pretiraed Outside lane

width

Typical

Posted speed 35 D factor 0
.
55 Cycle

length

90s Pavement

condition
Typical

No. through lanes 4 PHF 0
.925 g/C 0

.
45 Sidewalk Yes

Median type Nonrestrictive % Heavy
vehicles

2 Arrival

type

4 Sidewalk

separation
Typical

Left-tum lanes No % lefts 12 Sidewalk

protective barrier

Yes

Right-turn lanes No % rights 12 Bus frequency
(buses/hour)

4

Adjusted saturation 1333
flow rate per lane

Bus span
of service

24

i

BEFORE RESULTS

Auto speed (mi/h) 27.5 Auto LOS C Bike LOS D PedLOS C Bus LOS B

I
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Table 28.6: "After" Arterial Roadway Description and Results

Roadway Variables Traffic Variables Control Variables Multimodal Variables

Area type Large urbanized   AADT      14,500    No. signals 4 Bike lane Yes

Class

!

II K 0
.
09 Control type Pretimed Outside lane

width

Posted speed 35 D 0
.
55 Cycle

length

90 Pavement

condition

Typical

Typical

No. through lanes 1 PHF 0
.
925 g/c 0

.
5 Sidewalk Yes

Median type Nonrestrictive % Heavy
vehicles

2 Arrival type 4 Sidewalk

separation
Typical

Left-turn lanes Yes % lefts 12 Sidewalk

protective barrier
Yes

Right-turn lanes Yes % rights 12 Bus frequency
(buses/hr)

5

Adjusted Saturation
flow rate per lane

1
,
680

AFTER RESULTS

Auto Speed (mi/h)

Bus span
of service

24

23.7 Auto LOS C Bike LOS C PedLOS C Bus LOS B

elected officials, and transportation professionals. The essence of
the multimodal approach is to provide realistic choices to travel-
ers and ideally to create more livable cities.
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28-1. Find the LOS for autos, bicycles, pedestrians, and bays. Again do this for the case where no bike lane
buses on a four-lane (both directions) arterial, with no exists and then again with a bike lane. {
left-turn lanes, AADT = 14,000, k = 0.12, D = 0.55,      28-3

. How does the LOS for the arteriars above change with
4 buses per hour. Do this for the case where no bike an(j without a sidewalk?
lane exists and then again with a bike lane. no * «    j     t nc i

.
     r      u     i      i_i    i f

28-4. How does the LOS change for each mode in problem 1, if
28-2. Using the same inputs as in problem 28-1, change the yOU increase the AADT by 2,000 vpd up to 20,000 vpd?

four-lane arterial to a two-lane arterial with left-turn
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CHAPTER
29

Planning, Design, and
Operation of Streets

and Arterials

By definition, an arterial is intended to serve through uaffic;
collectors and local streets serve other functions and constitute

a hierarchy of roads serving a community. On an arterial, the
most common modes are automobile, transit, pedestrian, and
bicycle.

At a planning level, it is important to evaluate the
impacts of a project on the quality of service provided to users
of all modes. These are implemented in design and in opera-
tions using basic principles, initially and during rehabilitation
or evolution (for instance, due to general growth or major
generators). Chapter 26 addressed signal-based methods of
assuring smooth flow on arterials and in networks, but we
now focus on the facility.

Much of the operational task is preserving the arterial
function (i.e., service to through traffic) in face of growth that
imposes other uses on the facility. One leading example is a
state arterial linking major population centers: As time
passes, towns along the route have their own growth and use
the state arterial as their "main street"; the arterial devolves

into a major local street, and its design use is compromised; in
the extreme, both state and local governments look for the

construction of "bypass" arterials that route interurban traffic
around the new or larger town, replacing the function of the
original road.

At the same time
, the largest mileage of traffic facilities

consists of local streets
, providing primarily access service in

a variety of settings from densely populated urban areas to
remote rural areas. Local street networks provide vital access
service to abutting lands. Access is required by both goods
and people and must be carefully managed to strike a balance
between providing all of the needed service without creating
too much congestion.

This chapter addresses some design principles and
some methods of preserving arterial function.

 The latter

methods often fall under the rubric of access management.
The chapter also addresses concepts related to the balanced
use of streets and the theme of complete streets and of
traffic calming. The role of roundabouts in these concepts
and in modern design is considered.

 Network issues such

as one-way streets and pairs are addressed. Finally, a set
of special cases (most related to special signal needs) are
considered.

1
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29.1  Kramer's Concept of an ideal
Suburban Arterial

In a paper that could serve as a classic position paper on the
proper design and operation of an arterial, Kramer [6]
enumerates two design principles that he recommends are
essential to be adopted and followed at all intersections of a
suburban arterial with public streets and private driveways,
in addition to standard A ASHTO, FH WA, and other applica-
ble criteria:

Principle 1
Establish an absolute minimum percentage of green time
that will be displayed to arterial thru traffic. At every
location where all crossing or entering (design year) traf-
fic volumes cannot be accommodated within the remain-

ing percent of green time allocated to those movements,
a full or partial grade separation is mandated.

All locations having traffic movements that will
be permitted to fully cross both directions of the arterial
at grade, or otherwise cause both directions of the
arterial to stop simultaneously, must be predetermined
before reconstruction and a series of signal cycle lengths
preestablished that will provide for full-cycle and/or
half-cycle offsets for these critical at-grade intersections
over the design life of the facility.

Kramer observed that at-grade crossings of the arterial should
involve indirect turning movements, and that this should be
assured by raised median barriers.

 y

Principle 2
The signal spacing dominates all other considerations,
and the cycle length must be picked to be in harmony
with the signal spacing (i.e., the geometry).

Kramer also identifies 10 characteristics of an ideal suburban

arterial; refer to Table 29.1.

Moreover, he held that all of these characteristics can

be provided at reasonable construction costs within the exist-
ing right-of-way for typical divided suburban arteriais, rec-
ognizing that some spot acquisitions (taking of land) might
be needed.

To a large extent, Kramer lays out a grand concept for
the fresh design of a new arterial. But he goes beyond that,
for as he indicates, the same principles apply to the redesign
of a facility. And they are guidance for operational improve-
ments and for new developments along existing facilities.

Can they apply to urban arteriais? The authors would
answer

, "Yes, they can be excellent guidance
"

 while recognizing

Table 29.1: Kramer's 10 Characteristics of an Ideal
Suburban Arterial

1
. Its three or four lanes in each direction of travel would

receive a minimum of two-thirds to three-fourths of the

signal cycle as green time at all intersections encoun-
tered along its entire length.

2
. Each direction of travel would be signalized for progres-

sive movement so that traffic would simultaneously flow
as smoothly in each direction as if it were two parallel
one-way streets.

3
. Through traffic would be protected (by signalization)

from conflicting left turns from the opposing direction.

4
. Direct left turns would be provided from the arterial at

frequent intervals and would be protected by signaliza-
tion from conflicting through traffic movements from
the opposing direction.

5
. The facility would accommodate all maneuvers of

increased truck sizes and combinations allowable under

federal legislation.
6

. Pedestrians crossing this arterial would be provided pro-
tected signal phasing and be free from (lawful) conflict
with any vehicular traffic crossing their path; and the spac-
ing of pedestrian crossings would be so convenient as to
discourage pedestrian crossing at unprotected locations.

7; The facility would also provide for transit operations
that would not impede through traffic movement at any
bus stop.

8
. Transit bus operations would be enhanced by providing

stops at all convenient locations in close proximity to
protected pedestrian crossings.

9
. The geometric design of the facility would accommo-

date the infusion of additional major traffic generators
with minimal adverse effect to the road user; that is

,

through traffic could continue to receive a minimum of
two-thirds to three-fourths of the signal cycle as arterial
green time.

10. Signalization timing and offset programs for this arterial
would be independently variable for each direction to
take into account changes in traffic volumes, provide for
special event (stadium) traffic, and accommodate an
uninterrupted flow for emergency vehicles having
on-board preemption equipment.

that developed urban areas may well not have the right-of-way
and cannot apply all of his guidance.

At the same time, many urban arteriais in existing
large cities had their roots in "suburban" or even rural levels
of development, as the city expanded to encompass them.

0
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Sections of Queens Boulevard in New York City are an
example of a road that has considerable width and buffers
that serve local functions while allowing separated through
flows.

i

29.2 Principles Guiding Local
Streets

Two principles dominate traffic engineering on local street
networks:

1
. The design of local street networks should reenforce

their function and purpose as such.

2
. Through traffic should be discouraged through a

variety of traffic engineering measures.

These principles are addressed using a variety of measures.
In addition, a number of aspects of local streets must be

considered as part of an overall management and operational .
approach:

1
. Adequate allocation of curb space should be pro-

vided among the competing uses (parking, loading/
unloading, transit/taxi).

2
. Safety of motorists and pedestrians must be assured.

3
. Blockage of local streets to through movement must

be controlled and minimized.

4
. Appropriate access to and through the local network

must be provided for emergency vehicles.

AH of these speak to logical concerns and focus on a com-
monsense proposition: Local streets must be designed, man-
aged, controlled, and operated in a manner that enhances and
preserves their intended function.

The three primary categories of local streets are (1) res-
idential, (2) industrial, and (3) commercial. In a perfect
world, all traffic on local street networks is either accessing a

particular land use at a particular location or circulating
while seeking a parking place or a location. There should be
little "through" flow, that is, motorists traveling significant
distances along local streets (i.e., more than two to three
blocks).

'Although the history of the development in this case did induce
problems by violating Kramer

's second principle, namely the pri-
macy of signal spacing. If the combination of block lengths and fea-
sible cycle lengths is poor, the engineer (and public) will live with
the challenges of making reasonable accommodations to shifting
conditions.

29.3 Access Management

Access management has been one of the emerging themes in
traffic engineering, with many states creating the explicit
legislation and administrative infrastructure needed. This sec-

tion summarizes some of-the operational aspects related to
access management, but you may refer to the excellent Web site

,

http://www.accessmanagement.info/ [2] of the TRB Access
Management Committee for information on recent conferences

,

state Web sites
, resource materials, and multimedia materials

,
 it

cites the TRB Access Management Manual [3], developed under
the guidance of the committee.

The committee's Web site states that "Access mana-

gement is much more than driveway regulation. It is the
systematic control of the location, spacing, design and opera-
tion of driveways, median crossings, interchanges, and street
connections."

Reference 4 provides guidance on managing access in a
community, by enumerating 10 ways. Refer to Table 29.

2
.

29.3.1  Primary Operations Measures
in Access Management

The primary operations measures that may be taken in access
management are:

. Achieve proper signial spacing.

. Minimize conflicts by proper median treatments.

. Two-way left-tum lanes (TWLTL)

. Restricted/raised medians

Table 29.2: Ten Ways to Manage Access in a
Community [4]

1
. Lay the foundation for access management, by

addressing access management in the local
comprehensive plan.

2
. Restrict the number of driveways per lot.

3
. Locate the driveways away from intersections.

4
. Connect parking lots and consolidate driveways.

5
.
 Provide residential access.

6
. Increase minimum lot frontage on major roads.

7
. Promote a connected street system.

8
. Encourage internal access to outparcels.

9
. Regulate the location spacing and the design of

driveways.
10. Coordinate with the Stale Department of Transportation.

i
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i

. Minimize frictions by controlling driveway number,

placement, and design.

. Separate and/or direct flows by use of back streets,

side-street access, lanes divided from the through
lanes for local service (frontage roads, in effect).

Much has been said about the first item, and it will not be

addressed further in this section.

The several operational measures just cited do have
overlaps. For instance, installing a raised median does deter-
mine what driveway movements are feasible. Likewise, sepa-
rating or directing flows to other access points is in effect
influencing the number-or existence-of driveways. The
same is true of concentrating flows into fewer driveways.

29.3.2  Proper Median Treatments

Figure 29.1 shows an existing two-way left turn lane (TWLT)
from a Google Earth view. TWLTLs are very popular in some
jurisdictions because they (1) remove turning traffic from
through lanes, (2) do not require radical changes in access to
existing land uses, and (3) allow some movements such as
lefts from a driveway to be made in two stages-one move to
the TWLTL, followed by another merging into the traffic, so
that two independent and smaller gaps are needed, not one
combined and larger gap. Note the number of driveways
along this section of arterial.

Some of the literature has focused on the reality that
raised medians have lower midblock accident experiences
than TWLTLs. This is somewhat obvious

, if only because the
number of conflicts is reduced when the median is raised;
refer to Figure 29.2.

Reference 5 reports that at midblock locations
,
 the acci-

dent rate per million vehicle miles of traffic is:

2
.43 accidents/MVM for undivided

1
.66 accidents/MVM for TWLTL

1
.09 accidents/MVM for restrictive medians

Reference 6 also addresses such differences
, including the

statistical significance of its findings.
This suggests the clear advantage of installing raised

medians. However, it does not tell the complete story,
 for in

some cases the raised median is simply not a viable option
due to needed service to land uses, lack of alternative paths to
those land uses, and/or budget. The engineer may be faced
with choosing an attainable 32% improvement over an unat-
tainable 55% improvement.

29.3.3 Control Number, Placement,

and Design of Driveways

Reference 7 is a 19% TRB Circular on driveway and street
intersection spacing and is especially relevant.

 It includes a

1
1 V

Figure 29.1: A Two-Way Left Turn Lane (TWLTL) on an Arterial

{Source: Image from Google Earth.)
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Many conflicts
with all turns

permitted
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(a) Before

Many conflicts
with all turns

permitted

Reduced

conflicts

/9
Increased traffic at'

first median opening

(b) After

Figure 29.2: Conflicts Reduced by Raised Median Limiting Driveway Access

discussion of practices in various states and other jurisdictions.
It also includes a discussion of minimum driveway spacings to
avoid facing the driver with too many overlapping decisions.
Refer to Figure 29.3 for one illustration of the problem.

Reference 8 used simulation to gain insight into the effects
of driveways, including eliminating left turns at the driveway
and having decel/accel lanes associated with the driveway.
Figure 29.4 shows the left-tums-eliminated results on the

westbound through traffic for the case indicated,
 with the initial

case being 30% lefts and 70% rights and the second case being
the same volume but 100% right turns (as assured by a raised
median or signing, for instance). There was no significant effect
on the eastbound through traffic,

 and it is not shown.

Reference 8 also found that the presence of deceleration
lanes into the driveway had a significant (2 mi/h) benefit to
the eastbound through traffic,

 but that ah acceleration lane had

Driveway #2 Driveway #1

J

(a) Single right-turn conflict

Driveway #3 Driveway #2        Driveway #1

J

(b) Double right-turn conllici

Figure 293: Right-Turn Conflict Overlap
(Source: "Driveway and Street Intersection Spacing

"

, Circular 456, Transportation Research Board, National Research Council, Washington
DC, March 1996.)
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Figure 29.4: The Effect of Eliminating Left Turns at
Driveways

{Source: McShane, W., et al., Insights into Access Manage-
ment Details using TRAF-NETSIM, presented at the Second
Annual Conference on Access Management, August, 19%.)

little benefit to eastbound through traffic (although it may
have benefited the departing driveway traffic itself)- On the
other hand, the very existence of the driveway had a - 6 mi/h
disbenefit due to the existence of the driveway, so only a third

of the disoiption was mitigated by the deceleration lane.
Clearly, minimizing the . number and intensity of drive-

ways is highly desirable. The wisdom of redirecting flows
to back streets, side streets, and/or restricting local access to

frontage roads seems effective: If it can be done, the number and
intensity of driveways on principal arterials can be minimized.

However, there are two major impediments to this very
desirable approach:

1
. Do the alternative path and access exist?

2
. Are the intersections properly designed to accept the

additional load from the "minor" streets, which now

include this redirected traffic?

Another impediment, of course, is having the legal and regu-
latory authority to require this approach. As already cited, the

legislation must be in place and the comprehensive plan must
address requirements. Reference 2 is a fine resource for the
state of the practice in the various states'arid for model laws.

29.3.4 Separation of Functions

To assure that local activity, such as land access, parking,
 and

short trips do not disrupt the arterial function,
 some arterials

now have an "inner" and "outer" roadway, just as some free-
ways do; refer to Figure 29.5. This construction also ensures
that the arterial function is "built into concrete" and defined
for the future as well.

Earlier chapters in the text presented a number of con-
cepts for limiting the negative impact of left turns on arterial
operation, including jug-handles, continuous flow intersec-
tions, and various U-turn treatments, as well as unique inter-
section channelization plans that allow the timing of signals in
two directions to be decoupled. Figure 29.6 shows an
interesting design at a major shopping center: The eastbound
lefts do not have a signal controlling them; rather, they move
"in the shadow" of the two-phase signal to right in the figure,

which has the SB lefts on one phase and the main street east-
west through traffic on the other. The eastbound lefts also ben-
efit from gaps in the westbound flow, even when it is moving.
The SB right-turners leave from the driveway on the left in the

figure, so that they do not conflict with the EB lefts turning in.
. Note that the roadway inside the site must "sort them

out,
"

 but this is done internal to the site and not at the expense
of the through traffic on the-arterial.

29.4 Balanced Streets

and Complete Streets

A multimodal focus to transportation facilities is not merely a
current emphasis but an explicit legislated mandate in federal
and other legislation. For instance, FHWA provides design
guidance that "bicycling and walking facilities will be incor-
porated into all transportation projects unless exceptional
circumstances exist" [9].

Related to this is a growing emphasis on the need to
"balance the street" with the service it provides to several
modes, and to "complete the street" by broadening the focus
and attention to modes other than the automobile.

Reference 10 notes that "A balanced street is one that

works for aD users. Achieving the right balance between tran-
sit and other uses is a delicate matter, as it is easy for buses, in
particular, to overwhelm these other uses." The same reference
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Figure 29.6: An Interesting Driveway Design at a Shopping Center
(Source: Image from Google Earth.)
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enumerates a number of strategies, including sufficiently wide Reference 11 is a Web site that provides a good
sidewalks, amenities for pedestrians and transit riders, priority source of current information and directs the visitor to a
lanes for transit vehicles, and traffic-calming measures for slideshow summary related to complete streets [72] that
automobiles. observes that "Complete streets are designed and operated
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Table 29.3:

Complete Streets Policy in Delaware

STATE OF DELAWARE
OFFICE OF THE GOVERNOR

Executive Oder Number Six

April 24,2009

TO: HEADS OF ALL STATE DEPARTMENTS AND AGENCIES

RE: CREATING A COMPLETE STREETS POLICY

WHEREAS, walking is the most fundamental mode of physical transportation; and

WHEREAS, bicycling promotes healthier lifestyles; and

WHEREAS, walking and bicycling are simple fitness activities that can prevent disease, improve physical health and assist in fostering mental well-being; and

WHEREAS, by walking and bicycling you help to reduce greenhouse gas emission by reducing the time you spend in your car; and

WHEREAS, my administration, along with the Delaware Department of Transportation, promotes the walkabiiity and bicycle friendliness of communities

through principles such as context sensitive design, mobility-friendly design, mixed-use and infill developments; and

WHEREAS, the Delaware Department of Transportation has developed user friendly design standards for pedestrian, bicycle, as transit facilities; and

WHEREAS, the Delaware Department of Transportation has the opportunity to aeate and improve transportation facilities for all users by implementing 
these principles and standards through its projects; and

WHEREAS, the Advisory Council on Pedestrain Awareness and Walkabiiity and the Delaware Bicycle Council serve as advisors lo the Delaware Depart-
ment of Transportation; and

WHEREAS, a complete streets Policy means deliberately planning, designing, building, and maintaining streets for all modes of transportation;

NOW, THEREFORE, I, JACK A. MARKELL, by virtue of the authority vested in me as Governor of the State of Delaware, do hereby declare and order
. the following:

I. The Delaware Department of transportation ("DelDot") shall enhance its multi-modal initiative by creating a Complete Street Policy that will pro-
mote safe access for all users, including pedestrians, bicyclists, motorists and bus riders of all ages to be able to safely move along and across the

streets of Delaware;

2
. TheDelaware Bicycle Council, the Advisory Council on Pedestrain Awareness and Walkabiiity, and the Elderly & Disabled Transit Advisory Council

shall assist DelDOT with this endeavor;

3
. A Complete Streets Policy should:

I
. Solidify DelDOT'.s objective of creating a comprehensive, integrated, connected transportation network that allows users to choose between differ-

ent modes of transportation;

2
. Establish that any time DelDOT builds or maintains a roadway or bridge, the agency must whenever possible accommodate other methods of

transportation.

3
. Focus not just on individual roads, but changing the decision-making and design process so thai all users are considered in planning, designing,

building, operating and maintaining all roadways;

4
. Recognize that all streets are different and user needs should be balanced in order to ensure that the solution will enhance the community;

5
. Apply to both new and retrofit projects, including planning, design, maintenance, and operations for the entire right-of-way;

6
. Ensure that any exemption to the Complete Streets Policy is specific and documented with supporting data that indicates the basis for the decision;

7
. Direct the use of the latest and best design standards as they apply to bicycle, pedestrian, transit and highway facilities;

4
. DelDOT, whh the assistance of the advisory councils, shall create the Policy and deliver it the Governor for consideration no later than September 30,2009.

(Source: Reference 13.)

0
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so that they are safe, comfortable, and convenient for all
users-pedestrians, bicyclists, motorists, and transit riders
of all ages and abilities.

" It also cites the interesting statis-
tics that of all metro-area trips, 50% are three miles or less,
28% are less than a mile, and 65% of all trips under a mile
are taken by automobile.

Table 29.3 shows the directive to establish a Complete
Streets Policy in Delaware [13], issued as this text goes to the
publisher. It defines the essential elements of tharpolicy.

29.5 Traffic Calming

Traffic calming techniques have been under development
since the 1970s, with much of the early work done in Europe.
New attitudes toward traffic and its management began to
develop in the United States, with explicit direction by federal
legislation in 1991 and 1998 (ISTEA and TEA-21, respec-
tively) and later legislation.

In its most simple terms, traffic calming is about pre-
serving the function of local streets. Although the initial focus
of traffic calming activities was on residential local street sys-
tems, broadened interest has resulted in applications to other
street networks as well. References 14 and 15 represent excel-
lent treatments of the state of the art in traffic calming through
2000. For more recent information, see an FHWA Web site on

traffic calming [16] that provides information on measures,
programs, and other agencies. Other very useful Web sites
include the home page of TralficCalming.org [77], work in
San Jose, California [78], arid an online Traffic Calming

Handbookby?tmDOl[19].
As rioted previously, local streets are intended to provide

primarily land access service. When traffic begins to use local
streets for through movements, this generally leads-to volume

and speed levels that are incompatible with this primary func-
tion. Traffic calming is a set of traffic engineering measures
and devices that are intended to address these problems. These
are the specific goals of traffic calming:

1
.
 Reduce traffic volumes on local streets.

2
. Reduce traffic speeds on local streets.

3
.
 Reduce truck and other commercial traffic on local

streets.

4
.
 Reduce accidents on local streets.

5
. Reduce negative environmental impacts of traffic,

such as air and noise pollution and vibrations.

6
. Provide a safer and more inviting environment for

pedestrians and children.

Most of the objectives of traffic calming are best achieved
through design. In fact, most traffic calming projects are
generally retro fits to a local street system that was improperly
designed in the first place.

29.5.1 Overview

Figure 29.7 provides an illustration of a traffic calming plan
for an urban local street network serving a primarily residen-
tial neighborhood with local stores and merchants present.

Note that although many different traffic calming treatments
are incorporated into the overall plan, not all street links are

directly involved. Nevertheless, there are only one or two
paths left where a motorist could drive straight through the
area on a local street. These were doubtless carefully chosen
and probably represent collector-type facilities where local
stores are located.

29.5.2 Illustrative Techniques

In both of the examples in Figure 29.8, through movement on
the local street is physically barred. In (a),

 two dead-end streets

are created with a midblock barrier. The barrier can be land-

scaped and may also provide for pedestrian refuge and cross- j
ings. In (b), a cul-de-sac is created by blocking the intersection 1
access of the local street. This also creates the opportunity for
creative landscaping and provides for uninterrupted pedestrian
movement on one side of the intersection.

Figure 29.9 illustrates diagonal diverters. These devices
require all vehicles to turn as they pass through the intersection,
and they provide for pedestrian refuge and connectivity. Diago-
nal diverters can be used at many intersections in a grid street
network, essentially providing for the type of nonstraight
streets illustrated in the design of Figure 29.7. They correct the
most difficult aspects of grid networks, which are straight,
encourage through movements, and also encourage higher than
desirable speeds.

The use of chicanes to both narrow a traveled way and to
create a serpentine driving path in a straight right-of-way is
illustrated in Figure 29.10. As with most other traffic calming
devices, they are intended primarily to reduce speed,

 but they

also discourage through movement and can reduce volumes j
as well. Continuous use of chicanes can create longitudinal I
areas in which enhanced environments for pedestrians, ]
bicycles, and residents can be created.

Figure 29.11 illustrates two other techniques for traffic
calming.
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Figure 29.7: Illustration of Traffic Calming Devices Applied to a Neighborhood Grid

(Source: Smith, D.T., State of the An: Residential Traffic Management, FHWA Research Report RD-80-092, December 1980.)
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(a) Street blockage creating two dead (b) Creation of cul-de-sac by blocking street access
ends at intersection

Figure 29.8: Examples of Full Street Closures

{Source: Ewing, R., Traffic Calming: State of the Practice, Federal Highway Administration and the Institute of Transportation Engineers,
Washington DC, August 1999.)
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Figure 29.9: Semi-Diverters Blocking Through Movement at an Intersection
(Source: Ewing, R., Tragic Calming: State of the Practice, Federal Highway Administration and the Institute of Transportation Engineers,
Washington DC, August 1999.)
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Figure 29.10: Use of Chicanes Illustrated

{Source: Ewing, R., Tragic Calming: State cf the Practice, Federal Highway Administration and the Institute of Transportation Engineers,
Washington DC, August 1999.)

(a) Partial Closing atT-Intersection

Figure 29.11: Miscellaneous Traffic Calming Devices illustrated

{Source: Photos courtesy of City of Portland Department of Transportation.)

(b) Partial Closing to Through Movement

696
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29.5.3 Impacts and Effectiveness of
Traffic Calming Measures

On local street networks, the three most tangible objectives of
traffic calming are reductions in speed, volumes, and accidents.
Reference 15 contains detailed summaries of results of hun-

dreds of traffic calming projects along with the reductions

achieved in these three critical areas. Table 29
.4 summarizes

some of these results.

We caution you about the data-of Table 29.
4: Some

of the sample sizes are relatively small, and all of the average
results have relatively large standard deviations.

 Still, it is clear

from the data that speed humps and speed tables are devices
that are effective in all three areas

, reducing speeds, volumes,

.

-vi

Table 29.4: Reported Impacts of Traffic Calming Measures

Speed Impacts

Traffic Calming Measure
Average Impact on 85th Percentile Speed

Number of Samples A Speed (mi/h) Percent Decline (%)

12-ft Speed Humps
14-ft Speed Humps
22-ft Speed Tables
Longer Speed Tables
Raised Intersections

Traffic Circles

Narrowings
One-Lane Slow Points

Half Closures

Diagonal Diverters

179

15

58

10

3

45
.

7

5

16

7

-7
.
60

-7
.
70

-6
.
60

-3
.
20

-0
.
30

-3
.
90

-2
.
60

-4
.
80

-6
.
00

-1
.
40

22

23

18

9

1

11

4

14

19

4

Volume Impacts

Traffic Calming Measure
Average Impact on Volumes

Number of Samples A Volume (veh/day) Percent Decline (%)

12-ft Speed Humps
14-ft Speed Humps
22-ft Speed Tables
Traffic Circles

Narrowings
One-Lane Slow Points
Full Closures

Half Closures

Diagonal Diverters
Other Vol. Controls

143

15

46

49

11

5

19

53

27

10

-355.
-529

-415

-293
-263
-392

-691

-1611

-501
-1

,
167

18

22

12

5

10

20

44

42

35

31

Accidents/Year

Traffic Calming Measure
Average Impact on Accident Occurrence

Number of Samples       A Accidents (Acc/Yr.)      Percent Decline {%)

12-ft Speed Humps
14-ft Speed Humps
22 ft Speed Tables
Traffic Circles

50

5

8

130

-0
.
33

-1
.
73

-3
.
05

-1
.
55

13

40

45

71

{Source: Compiled from Reference 15, Tables 5.1,5.2, and 5.7.)
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and accident occurrence. Volume reductions are greatest with

techniques that partially or completely block through vehicles;
this result, of course, is logical.

29.6 Roundabouts

The modern roundabout has some has some features in
common with the older "traffic circle" design, but it is
fundamentally different in scale and in key design features
such as (I) approach roadways angled at a tangent to the
center island, so as to direct flow smoothly, and (2) an

emphasis on paths being developed to decrease lane chang-
ing. Figure 29.12 shows a rendering of a modern round-
about, including yield signs and markings. This is taken
from the NYSDOT Web site on roundabouts [21].

NYSDOT has adopted a "Roundabouts First
" Policy

that requires that 
"when a project includes reconstructing or

constructing new intersections, a roundabout alternative is
to be analyzed to determine if it is a feasible solution based
on site constraints, including ROW, environmental factors,
and other design constraints

" (Chapter 5, State Design
Manual, which can be accessed through Reference 22),
with some exceptions noted. But 

"When the analysis shows

Inn
'

-

V

Lu \
Figure 29.12: Rendering of a Modem Roundabout

{Source: Reference 21.)
c

that a roundabout is a feasible alternative
, it should be

considered the Department's preferred alternative due to the
proven substantial safety benefits and other operational
benefits."

A number of states have implemented roundabouts
,

and roundabouts are common in many other countries;
indeed, the United States has been slower to encourage
roundabouts. Two useful sources on the developing state of
the practice, and related policy, are the Web sites cited in
References 23 and 24.

Of course, part of the history in the reticence in the
United States has been a systematic move away from large
traffic circles, generally with approach roadways perpendicu-
lar to the interior circle. For the most part, the remaining large
traffic circles in the United States include signature architec-
ture or are focal points of a radial road system or have historic
significance that transcends their traffic operational problems
(e.g., Grand Army Plaza, Brooklyn, New York; Columbus
Circle, New York City; DuPont Circle, Washington, DC).

At the same time, small neighborhood traffic circles have
been used in traffic calming projects. Refer to Figure 29.13 (a).

29.7 Network Issues

A number of network issues deserve special attention.
 These

include one-way street pairs and systems and special use lanes.

29.7.1 One-Way Street Systems

One-way street systems represent the ultimate solution to elim-
ination of left-turn conflicts at intersections and the: congestion
that they may cause. It is hard to imagine, for example, the
Manhattan street system operating as two-way streets, yet this
was the case until the early 1960s, when NYC traffic engineer
Henry Barnes introduced the one-way street concept. For high-
density street netwoiks with many signalized intersections,
one-way streets are attractive because:

. Providing signal progression is a relatively simple
task with no special geometric constraints and no
multiphase signals to deal with.

. There are no opposing flows to create operational
problems for left-turning vehicles.

. There are related benefits for safety and capacity in
many cases.

Safety and capacity benefits should not be overlooked.
The elimination of opposed left turns removes a major source

!
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(a) Neighborhood Traffic Circle Illustrated
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(b) Roundabouts

Figure 29.13: Neighborhood Traffic Circles and Roundabouts

{Source: Ewing, R., Traffic Calming: State of the Practice, Federal Highway Administration and the Institute of Transportation Engineers,
WashingtonDC, August 1999.)
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of intersection accidents. A one-way street may allow more
efficient lane striping and additional capacity. A 50-foot street
width would normally be striped for four lanes, two in each
direction

, as a two-way street. As a one-way street, if is possi-
ble to stripe for five lanes.

One study [25] reported that a conversion of a two-way
street system to one-way operation resulted in:

. A 37% reduction in average trip time

. A 60% reduction in the number of stops

. A 38% reduction in accidents

Although these results are certainly illustrative, every case has
unique features, and these percentage improvements will not
be automatically achieved in every case.

A successful one-way street program, however,
depends on having paired "couplets" within close proxim-
ity. A pair of streets with a similar cross section and number
of lanes must be available, so that capacity and travel
times in two directions can be balanced. It would also be

difficult to operate a couplet where one street is a "main
street,

"

 with many large trip generators, and the paired
street is not.
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Business owners often object to installing one-way
street systems, fearing lost business due to changing circula-
tion patterns. This would clearly be an issue in the pairing of a
main street with a back street, even if their capacities were
similar. Particular businesses will be affected more than oth-

ers. A gas station, for example, that is located on a far comer
of two one-way streets, through which turns are no longer
made, is a typical example. Nevertheless, most studies show
that one-way street systems in commercial areas generally
results in enhanced economic activity.

The most noticeable negative impact of one-way street
systems is that trip lengths are increased, as illustrated in
Figure 29.14.

Another impact of one-way street systems affects tran-
sit routing. Bus routes that formerly operated on one street
under two-way operation must now use two streets, one block
apart, under one-way operation. This is more confusing to
users and lengthens some pedestrian trips from bus stops to
the desired destination. It becomes a particular problem when

x-

-K

.
-

(a) Original Two-way System

i

i

(b) Replacement One-way System

Figure 29.14: Increased Trip Lengths on a One-Way
Street System Illustrated

a major generator or generators are located on one of the two
streets, such as a subway station, a major department store

,

and so on. In this case, a substantial pedestrian flow may be
generated as transit users access the system.

Although there are clearly some disadvantages associ-
ated with one-way street systems, where widespread network
congestion exists, and where reasonably paired couplets exist

,

it is often a simple way of accomplishing many traffic effi-
ciencies. Table 29.5 provides a summary of the advantages
and disadvantages of one-way street systems.

29.7.2 Special Use Lanes

Special use lanes on urban streets can be used to improve cir-
culation and flow under a variety of circumstances. The most
common forms for use on urban street networks are:

. Exclusive transit or HOV lanes

. Reversible lanes

. Two-way left-tum lanes

Exclusive transit lanes are provided where bus volumes
are high, and where congestion due to regular traffic produces
unreasonable delays to transit vehicles. Although a single transit
lane can be provided along the right curb of a local street,

 where

sufficient lanes are available, it is recommended that two lanes

be provided, as illustrated in Figure 29.15. Because such lanes
are provided when bus volumes are relatively high,

 a second bus

lane is a virtual requirement to allow buses to pass each other,
particularly where there are multiple routes using the facility
that do not have the same bus stop locations. The provision of
the second lane allows buses to "go around" each other as
needed, without encroaching on mixed traffic lanes.

Such lanes expedite transit flow and act as an encour-
agement for travelers to use public transportation as opposed
to driving. There two notable disadvantages of such lanes:

. Right-turning vehicles from mixed lanes must be
allowed to use the bus lanes at intersections where

right turns are permitted.

. Enforcement is difficult; no parking, standing, or
stopping can be permitted in the bus lanes.

Often, transit-only lanes are heavily criticized by taxi
operators. In some cases, disputes are avoided by allowing all
high-occupancy vehicles (defined as two or more,

 or three or

more persons per vehicle) to use the lanes. Taxis,
 however,

may cause congestion within the lane by making curbside
pickups or dropoffs at undesignated locations. Occupancy
requirements are also difficult to enforce on urban streets.
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Table 29S: Advantages and Disadvantages of One-Way Street Systems

Advantages

Improved ability to coordinate traffic signals.
Removal of opposed left turns.
Related quality of flow benefits such as increased average speed and decreased delays.
Better quality of flow for bus transit; lower transit operating costs.
Left-turn lanes not needed.

More opportunity to maneuver around double-parked or slow-moving vehicles.
Ability to maintain curb parking longer than otherwise possible (due to capacity benefits).

Capacity Benefits:
Reduced left-turn pce's.
Fewer signal phases (at signalized intersections).
Reduced delay.
Better utilization of street width.

Safety Benefits:
Intersection LT conflicts removed.

Midblock LT conflicts removed.

Improved driver field of vision.

Disadvantages

Increased trip lengths for some/most/all vehicles, pedestrians, and transit routes.
Some businesses negatively affected.
Signal cooidinated in grid still poses closure problem.
Transit route directions now separated by at least one block.
For transit routes, a 50% reduction in right-hand lanes; may create bus stop capacity problem.

Concern of businesses about potential negative impacts.
Fewer turning opportunities.
Additional signing needed to designate "one-way" designations, turn prohibitions,

 and

restricted entry, as required by MUTCD.

Reversible lanes are used where highly directional significant cause of congestion. When employed,
 such a

traffic distributions exist and there are sufficient lanes on      lane allows vehicles making a midblock left turn into or
facilities to allow this. In such a plan, one or more lanes      from a driveway to use the center lane as a refuge. In effect,

serves traffic in different directions according to the time of      vehicles waiting to make a left turn no longer block a
day. Reversible lanes are best controlled using overhead      through lane of traffic.
signals with green and red X

's to signify which direction is
permitted. Such signals should be supplemented by clear

regulatory signing indicating the hours of operation in each      29
.8   SpGCidl C3S0S

direction. Reversible lanes cannot be used where intersec-

tions have exclusive LT lanes. The benefit of reversible

lanes is that capacity in each direction can be varied in  foI,ow,nS are four management issues related to

response to demand fluctuations. The most serious disad- signalization.

vantage is the cost to control such lanes and the confusion . Transitions from one plan t0 another
to drivers. ?    ..   .      ...      . 

,. Coordinating multiphase signalsThe two-way left-turn lane is provided on two-way or &

urban streets where (1) there is an odd number of lanes, ' Multiple and sub-multiple cycle lengths
such as 3

, 5, or 7, and (2) where midblock left turns are a . Diamond interchanges
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Figure 29.15: Dual Bus Lanes on an Urban Street
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29.8.1 Transitions from One Signal Plan
to Another

Very little appears in the literature on finding a 
"best" or opti-

mum way of moving from one plan to another in an orderly

and efficient way. Nonetheless, it is an important problem;

some engineers feel that the transition from one plan to

another during peak loads is more disruptive than having the

wrong plan in operation.
The fundamental problem is to get from 

"Plan A" to
"Plan B" without allowing:

. Red displays so short as to leave pedestrians stranded
in front of moving traffic

. Such short green displays that drivers get confused
and have rear-end accidents as one stops but the other
does not

. Excessive queues to build up during excessively long
greens

. Some approaches to be 
"starved" for vehicles due to

long red displays upstream, thus wasting their own
green

Further, based on lessons learned in one demonstration

system. Reference 26 reports that:

No more than two signal cycles should be used to change
an offset, and the offset should be changed by lengthening
the cycle during transition if the new offset falls within
0 and 70 percent of the cycle length. The cycle should be
shortened to reach the new offset if the offset falls within

the last 30 percent (70-100 percent) of the cycle.

The most basic transition algorithm is the "extended
main-street green" used in conventional hardware: At each

signal, the old plan is kept in force until main-street green
(MSG) is about to end, at which time MSG is extended until
the time at which the new plan calls for its termination.
Clearly, some phase durations will be rather long. However,
the policy is simple, safe, and easily implemented.

Reference 27 reported on the test of six transition algo-
rithms (some of which were boundary cases and not field-
implementable algorithms) because of the logical importance
of effective transitions in computer-controlled systems, which
update their plans frequently. Over the range of situations
simulated (volume increasing, decreasing, constant), the
"extended main-street green

"

 algorithm was no worse than
any of the special designs.

29.8.2 Coordinating Multiphase Signals

Multiphase signals (more than two phases) are sometimes
required by local policy, dictated by safety considerations (for
instance, when lefts must cross a very wide opposite direc-
tion) or needed to reduce the pee of the left-turners in the face
of an opposing flow.

When multiphase signals exist along a two-way arte-
rial, they actually introduce another "degree of freedom" in
attempts to get good progressions in two directions. Consider
the time-space diagram of Figure 29.16, with the northbound
progression set first, as shown. The usual challenge is to
find a "best" southbound progression that does not disrupt
this northbound success; the usual constraint is that the

southbound and northbound greens must occur at the same
time, so that perhaps only part of the "window" can be used
for southbound platoon movement. This is illustrated in
Figure 29.16.
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However, there is some new flexibility, introduced by
the multiple phases. Refer to Figure 29.17, which shows that
the SB through green can be 

"moved around"

 by the simple
expedient of locating the protected left turns in various
places. In this particular example, it gives the SB through a
flexibility of ± 10 seconds relative to the (fixed) NB through-
green initiation.

Observe that the SB window can be made wide by
"pushing

" the SB through at any intersection to an extreme in
most cases. Further, the direction of the. "push

"

 generally
alternates SB down the arterial (first one extreme and then the

other) except for fortuitous spacings. Thus the actual selected
settings will frequently alternate between "Pair 2" and "Pair
3" in Figure 29.17. .

Crowley [28] and Messer et al. [29] have both addressed
the optimization of signal progressions along two-way multi-
phase arterials. Messer used his work as the basis for the
PASSER program, which implemented this policy.

29.8.3 Multiple and Sub-Multiple
Cycle Lengths
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Figure 29.17: Candidate Phase Plans at Each Intersection
of a Multiphase Arterial

Coordination systems operate on the principle of moving pla-
toons of vehicles efficiently through a number of signals. To
do this, a common cycle length is almost always assumed.

Chapter 26 emphasized that the selection of cycle
length is a system consideration. In addition, (I) delay is
rather insensitive to cycle-length variation over a range of
cycle lengths, (2) capacity does not increase significantly with
increased cycle length, and (3) real net capacity is likely to
decrease if large platoons are encouraged because of storage
and spillback problems.

Nonetheless, there are situations in which multiple or
sub-multiple cycle lengths can work to advantage or when
other combinations are necessitated. As a matter of definition:

If the system is at C = 60 seconds and one intersection is put
at C = 120 seconds, it is a "multiple

"

 of the system cycle
length. If, however, the system is at C = 120 seconds and one
intersection is put at C = 60 seconds, it is a "sub-multiple" of
the system cycle length.
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Other combinations are, of course, possible, but the pat-
tern they induce will only repeat after the lowest period (a
"supercycle length,

" so to speak) has passed. For a 60-second
and a 90-second pair of cycle lengths, the common period is

180 seconds. For a 60-second and a 75-second cycle length,
the common period is 300 seconds.

Figure 29.18 shows one of the effects of having a mul-
tiple cycle length in the system: The platoon discharged
from the greater cycle length (and thus greater phase dura-
tion) moves into the downstream link, to be processed in two
parts; with very good offset, this could be no problem, for

much of the platoon is kept moving. However, for poor
offsets, the entire platoon could become a queue, if only for
a short time.
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(a) C = 120 s, feeding downstream with excellent progression
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' .
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(b) C = 120 s, feeding downstream with unsatisfactory progression

Figure 29.18: One of the Effects of a Multiple Cycle
Length in the System

A number of situations might give rise to use of multi-
ple or sub-multiple cycle lengths:

. If there is a very close spaced diamond interchange
somewhere along an urban arterial that has C = 120
seconds (or even C=90 seconds), then C = 60 seconds

might well benefit the diamond operation by keeping
platoons small and avoiding internal storage problems
and even spillback.

. At a very wide intersection of two major arterials, at

least one of which has a C = 60 seconds
,
 the added lost

time per phase (due to longer clearance intervals associ-
ated with the wide intersection) may present a problem,

and it may be best to reduced the number of cycles per
hour at this one intersection by increasing the cycle
length to C= 120 seconds-if storage permits.

. If turns dictate that multiphasing is required and if the
geometry of the overall arterial indicates that the sys-
tem cycle length should not be changed, then it may
be best to allow this one intersection to have a differ-

ent (greater), cycle length.

. At the intersection of two major arterials,
 each with

its own system cycle length dictated by its own geom-
etry, it may be necessary to accept a different cycle
length at the common intersection.

Other examples could be constructed, but these serve
for illustration, and are representative.

In considering the use of multiple or sub-multiple cycle
lengths, attention must be paid to upstream and downstream
storage, relative glC ratios, and the length of the common
period (the least common denominator). Some savings can be
achieved in particular cases (e.g.. Reference 30) but usually at
the expense of a markedly more complicated analysis.

29.8.4 The Diamond Interchange

Figure 29.19 shows a sketch of a typical or "conventional" dia-
mond interchange at the juncture of an arterial and a freeway.
Such diamond interchanges are relatively inexpensive, do not
need signalizadon for typical initial volumes, and do not con-
sume much space. They are well suited to locations where an
interchange is needed for service, but the volumes are modest.

Unfortunately, volumes grow at such locations, due to
local development and/or the simple expansion of the urban
area. By the time this growth is a problem, the contiguous land
has often been developed and its cost is prohibitive (not to
mention the practical and political problem with acquiring such
land). Thus the option of a total redesign is often not open.
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Figure 29.19: The Conventional Diamond Interchange
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Figure 29.20: Aspects of a Split Diamond Interchange

Historically, much of the literature on diamond inter-
changes has been concerned with signal optimization (see, for
instance. References 31 and 32). The reason is simple: With
the space unavailable, signalization is one of the few hopes
for coping with the problem.

The inherent problems of a conventional diamond
interchange under heavy volumes are considerable: As
illustrated in Figure 29.19 (b), there are numerous
conflicting movements. Further, the bridge over the high-
way is relatively short (typically 300 feet) and must be
used for storage of left-turners during certain phases. Last,
volumes from the freeway tend to back up onto the
freeway, substantially degrading its performance. All of
this is exacerbated by periodic intersection blockages as
queues develop due to the left turns from the arterial onto
the freeway.

The true problem is that the initial design did not antic-
ipate the traffic growth, and the initial economic analysis-if
any-did not include 

"

life cycle" costs reflecting traffic
growth, delay costs, travel-time costs, accident costs, and land
and construction capital costs [33].

One design alternative that can be considered is the
"

split diamond
"

 illustrated in Figure 29.20 (a).

. The storage leading off the freeway is greater,
 for it

includes the EW space between the NB and SB sec-
tions of the "split

" arterial.

. There are no left-turn flows crossing or competing for
green with opposing flows. Refer to Figure 29.20 (b).
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. All signals can therefore be two phase, simplifying
the operation. Refer to Figure 29.20 (c).

. The EW storage space and the two-phase operation
allow for narrower bridge widths.

. If the split of the arterial is sufficiently wide,
 drivers

may not realize that they are driving through a 
"dia-

mond" configuration, for the two arterial directions
could be considerable distances from each other, and

the enclosed land could be fully developed.

Some signal optimization is in order, for the "closure"
equations for optimum progressions must be tailored to the
geometry and the traffic patterns. There are other diamond
configurations and variations on each. However, the conven-
tional and split serve to introduce the principal issues in this
rather familiar-and troublesome-configuration.

One of the inescapable lessons of any consideration of
the diamond interchange is that the true solution is much more
than an optimum signalization. The literature is filled with
better signalization schemes because the given condition in so
many localities has always been, 

"We have a problem, but
cannot provide more space: What can we do?

" The answer is

then, "Patch and cope, using signalization.
"

For you, however, the true solution-and lesson-is to
avoid such ends by initial design, if at all possible. Cost-
effective alternatives based on life-cycle costs are one method
of enhancing the chance of "building in" a better solution.

29.9 Summary

During the several editions of this text, the state of the prac-
tice has evolved to a healthy emphasis on serving multiple
modes of transportation on a shared facility, balancing the
needs of the several user groups.

The chapter has focused on arterials and on local
streets, and on related design principles and methods of pre-
serving arterial function. The latter methods often fall under
the rubric of access management. Other important themes,
sure to recur in your career, are the balanced use of streets and
complete streets, and traffic calming. The role of roundabouts
in these concepts and in modem design is considered.
Network issues such as one-way streets and pairs were
addressed. Finally, a set of special cases (most related to
special signal issues) were considered.

The references cited in the chapter have evolved also and
now include a number of Web sites that can serve as excellent

ways for you to supplement the text, keeping up to date on
rules and practices and seeing new cases and installations.

References

1. Kramer, R.P., "New Combinations of Old Techniques
to Rejuvenate Jammed Suburban Arterials

,

" Strategies
to Alleviate Traffic Congestion, Proceedings of the
1987 National Conference, Institute of Transportation
Engineers, Washington DC, 1988.

2
. TRB Committee on Access Management, http://www

.

accessmanagement.info/.

3
. "

TRB Access Management Manual,
" Transportation

Research Board, ISBN: 0-309-07747-8
,
 2003.

4
. "

Ten Ways to Manage Roadway Access in Your Com-
munity," Center for Urban Transportation Research
(CUTR), University of South Florida for Florida DOT,
1998.

5. Long, G.D., et al., "Safety Impacts of Selected Median
and Access Design Features,

"

 report to Florida Depart-
ment of Transportation, Transportation Research Center,
Univereity of Florida, Gainesville, FL, 1995.

6
. Bowman, B.L., and Vecellio, R.L., "The Effect of

Urban/Suburban Median Types on Both Vehicular and
Pedestrian Safety,

" Transportation Research Record
1445,1994.

7
. "

Driveway and Street Intersection Spacing,

" Circular

456, Transportation Research Board,
 National Research

Council, Washington DC,
 March 1996.

8
. McShane, W., ef al.. Insights into Access Management

Details Using TRAF-NETSIM, presented at the second
annual conference on Access Management, August 1996.

9. http://www.fhwa.dot.gov/environment/bikeped/design.
htm.

10. 'Transit-Friendly Streets: Design and Traffic Manage-
ment Strategies to Support Livable Communities,

" TCRP

Report 33,1998.

11. http://www.completestreets.org/.

12. http://www.slideshare.net/CompleteStreets/complete-
streets-presentation (c. 2009).

13. State of Delaware: The Official Web Site of the First

State, http://govemor.delaware.gov/orders/exec
_

order
_

6
.

shtml, 2009.

14. O'Brien
, A., and Brindle, R., 'Traffic Calming Applica-

tions," Traffic Engineering Handbook,
 5th Edition, Insti-

tute of Transpotation-Engineers, Washington DC, 1999.
15. Ewing, R., Traffic Calming: State of the Practice, Federal

Highway Administration and the Institute of Transporta-
tion Engineers, Washington DC, August 1999.



.
.I

PROBLEMS 707

16.

17.

18.

19.

http://www.fhwa.dot.gov/environment/tcalm/.

http://www.trafficcalming.org/.

http://www.sanjoseca.gov/transportation/traffic_calming.
htm.

http://www.dot.state.pa.us/Inteniet/Bureaus/pdBHSTE.
nsf/infoTrafficCalming?readfomi

20. Smith, D.T., State of the Art: Residential Traffic
Management. FHWA Research Report RD-80-092,
December 1980.

21. https://www.nysdot.gov/portaiypage/portal/main/round
abouts.

22. https://www.nysdot.gov/portal/page/portal/divisions/
engineering/design/dqab/.

23. http://www.roundaboutsusa.com/design.html.

24. http://roundabout.kittelson.com/.

25. Karmeier, D., "Traffic Regulations," Tra c and
Transportation Engineering Handbook, 2nd Edition,
Institute of Transportation Engineers, Washington DC,
1982.

26. Bissell, H.H., and Cima, B.T., "Dallas Freeway Corridor

Study," Public Roads, 45, no. 3,1982.

27. Ross, Pal, "An evaluation of Network Signal Timing
Transition Algorithms," Transportation Engineering,
September 1977.

28. Crowley, K.W., "Arterial Signal Control," Ph.D. disser-
tation. Polytechnic Institute, Brooklyn, NY, 1972.

29. Messer, C.J., et aL A Variable-Sequence Multiphase
Progression Optimization Program, Highway Research
Record 445, Transportation Research Board, National
Research Council, Washington DC, 1973.

30. Kreer, J.B., "When Mixed Cycle Length Signal Timing
Reduces Delay," Traj c Engineering, March 1977.

31. Messer, C.J., et al., "Optimization of Pretimed Signal-
ized Diamond Interchanges Using Passer III,"
Transportation Research Report 644, Transportation
Research Board, National Research Council, Washington
DC, 1977.

32. Messer, C.J., et al., "A Real-Time Frontage Road
Progression Analysis and Control Strategy," Trans-
portation Research Report 

'

503, Transportation
Research Board, National Research Council,

Washington DC, 1974.

33. Oh, Y.T., "The Effectiveness for the Selections of Vari-
ous Diamond Interchange Designs,

"

 Ph.D. dissertation,

Polytechnic University, Brooklyn, NY, 1988.

Problems

29-1. The street network shown here serves a small down-

town street network. The main street (shown as the
thick black line) has six lanes, three in each direction.

Most, but not all, of the major generators are located on
this street. Two bus routes use this street as well

.
 All

other local streets shown have standard 40-feet street

widths with metered parking on both sides. There is no

parking on the main street. Intersection congestion has
created significant delays throughout the network.

A one-way street system and other measures are under

consideration. Is a one-way street system an appropri-
ate solution? Why or why not? If it is, propose a
specific plan. Propose a control plan for the network
that would alleviate some of the existing problems.

State any assumptions made. The spacing between
North-South streets is 600 feet. The spacing between
East-West streets is 700 feet.

N

29-2. Class Project. Establish working groups of from
three to four people. Each group will select a local
street network exhibiting problems that might be
addressed by traffic calming measures. The group will
survey the network and analyze what specific traffic
problems need to be addressed. The objectives to be
achieved should be clearly stated. A plan of action
should be proposed, with each group making a public
presentation to the class. If possible, involve local
officials or groups in the project and invite them to the
presentations.
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CHAPTER
30

Traffic Impact
Analysis

In the United States, landmark legislation regarding the envi-
ronmental impact of federal actions came into effect with the
signing of the National Environmental Policy Act (NEPA) on
January 1,1970 [/].

NEPA's procedures apply to all agencies in the executive
branch of the federal government and generally require an
environmental assessment (EA) document that will result in a
finding of no significant impact (FONSI) or an environmental
impact statement (EIS) that includes a detailed process for its
development, submission, review, and consequent decision
making. The legislation also established the Council on Envi-
ronmental Quality (CEQ). See Reference 2 for more informa-
tion on CEQ and its role.

Over the years since 1970, the definition of a "major
federal action" by an agency in the executive branch has
come to include most things that the agency could prohibit
or regulate [3]. This has come to the current state of the
practice that a project is required to meet NEPA guidelines
whenever a federal agency provides any portion of the
financing for the project and sometimes when it simply
reviews the project.

An environmental assessment (EA) or consequent EIS
includes attention to a full range of potential environmental
impacts, and it certainly includes those due to traffic. Indeed,
the traffic impact work is generally an important input to the
assessment of noise and pollution impacts (due to the related
mobile source emissions).

The individual states have generally passed their own
environmental legislation, extending the range of needed
environmental impact assessments, following a process akin
to the federal one. For instance

,
 the State of New York has its

State Environmental Quality Review Act (SEQR) [4].

Local governments generally have their own legislation
and processes for actions taken at their own level.

 New York

City has a CEQR process [5], and there is a full range of such
legislation throughout the United States. It is imperative that a
practicing professional be aware of the governing laws in a
jurisdiction, including which level of government has purview
on a given project and which agency will be the lead agency
for the specific project or activity.

A traffic impact analysis (HA) is a common element of
both EA and EIS documents required by the relevant level of
government, or can be required as a separate submittal by an
agency that has jurisdiction. Despite its short form name,
the TLA must have information on both impact and proposed
mitigation.

Different jurisdictions have their own guidance on what
constitutes a significant impact that requires mitigation be
evaluated and addressed. In some cases

, it is a certain change
in v/c ratio at an intersection and/or level of service change on
approaches, at intersections, and/or on arterials. Again,

 it is

mperative that the practicing professional have knowledge of
the specific requirements on state and local levels,

 and federal

(if applicable).

i
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Generally, all such legislation requires that the environ-
mental impacts be identified and estimated using the current
state of the art/state of the practice tools and methods, and that
mitigation be investigated and proposed to the extent possible. It
is not required that full mitigation be achieved, but rather that
the impacts and effects be fully disclosed so that the relevant
decision maker as established by law can make a fully informed
decision on whether the project is permitted to proceed. Indeed,
the challenges to a decision tend to be on whether the process
was followed rigorously, whether proper methodologies were
used, and whether there was full disclosure of impacts. Provided
with proper information and following an orderly process, the
law explicitly vests the decision authority in a specific agency ot
designated position, and the decision itself is not a valid basis
for litigation.1

As a practical matter, a recommendation that there are
impacts that cannot be fully mitigated will be the basis for
lively discussion in the review process, and reviews tend to go
smoother when full mitigation is feasible.

30.1  Scope of This Chapter

You should not expect to have mastered the ability to conduct
full and complete traffic impact assessments after simply
reading this chapter, or even this entire text.

Rather, this chapter is intended to focus your attention on
how information from the preceding chapters must be brought
to bear in executing a traffic impact assessment, and on how
you must use this knowledge to create design concepts that can
mitigate impacts.

One of the authors has taught a project-based course
centered around a traffic impact assessment and has used the
ITE Transportation Impact for Site Development [6] as a
companion text for that course (it was a second course in a
sequence, and also covered several chapters from this text and
built on the chapters taught in the first course).

This chapter provides an overview of the process and
techniques in the next two sections and then provides two
case studies that can be used as course projects or as the basis
for discussion. The chapter does not provide total solutions to
either of the case studies, and this is intentional: At this point,
the learning is best done by meeting the challenges in a proj-
ect-based experience, interacting with the instructor. (Issues
are identified, and some guidance provided, but a definitive
"correct solution" is absent by design.)

'This last statement, indeed the entire paragraph, is drawn from both
the law and the practice, but nuances can be better explained by the
attorney on the team.

30.2 An Overview of the Process

This section focuses on the process as shown in Figure 30.1.

There are variations on this (and more comprehensive versions,

for specific localities), but it can serve the purpose of this chap-
ter. The boxes are numbered for convenience and are referred to

as "steps
" in this section.

Step 1 is rather self-explanatory, but it is easy to
encounter both clients and other professionals who have
views and preferences that influence the traffic engineer's
work, simply because each of us knows more of our specialty
than all the others. In one enjoyable instance,

 an architect

casually moved 500,000 square feet of one tower across the
project to another tower because "it looked more balanced"

after the detailed traffic circulation work was done. (To that
point, it had been part of the "dominant tower" and "signa-
ture building")

Step 2 is a working plan for the entire project,
 and

specifically preparation for Step 4. These are the important
issues:

. What do the local regulations and practices require, in
terms of hours/days of data, analysis tools, required
methods (e.g., HCM, CLV, Synchro), triggers for mit-
igation, and other?

. What do the local regulations and practices require, in
terms of site development as it affects traffic? This may
include setbacks, buffer zones, mandated allowances

for parking and transit, mandated emphasis on traffic
calming within the site, and other.

. What days and periods within the day(s) are justi-

fied by the project or by local regulations and
practices?
. am

, midday, pm are commonly required.
. Weekend may be required for some developments.

. What analysis periods are required?
. The most common are the existing condition, the

future ho-build (FNB), and future build (FB).
. On some projects, the period of construction is so

large and/or so long that the peak of the construction
period must also be analyzed.

. What exactly is the base case for analysis? Is it the
future no build (FNB) with existing signalization or
the FNB with optimized signals, or other?

. What arc the local growth rates to be used,
 and what

if any planned and approved major developments are
there? Is there local guidance (i.e., a guidebook or set
of tables) on trip generation rates or is the ITE Trip
Generation publication [7] sufficient?
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1

Understand the Project at Hand, with
Emphasis on the Traffic and

Transportation Issues

2

Formulate & Document Views on the

Project Area, Range of Impacts and
Mitigations, General Approach

3

Discuss with the Client, including Options
'   as One Moves Forward

4

With the Client, Seek & Obtain a Meeting
with Lead Agency & Others as Needed, to
Define Project Area, Scope, Key Factors

5 6

Develop Network, including Synchro or
Other if Required

Plan and Execute Data Collection,
Reduction (Counts, ATR, other)

->

10

Execute Impact Analysis, including
capacity, LOS, warrants, accidents

.4-

II

Develop Concepts for Mitigation. Discuss
with Client

12

Prepare and Submit Draft TIA, to Client or
Other Appropriate Party

13

Attend Meetings, Hearings if Needed,
Revise Draft TIA

14

Submit Final TIA, Make Sure of Formal

Acceptance

Figure 30.1: One Rendering of the Process to Be Followed in a TIA

4A

Make Sure that Relevant Parly has Filed
Application to Trigger Meeting (if needed)

1 1

Obtain or Develop Information on Trip
Generation, O/D Patterns,

8

Trip Generation for Relevant Analysis
Periods

1' 9

Trip Assignment for Relevant Analysis
Periods

.

15

Provide Materials as Needed for

Engineering Design
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. What are the relevant road system and transit facili-
ties? How far will concentrated traffic flow before it

disperses into background levels? What intersections
and other key points are affected and need analysis?

. What data exists
,
 and how in what form is it available

(counts, ATR stations, accident data, other)?

That is not to say that all these questions will be answered in
Step 2, but rather that the engineer must get a handle on each
of them, particularly with regard to the extent of the project
area and the intersections/facilities to be affected.

Step 3 is important, in that the client and/or their team
(attorney, architect) must understand the difficulties that are
likely to be encountered in the process, and the need for a rea-
sonable project area. If it is obvious to the traffic professional
that the impact area is larger than the nearby intersection, it
will also be obvious to the professionals who are reviewing
the TIA. Some clients may like it to be smaller (sometimes
much smaller), but unless they have time to iterate with the
reviewing agency, both time and cost will dictate that they be
made aware of reality.

Of course, that is not to say that the defined project area
(i.e., the impact area) must be large. In many projects only a
small number of key intersections are involved before the traffic
distributes into the background levels. Smaller is better, but
reasonable is best.

Step 4, the meeting with the cognizant lead agency and
other relevant parties (e.g., state, counties, towns), is a defin-
ing moment in the project. It is generally a formal step in the
local process, needs an agenda, and must seek to arrive at a set
of action items covering all jxrints raised in Step 2, but espe-
cially these:

. Mutual agreement on the defined impact area (the
"project area") for the analysis.

. Mutual agreement on the supporting data program
(data to be collected, amounts, number of days, and
so forth), and on the key intersections/facilities to be
analyzed.

. Clear understanding of local requirements on growth
rates to be used, approved projects that need to be
considered beyond the background growth rates, and
standard practice documents to be used (many juris-
dictions have publications or memoranda specifying
these, including tools and techniques to be used).

To avoid wasted effort and awkwardness later, it is best-let us

say vital-that the lead agency sign off on the agreed items.
This may take the form of a letter accepting the minutes of the
meeting but in some cases is an e-mail acknowledging the

discussion and accepting the minutes. Verbal approvals are not
really useful, if only because personnel change over the course
of a project and because people invariably-have slightly differ-
ent recollections.

The traffic professional must be aware that in some
jurisdictions, such a formal meeting and agreement is simply
not possible unless the formal application to start the process
has been filed (Step 4A).2 This application generally involves
more issues than traffic (including timing issues known only
to the client) and has to be filed by the appropriate party with
the client's approval. The NYS SEQR is one such process.

After Step 4, the project tends to kick into high gear.
 A

set of three major activities happen, somewhat concurrently:

1
. The network is encoded into the analysis tool(s) to

be used, whether they be spreadsheets or computer
programs (Step 5); more is said on this in the next
section.

2
. The agreed data is collected and summarized (Step 6)

and made ready for the analysis.

3t The references for trip generation rates that have
been agreed, whether based on local practices or
ITE [7] or information provided by the traffic pro-
fessional and sourced, is documented (Step 7),

 used

to establish number of trips generated (Step 8),
 and

then distributed onto the network (Step 9) for each
relevant time period (e.g., am, midday, pm) at each
relevant stage (e.g., Existing, FNB, FB).

The next step requires a good bit of careful work but is some-
what anticlimactic, given the above. Step 10 is the actual exe-
cution of the analysis that is the heart of the "impact" section
of the TIA.

Step 11 is the most creative and demanding part of the
entire exercise because design is a creative process as well as
an orderly one: The traffic professionals must identify one or
more mitigation plans that address" the adverse impacts that
become clear in the analysis work of Step 10.

The sets of solutions available in Step 11 (the mitigation
plans) include the following:

. Retiming of signals, including different phases and
cycle lengths, as well as different offset plans.

. Addition of signals as warranted by increased traffic
or other factors.

. Addition of driveways for the project as needed, con-
sistent with local access management policies and

2Some dialogue has been known to take place on a conversational
basis, but it is not reasonable for the traffic professional or the client
to expect these to be binding.
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maintenance of arterial flow and function. The drive-

ways may include such innovative designs as illus-
trated in Figure 29.5 (Chapter 29).

. Addition of lanes approaching and departing from
intersections, to increase throughput on specific

approaches.
. Addition of additional intersection(s) as needed or of

additional lanes.

. Use of jug-handles and other solutions to reduce left-
turn activity.

. Programs to increase average vehicle occupancy.

. Other traffic demand management (TDM) solutions,

such as shifting work hours at the project site and/or
sponsoring employee van pooling and/or transit
check programs.

For solutions in the last two bulleted items, it is incumbent on

the applicant (the client and their traffic professional) to make 
_

it clear how such policies and practices will really be put into
effect. This will be expected by the TIA reviewers if the miti-
gation depends on them, and approval may be contingent on
terms related to the proposed programs.

It is imperative in our view that the client be briefed in
advance of the draft report about the mitigation options and
the related first-cut (i.e., rough cut) estimate of costs. This is
for a very practical reason: The client will probably have to
pay for some or all of the mitigation and should know what
the costs are likely to be.

At this stage (Step 11), there is likely to be some good
discussions about the trade-offs among alternative mitigation
approaches. These will often involve cost, ease of approval,
and speed of the approval process (in some cases, the expres-
sion "time is money

" is very apt because of the overall project
costs and schedule). In some cases, other factors known best
to the client will arise, such as work rules for employees, as a
cost factor.

Step 12 is the formal preparation of the draft TIA, internal
reviews for quality control, client review and comment, and sub-
mittal to the lead agency by the appropriate party. This draft may
include a CD containing the data files and the input streams for
any computer programs used, as well as sample animations.

Step 13 is the review and approval process, which will
surely involve meetings convened by the lead agency and may
well involve public presentations and hearing, receipt and
documentation of comments, and revisions to the TIA.

Step 14 is the submittal of the final TIA document,
either as part of another document or a stand-alone document
(depending on the required process), leading (one would
anticipate) to final, formal acceptance.

Step 15 is internal to the client or their team
. The func-

tional designs and traffic loads developed in the course of the
TIA are an important input to the engineering design that
must generally follow acceptance of the TIA by the cognizant
agency.

A final note on time frames: This overall process is not
instantaneous. All of the preceding steps can easily consume
6 to 12 months. Following approval of the mitigation plan in
the TIA (for that is what acceptance means, as used here),

 the

next steps are detailed engineering design, submittal of permit
applications and related approvals, followed by construction.
The construction period may be shiit down in the winter
months, and an Maintenance and Protection of Traffic (MPT)
Plan is generally required as part of the permit process.

 For

sizable projects with a reasonable amount of mitigation work,

these extra steps can add up to 15 to 18 months after the TIA
acceptance. It is possible that the total process may move
more rapidly, but that needs to be assessed.

30.3 Tools, Methods, and Metrics

This text has presented information on the state of the art and
the state of the practice in traffic engineering, with a strong
emphasis on the levels of service as defined in the HCM.

Chapter 23 presented the critical movement analysis (CMA)
approach to intersection capacity and timing,

 as an alternative

method advocated or used by some.
But you must appreciate that it is the local jurisdiction-

usually at the state level-that determines the exact method

to be used in that jurisdiction. And some details Of design
practice (including the acceptance of some design concepts)
are sometimes delegated to the local district or regional
offices, so that variation within a state can be expected.

 When

roads are solely within the control of a county or town,
 their

rules and procedures may prevail. Therefore, knowledge of
local practice and rules is essential to the practicing traffic
professional.

Fortunately, these rules are usually easily obtained,
 and

they are posted on the official Web sites of the state or local
jurisdiction. Equally fortunately, the review process usually
involves a lead agency that coordinates the information and
needs.

At the same time, it is sometimes natural for counties to

have different concerns and priorities than states,
 or for one

region to have more precise rules and practices than its neigh-
bor. Most often, the goodwill and professionalism of all con-
cerned overcome potential problems, but there are protocols
and practices to respect.
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,

1

To consider the range of practices with regard to just
intersection and arterial evaluation, the following is informa-
tive (and based in fact):

. Some require impact to be expressed in terms of
level of service (LOS) changes by intersection or by
lane group, and cite the HCS+ software [8] as the
expected tool.

. Some want both LOS and v/c ratio changes to be
reported, with the HCS+ software for single intersec-

-   tions and Synchro [9] for sets of intersections and
arterials.

. Others specifically mandate a critical lane volume
(CLV) methodology provided by the state (e.g.,
Maryland). The "not to exceed" CLV is 1450 veh/h.
The procedure is rooted in the method introduced in
Reference 10 as interim materials to the HCM. Rather

than being considered 
"

dated," it is reemerging as an
effective and efficient tool, and it is the logical foun-
dation for the treatment in Chapter 23 of this text.

. Several states accept Synchro LOS results as if they
were as equally valid (and exactly the same) as the
HCM results.

. A number of states require 
"Synchro visualizations"

of the traffic conditions, although the actual visual-
izations are produced by a separate tool (the SIM-
Traffic simulator [77]) that is sold as a companion to
Synchro.3

. Some states focus on the intersections rather than the

arterial, primarily by silence on the arterial impacts
(i.e., average travel speeds and arterial LOS).

. At least one state had begun to focus on arterials to
the exclusion of intersections, at least in the initial
planning-level review. That has evolved to a more

. balanced view that includes arterial LOS and inter-

section LOS and intersection v/c ratio.

In terms of traffic visualizations, other tools are commercially
available and have merit, including VISSIM [72] and AIM-
SUN [73].

Related to the discussion of the critical movement

analysis, consider the values of "maximum sum of critical

movement volumes" that can be accommodated for various

conditions. The computations are done using a loss time per
phase of 4.0 seconds and a discharge headway of 1.9 sec/veh

3As noted in Chapter 26, the two tools sometimes produce radically
different results, particularly when intersection spillback and block-
age is involved.

Table 30.1: Values of Maximum Sum of Critical Move-

ment Volumes (veh/h), for Various Conditions
, Including

Cycle Length

h

PceTRUCK

1
.9 sec/veh,

2
.
0

0% trucks

5% trucks

tLOSS 4
.0 sec/phase

Cycle Length (sec)
Number of Phases

2 3 4

60

70

80

90

100

110

120

1564

1598

1624

1644

1660

1673

1684

1444

1495

1534

1564

1588

1608

1624

1323

1392

1444

1484

1516

1542

1564

v/c= 0.90

Cycle Length (sec)
Number of Phases

2 3 4

60

70

80

90

100

110

120

1408

1438

1462

1480

1494

1506

1516

1299

1346

1380

1408

1429

1447

1462

1191

1253

1299

1335

1364

1388

1408

for passenger cars (consistent with the HCM saturation flow
rate of 1900 pcphpl). With 5% trucks, the discharge headway
is changed to 2.0 sec/veh and used in Table 30.1.

The upper set of values in Table 30,1 is based on full
utilization of the green by the vehicles; the lower set is based
on 90% utilization (that is, a v/c = 0.90 on each phase).
The lower set, of course, is 10% lower than the upper set, by
simple arithmetic.

Some observations are in order, using the lower set:

. For a two-phase signal with a cycle length C = 80 sec-
onds, the number shown (namely, 1,462 veh/h) is com-
parable to the CLV upper limit cited above (namely,
1
,450 veh/h).

. Each additional phase decrease the value by about
5%, using C = 80 seconds as a reference condition.

. This is probably an overstatement because added
phases tend to imply longer cycle lengths, so a decrease

0
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of about 2.5% per added phase is a plausible rule of
thumb.

. Within the lower set of values
, starting with C = 80 sec-

onds as the reference, each increase of 10 seconds of

cycle length adds 1% to the displayed value. But one
must remember discussions in this text that indicate the

saturation flow becomes less efficient, so the nominal

improvement is probably not significant.

. Using the same starting point,
 each decrease of

10 seconds in cycle length loses 2% on the displayed
value. But the main purpose of doing so would be
queue management in congestion, a different priority.

Finally, this little exercise with Table 30.1 is interesting, but not
dominant, for two distinct reasons: (1) the traffic professional is
governed by the formal procedure adopted locally, not this
exercise, in applying corrections, (2) changes to 

"maximum

sum of critical movement volumes" is not identical to capacity
because the nominal losses cited here can be adjusted with
shifts of green time (remember, vie - 0.90 is used) to favor
approaches with more lanes and thus more vehicles and
because a measure such as added phases is generally taken to
correct a problem that already degraded the base number.

30.4 Case Study 1: Driveway
Location

This case study only addresses one fragment of a traffic
impact analysis, namely the effect of driveway location on
quality of flow along the arterial. The lessons to be learned by
this exercise include:

1
. The new driveway will add flows to both the NB and

SB arterial flows, and do so "between main street

platoons," thus making coordination less effective.

2
. The new driveway will take vehicles from the passing

platoons, thus leaving holes in them and making them
less cohesive, also making coordination less effective

.

3
. The new driveway can totally disrupt the NB and/or

SB green bandwidths if it is poorly placed within the
block.

The case to be considered by the reader is the*same basic case
shown toward the end of Chapter 26,

 so the solution shown

there in Figure 26.29 is available as a starting point.

You are expected to use the information in Table 30.
2

,

which is the same as Table 26.5
. A significant development is

i

 :;

Table 30.2: Inputs for Case Study 1

Main St & Avenue E

Main St & Avenue D

Main St & Avenue C

Main St & Avenue B

Main St & Avenue A

Hourly Flows (vph)
NB KB SB WB

L T R L T R L T R TLink Length (ft) R

146070 800 50 100 600 100

s1500

50P; 6001[480 50 50 50 850

1500

70 1430 850 50 100 MX) 100

1500

| 1450 50 50 90050

500

1400 9001 50j70 100 600 100

2 lanes per direction on Main St
left turn bays on Main St, 250 ft, both directions
RTOR prohibited everywhere
60 fps free flow speed. Main Street
All avenues have 2 moving lanes, but are one-way streets
PHF = 0.91

Minimum ped crossing times = 17 sec across side streets, 30 sec Main St

Ave A Ave B        Ave C     Ave D

-> Main St
 > North

Ave E
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,

1

proposed for a site on the east side of Main Street, between
Avenues B and C. Here are the specifics:

 The development will add 
"X" vehicles per hour to

the Main Street traffic heading NB and "X" vehi-

cles per hour to the Main Street traffic heading SB.
Each of these flows will turn into the driveway(s)

provided.
. At the same time

, the development will generate "X"
exiting vehicles per hour exiting and heading SB on
Main Street and another "X" vehicles per hour exiting
and heading NB on Main Street.

. The preferred driveway (pair) is to be the configuration
shown in Figure 29.5. The signalized intersection is to
be located "N" feet north of Avenue B.

Using Synchro and SIMTraffic, you are asked to analyze
the impacts for four scenarios. It is not necessary to propose
mitigation at this stage, unless the instructor makes that an
addition part of the assignment.

You may choose to use VISSIM or AIMSUN for the
visualizations; that is acceptable/The choice can be made
based on tools available to the college or to you (limited
student versions of some tools are available at low cost).

You should be aware that the emphasis is on relative
impacts of the four scenarios. However, some of the tools may
model some effects different than others, and the signal opti-
mization program (i.e.. Synchro) may consider some queue-
ing effects differently than the simulation models. You may
have to fine-tune the signal timing results. Also, some of the
simulation models may give metrics such as arterial travel
time more easily than others.

30.5 Case Study 2: Most Segments
of a Traffic Impact Analysis

Case Study 2 is much more comprehensive than the first case
study but is less intense than a full traffic impact study, in that
(1) the trip assignment paths are specified in detail, (2) the
project area is defined, (3) the data are provided and are bal-
anced so that it is internally consistent,4 (4) applicable local
rules are provided, in terms of requirements.

4In general, traffic counts provide numbers that simply do not add
up. This may be due to parking lots or generators within individual
links, but it can also be due to simple random errors in the field work.
In the latter case, and assuming reasonable variations, the counts are
then balanced by the analyst to reflect a more realistic snapshot.

Some of you may believe that the specified require-
ments on buffer zones, parking spaces per unit of activity,

 and

other elements are very restrictive. They were, however,
assembled from real requirements in real locations within the
United States. There are locations that have most if not all of

these requirements.
The only major embellishment is the requirement that

the site allow for both (1) transit access as if 20% of the trips
were using public transportation, and (2) parking that recog-
nizes that 95% of the trips will arrive by auto. Although this is
unrealistic in the short term and might be viewed by some as
a burden, we believe it could represent good long-term plan-
ning on the part of the local jurisdiction. For instance, it pro-
vides a critical part of the enabling infrastructure that will
lead to a future transit use of 20% (other parts include a bus
route system that is sufficiently complete to enable the trips
and sufficiently frequent to make them attractive).5

Some information is not provided. Actual trip genera-
tion rates are not provided but can be obtained from Refer-
ence 7 or 8 or from a Web search that will give you the
specific numbers used in certain jurisdictions. Spatial
requirements for parking are not provided but can be found
or estimated as suggested in Problem 30-3. Other needed
information can be found in various sources or provided by
the instructor.

30.5.1 The Project Area and the Existing
Condition

Figure 30.2 shows the project area, including the two parcels
that will be of interest in this case study. Table 30.3 provides
details on the streets (number of lanes, etc.) and the available

right-of-way.
Table 30.4 provides the hourly volumes for four periods

that may be relevant to the project at hand. Other important
information, such as the PHF, is included in Table 30.5.

Figure 30.3 shows the sources of new traffic attracted
to the developments at the site(s) of interest. Trips return
from the site(s) to these destinations. Note that the magnitude
of the traffic is not specified, either as arriving traffic or depart-
ing traffic in each of the four analysis periods (am, midday, pm,
and weekend).

5niere was a time when fully accessible transportation was ques-
tioned on a cost-effectiveness basis

, given that the full set of require-
ments did not exist for a meaningful number of trips. Those
requirements included curb cuts,

 accessible entrance, accessible rest

rooms, legible signage, and then accessible buses and rail transit.
Policy decisions to build this infrastructure systematically over
decades has resulted in accessible systems in a number of locales.
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NORTH

EVERGREEN ST

>

X
1800 FT

<

z
c/i

WEEPING WILLOW

1000 FT

1800 FT

800 FT:
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HAYESST

1800 FT

N. PIONEER DRIVE

<--eooFT-H

200 FT

< 1400 FT 1

WILLA GATHER HIGHWAY

200 FT

S. PIONEER DRIVE

1800 FT

SHADOW ROCK ROAD

Figure 30.2: Project Area for Case Study 2
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Table 30 J: Details of Streets Within the Project Area, Case Study 2

R.
O

.W.
Lanes

SINCLAIR AVE 100ft
2 12-ft lanes each direction; 10-ft shoulders; grass median, including 12-ft left turn bay,
150 ft long plus taper

EVERGREEN ST 80ft I 12-ft lane each direction; 10-ft shoulders; grass median, including 12-ft left turn bay,

150 ft long plus taper

WEEPING WILLOW 80ft 1 12-ft lane each direction; 10-ft shoulders; grass median, including 12-ft left turn bay,

150 ft long plus taper

HAYES ST 80ft 1 12-ft lane each direction; 10-ft shoulders; grass median, including 12-ft left turn bay,

150 ft long plus taper

N
.
 PIONEER DR 60ft 2 12-ft lanes WB, highway exit added as 3rd 12-ft lane (on left), then dropped as high-

way entrance; minimal shoulders

S
.
 PIONEER DR 60ft 2 12-ft lanes WB, highway exit added as 3rd 12-ft lane (on left), then dropped as high-

way entrance; minimal shoulders

SHADOW ROCK RD 80ft

 

1 12-ft lane each direction; 10-ft shoulders; grass median, including 12-ft left turn bay,

150 ft long plus taper

WILLA GATHER HWY    Note 1     Note 2

Note 1 = All land between highway & service roads is part of the right of way;
Highway is presently 2 12 ft lanes each direction, 10 ft shoulders, 40 ft grass median;
Highway bridges over Sinclair ave are a pair, each with 50 ft of roadway.
Note 2 = All ramps are single lanes, tapered; measurements shown on figure are to the gore area or the R.O.W. boundary.

Signal phasing = Protected lefts required, no permissive lefts allowed; lefts can be lead or lag; itor generally permitted.
Distances = All distances shown along Sinclair ave are measured to the R.O.W. boundaries, and do not include the R.O.W. itself.

Discussion Point 1

You must find an appropriate source of trip generation
rates for the uses proposed (see next subsection). This
includes consideration of both entering and departing
traffic in each time period that is relevant.

Note that Figure 30.3 applies only to new traffic; it
may be true (depending on the land use at the site of
interest) that some percentage of the traffic arriving at
the site is drawn from existing traffic that passes the site.
The practical implication is that the existing traffic that
goes to the site does not add to the volumes for the
purpose of impact assessment. It does, however, use
parking that needs to be provided within the site, and
this must be taken into account.

Discussion Point 2

Clearly, there is less impact (and therefore less mitiga-
tion) if a good percentage of the traffic using the site is
diverted from traffic that would pass in any case. This
point is made in some cases for gas stations and for
breakfast shifts at fast-food operations. But for other
uses, the percentage is probably small. You must obtain
information for the specific uses and/or argue the case.

30.5.2 Proposed Use(s) of the Two Site(s)

Refer to Figure 30.2. The plan is to develop the northern
property as commercial space, specifically a suburban shop-
ping mall, and the southern property as a multiplex theater.
The multiplex is to have eight theaters, of which four will
have 400 seats and four will have 200 seats. The shopping
mall is to be built out to the limits of the local code (more on
this later).

If it suits this plan, the two properties can be combined
and considered as one.

Discussion Point 3

At the risk of getting ahead of ourselves, the local code
requirements in the next subsection will require buffer
zones between the two sites if they remain on the records
as two distinct parcels. This may use space that could be
dedicated to parking or other uses. However, there may
be other issues of interest to the client (i.e., the owner of
the parcels), such as future flexibility allowed by keep-
ing them distinct or even some tax implications (none of
us are knowledgeable in this area).
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Table 30.4: Traffic Counts in the Project Area, Existing Condition, Case Study 2

ALL VOLUMES IN HOURLY VPH

EXISTING CONDITION, AM PEAK

PFH = 0.85     % TRUCKS = 5.0%

NB

L T R

SB EB WB

L T R L T R L T R

SINCLAIR AVE & EVERGREEN ST

SINCLAIR AVE & WEEPING WILLOW

120 960

40 970

50

60

60 650 50 60 270 40     80 360

60 660 50 80 280 60 80

SINCLAIR AVE & HAYES ST 60 990 60 60 690 80 40 320 40     40 280

320

40

80

40

SINCLAIR AVE & N. PIONEER DR 90 1010 630 100 60 600 100

SINCLAIR AVE & S. PIONEER DR 1040     120    100 590 60 550 100

SINCLAIR AVE & SHADOW ROCK RD 90 1060 60 60 590 60 40 320 40 60 340 60

WILLA GATHER HWY

HOURLY COUNT STATION AT EAST END OF SKETCH

AT RAMPS TO N. PIONEER

FROM N. PIONEER

TO S. PIONEER

FROM S. PIONEER

5200

4850

300

250

270

300

EB

WB

EXISTING CONDITION, MIDDAY WEEKDAY NB SB EB WB

L T R L T R L T R L T R

SINCLAIR AVE & EVERGREEN ST 84 672 35 42 455 35 42 189 28 56 252 28

0 SINCLAIR AVE & WEEPING WILLOW 28 679 42 42 462 35 56 196 42 56 224 56

SINCLAIR AVE & HAYES ST 42 693 42 42 483 56 28 224 28 28 196 28

SINCLAIR AVE & N. PIONEER DR 63 707 441 70 42 420 70

SINCLAIRAVE & S. PIONEER DR 728 84 70 413 42 385 70 . 55-' .'

SINCLAIR AVE & SHADOW ROCK RD 63 742 42 42 413 42 28 224 28 42 238

WILLA GATHER HWY

HOURLY COUNT STATION AT EAST END OF SKETCH

AT RAMPS TO N. PIONEER

FROM N. PIONEER

TO S. PIONEER

FROM S. PIONEER

3640

3395

210

175

189

210

EB

WB

42

(Continued)
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40 80 360 40 
60 80 320 80 
40 40 280 40 

60 300 100 
100 .. ' 

I{Q:ltn~.f~;; ;~::1\;. j}~; 

40 60 340 60 

Table 30.4: Traffic Counts in the Project Area, Existing Condition, Case Study 2 (Continued)

ALL VOLUMES IN HOURLY VPH

EXISTING CONDITION, PM PEAK

PFH = 0.85     % TRUCKS = 5.0 %

NB SB EB WB

L T R L T R L T R L T R

SINCLAIR AVE & EVERGREEN ST . 40 660 80 40 960 60

SINCLAIR AVE & WEEPING WILLOW 60 670 80 80    1030 80

50 360 120 50 270 60

50 320 40 60 280 60

SINCLAIR AVE & HAYES ST 40 670 40 40 970 40 80 280 60 60 320 60

SINCLAIR AVE & N. PIONEER DR 100 650 1010 60 120     550 100
. .

-

SINCLAIR AVE & S. PIONEER DR 650 60 100 1070 100 600 90

SINCLAIR AVE & SHADOW ROCK RD 40 590 60 60 1060 40 60 340 90 60 320 60

Co

WILLA CATHER HWY

HOURLY COUNT STATION AT EAST END OF SKETCH

AT RAMPS TO N. PIONEER

FROM N. PIONEER

to S. PIONEER

FROM S. PIONEER

4850

5200

300

270

250

300

EB

WB

EXISTING CONDITION, SATURDAY NB SB EB WB

L T R L T R L T R L T R

SINCLAIR AVE & EVERGREEN ST 120 960 50 60 650 50 60 270 40 80 360 40

SINCLAIR AVE & WEEPING WILLOW 40 970 60 60 660 50 80 280 60 80 320 80

SINCLAIR AVE & HAYES ST 60 990 60 60 690 80 40 320 40 40 280 40

SINCLAIR AVE & N. PIONEER DR 90 1010
____

630 100 60 300 100

SINCLAIR AVE & S. PIONEER DR 1040     120 100 590 60 250 100

SINCLAIR AVE & SHADOW ROCK RD 90 1060 60 60 590 60 40 320 40 60 340 60

WILLA CATHER HWY

HOURLY COUNT STATION AT EAST END OF SKETCH

AT RAMPS TO N. PIONEER

FROM N. PIONEER

TO S. PIONEER

FROM S. PIONEER

5200

4850

300

250

270

300

EB

WB



1 arate lane
, with at least YIELD sign control.

30.5.4 Other Given Conditions
The background traffic,

 exclusive of these sites, is to be

_      .     .    v       .      . taken as 3.0% per year (and is to be compounded). No other
With regard to basic traffic engmeenng, the local practice      planned or developments of note exist or are

assumed to be incorporated in the background growth.

Use a loss time of 4.0 seconds per phase. The local topography has no significant elevation changes.
With regard to tools and references, you are expected to

use at least the following tools, references, and practices in

dictates:

The adjacent properties to the east are zoned commercial in this the course of this case study:
case study.
7Assume the primary (sole) bus routes run north-south on the main ! Signal timing (including alternate phase plans) for
arterial. both existing and all future conditions is to be done
8Use the State of Rorida guidelines or practices, if needed. using Synchro.
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Table 30.5: Requirements from Local Ordinances

1
. Each property must be at least 5 acres in this zoning, and have at least 300 ft of frontage on the main road. Building
heights may not exceed 35 feet. The building(s) cannot cover more than 30% of the property.

2
. There must be 100 feet of buffer facing all roads and other properties, except that the buffer may be reduced to 50 feet if
the use on the other property is nonresidential. If the use on the other property is residential,6 a 6-foot barrier wall must be

constructed of stone or heavy timber and of appearance consistent with like construction in the jurisdiction.
3

. For the shopping mall and like uses, 5 parking spaces per 1000 square feet of gross floor area (GFA) must be provided.
4

. For the motion picture theater(s), 1 parking space per 3 seats must be provided.
5

. The design must allow for up to 20% of the trips arriving by bus transit, for anticipated mode shifts over coming decades.7
However, in assigning trips to modes, no more than 5% of the anticipated trips can be assigned to transit, given current realities.

6
. Access management principles must be strongly considered and used to the maximum extent feasible, consistent with

state requirements.

7
. Adequate loading bays for goods delivery and pickup must be provided, generally separated from the visitors to the site(s).

8
. Entrances/exits for goods vehicles need to accommodate large tractor-trailers. All entrances/exits must accommodate a
hook-and-ladder fire truck.

9
. Internal circulation at any site shall be such that safe pedestrian and transit uses are encouraged, and that traffic calming
principles are used.

10. Mitigation plans are expected (a) if the vie ratio on any approach at any existing intersection is increased by more than
0

.03, (b) if the LOS on any approach at any existing intersection is decreased (made poorer) by one level of service, and
(c) if the arterial LOS of service on any arterial is decreased (made poorer) by one level of service.

11. If additional intersection(s) is/are proposed, the intersection v/c and LOS at each such intersection must be comparable to
nearby existing intersections and the arterial level of service cannot be decreased (made poorer).

12. The future no-build and future build traffic levels are to be taken as 10 years from the present (i.e., existing) condition.

13. A section of the impact analysis shall address the construction phase. This section may be qualitative and descriptive, if no
significant impact is anticipated to peak hour traffic, but the means for achieving this shall be described.

30.5.3   Local Code & Local Ordinance . For saturation flow rates, use 1900 pcphpl for the

Requirements through lanes.
. All left turns at signalized intersections are to be

Table 30.5 contains requirements that are extracted from vari- protected.
|       ous local codes, so that you will have a reasonable set of . RTOR at signalized intersections is prohibited,

design considerations for this case study. except if there is appropriate channelization in a sep-
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NORTH

EVERGREEN ST

25%

5%

5%

>
<

1800 FT
u

WEEPING WILLOW 5%

5%

1000 FT

11800 FT

HAYES ST 5%1

10%

1800 FT

N. PIONEER DRIVE

.* 600FT-»-rVw

200 FT

1400 FT

10%
WILLA GATHER HIGHWAY

10%

200 FT

S. PIONEER DRIVE

1800 FT

20%

SHADOW ROCK ROAD

Figure 30 J: Source of New Traffic Added Because of the Developments), Case Study 2

2
. Given that the existing signal timings are not

available (they usually are) and given that the
local jurisdiction had scheduled signal retiming
work in any case, "existing

"

 signal timings are to
be determined using Synchro optimization for the

most suitable cycle length (more on this in the
next subsection).

3
. Simulations and visualizations are to be done with

a tool such as SIMTraffic
, VISSIM, or AIMSUN.

o
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4
.
 Levels of service and vie ratios for intersections and

arterials9 may be obtained from Synchro results,
unless the simulations/visualizations indicate there

is a clear inconsistency.

5
. Trip generation rates will be based on References 6

or 7 or other documented source.

6
. Parking layout and internal circulation using rele-

vant ITE or other documents, or the approach sug-
gested in Problem 30-3.

7
. For this particular case study, this textbook may be

used as a reference document.

If the traffic professional uses HCS+ or other such tool for
capacity analysis or signal timing, that traffic professional
must submit a reasoned argument on why these results are
more relevant than Synchro, recognizing that this particular
jurisdiction prefers and is accustomed to receiving Synchro
results.

Note: The remaining subsections divide the traffic impact
and mitigation work into a set of 

"elements" so that they
can be easily assigned in parts, generating discussion and
learning as the course progresses. The schedule used by
one of the authors is shown below, merely as a sugges-
tion. Periodic presentations by the student groups are to
be encouraged, and a final presentation of the impact and
proposed mitigation is an essential experience. (Work
submitted at the intermediate due dates was evaluated on

the basis of the learning experience, but the final compre-
hensive report and presentation was viewed with a higher
level of expectation.)

Element

Due Date, Relative to the Week

the Case Study Was Begun

1

2

3

4

5

6

7

8

1

2

4

5

6

7

9

10

'Remember that arterial LOS is based on the average travel speed of
the through vehicles.

30.5.5 Element 1: System Cycle

Recommend a system cycle length along Sinclair Avenue
,

considering signal spacing, a reasonable vehicle speed,
 traffic

volumes, and number of signal phases.

30.5.6 Element 2: The Developer's
Favorite Access Plan

Consider the following hypothetical situation: The developer
is very interested in a design that combines the two parcels,

centers the-development, and uses only two major driveways
for public access, including transit. Refer to Figure 30-3.

(Details of paricing lot and internal circulation are not shown;
they would remain for the traffic professional to work out
within the overall concept.)

Clearly, this creates two five-legged intersections that
need a multiphase signal plan. *

You are to evaluate the operational needs of these intersec-
tions and the required flow patterns given the arrival/departure
suggested within Figure 30.4. Table 30.5 provides the existing
flows, and the growth rate is known. For the added traffic

, you
may have to make some assumptions (just to get started) or use
the trip generation references already cited.

Keep in mind that (1) the client really wants this "innova-
tive" approach, and (2) you have to be the responsible profes-
sional, sometimes achieving what is desired by creative design
and sometimes presenting a reality that serves the client well
while disappointing their initial notions.

1800 FT

k 
.

800 FT *-

Figure 30.4: A Concept of the Development,
 from the

Client
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Discussion Point 5

Yes, the authors have revealed they are pessimistic about
making the five-leg intersections work, given the flow
rates and patterns. However, the obligation is for you to

find a successful solution or to clearly explain to the
client why the concept is not in their best interests.

Discussion Point 6

Remember that in Element 1, you recommended a
system cycle length. That cycle length may be incon-
sistent with the values needed at the proposed five-leg
intersections.

The end product of the work on Element 2 should be a Power-
Point presentation explaining your findings, in terms that both

Table 30.6: Format to Be Used in Element 3 Work

your peers and a nonspecialist can understand. Use no more
than five slides.

30.5.7 Element 3: Existing Conditions,
Capacity, and LOS Analyses

Use Synchro (and other tools, as needed) to estimate the exist-
ing and future no-build (FNB) conditions at each intersection,

and for each lane group at each intersection, and for the over-
all arterial.

Summarize the results in the format of Table 30
.
6

. (The
future build [FB] column will be completed in a later element
of this work.)

v/c LOS

Existing FNB FB w/o Mitigation Existing FNB FB w/o Mitigation

Intersection

Intersection     Lane Group

Arterial Average Travel Speed (mph) LOS

NB

SB

Note: FB not done in Element 3.
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;

.\

One table is needed for each time period of interest. If it
is less than the four periods for which data has been provided,
indicate why the period is irrelevant to the analysis, given the
anticipated uses.

Discussion Point 7
Before this analysis is begun, the instructor will have to
specify the system cycle length to be used by all teams in
the course. This can be assigned after the submission and
discussion of the Element 1 work.

Anticipate what traffic improvements will be
needed due solely to the 

"Future No-Build" traffic levels.

Discussion Point 8

It is logical that some operational problems will arise, due
simply to the annual growth of traffic. In some cases, these
would logically require some attention/action, independ-
ent of the added traffic due to the specific new develop-
ment (i.e., the two sites at hand). It is good to know this, in
discussions with the local jurisdiction.

Given that you were hot provided with existing sig-
nal timing, you may want to use the critical movement
analysis as a reasonable method of determining the initial
signal timing and phasing. This can be refined by using
Synchro.

Discussion Point 9
This work is part of this student assignment, but existing
signal plans generally exist and are available from the
local jurisdiction or state.

Discussion Point 10
In the same spirit of a limited student assignment, the
application of the traffic signal warrants from the state

'

s

MUTCD10,11 is not part of this assignment In some
applications, there are unsignalized intersections that

. may need to be signalized, due to a combination of
background growth and the project at hand. There may
also be new intersections due to driveways, and these
will have to be evaluated for signalization. The instruc-
tor may wish to require a warrant analysis for at least
these new prospective intersections.

10Remember that the simple satisfaction of one or more traffic signal
warrants does not mandate the installation of a signal. Rather, the
sense of the MUTCD is that a signal should not be installed unless
one or mote warrants are satisfied, and the satisfaction of warrants is

simply the trigger that allows this evaluation (an engineering study,
involving many factors) to proceed.
"Some states specify that certain warrants are not used determining
whether a signal is justified (e.g., the peak hour vofanne warrant).

Discussion Point 11

Again, in the same spirit of a limited student assignment,

this particular case study does not require you to acquire
and analyze the accident experience in the project area.

30.5.8 Element 4: Trip Generation

You have already been guided to the sources from which to
obtain trip generation rates. These will often be expressed in
terms of trips per hour for the peak hour and other hours

.

The "peak hour" for the development's traffic may however not
be the same as the general peak hour. This depends on the pro-
posed use (e.g., supermarket, shopping center, multiplex cin-
ema). The traffic professional must take care that the terminology
used in the trip generation source refers to the traditional peak
hour or the peak activity hour (and day) of the specific use.

Likewise, the construction phase-if it has a noticeable
impact on traffic levels at all-may actually define the peak
hour for analysis.12

In this Element 4
, you are expected to generate esti-

mates of the number and routes of the trips generated based
on the desired maximum build-out of the site(s).

Discussion Point 12

The emphasis in the preceding sentence is intentional.

Given local rules as stated in Table 30-6
,
 there are

clearly limits imposed by available square footage of the
"

footprint" of the development. This does not necessar-
ily mean that the rest of the site can support this maxi-
mum development. But it is a starting point.13

Discussion Point 13

The local rule on building height may tempt the architect
or the traffic professional to think in terms of a two-story
shopping mall, with stores on both levels. However

,
 if

one is inclined to go down this path, it is important to
discuss how many successful and attractive malls in the
region are two-story designs. At the time of this writing,

many malls are characterized by large open spaces,
 com-

mon areas, and generally one-story operation.
 That is

For many projects, the construction phase workers will arrive and
depart in off-peak hours (relative to the existing peaks),

 and not

create intense loads. In some cases
, materials delivery may need to

be noted and considered.
,3The traffic professional must recognize that the developer and perhaps
the architect may well focus on the maximum that can be done.

 It falls to

the traffic professional to point out that the support functions also man-
dated by local rules (e.g., required parking spaces,

 internal circulation,

space for transit and for goods deliveries) actually impose constraints
that limit the size of the development, by the arithmetic imposed.
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not to say a two-story design cannot be found that would
succeed, but rather that it should be a discussion point in
class. Even with such a design, there are still likely to be
significant open spaces and common areas that use up
part of the footprint, leaving less gross floor area (GFA)
than twice the footprint.

Estimate the required parking, consider the overall
properties, and start forming opinions on whether the avail-
able space can accommodate the parking requirement.

Discussion Point 14

This is an exercise in arithmetic, but an important one.
The underlying issues were discussed earlier and in
related footnotes. Remember that local rules express
parking requirements in terms of spaces per 1,000
square feet of GFA or spaces per seats (in the theaters).
GFA includes common areas, hallways, and such.

It is recognized that the parking layout is going
to be a bit of a challenge for you, unless you are draw-
ing on other knowledge (i.e., other sources than this
textbook). Fortunately, such sources exist, in print or
on the Web. Real-world examples based on actual
developments are also available from Google Earth or
other tools.

Discussion Point 15

An area of lively discussion is sometimes the average
vehicle occupancy for the different uses at the site. This
is rendered moot by the local codes. At the same time,
the numbers used in the codes implicitly assume aver-
age vehicle occupancies and percentage trips by auto.
As the years pass, the age of these implicit assumptions
may be a basis for discussion, if more cecent data prove
inconsistent.

Determine whether combining the sites provides any
advantages.

Discussion Point 16

This point has already been raised, but this is a logical
point to remind you of it.

Likewise, take into account the special local require-
ment on building now to accommodate future transit usage
of 20% of the trips.

Discussion Point 17

Note that this is a mandate and related to the long-term
planning of the local jurisdiction. The spirit and intent
is that this transit service be accommodated on-site, in

attractive and efficient areas. Simply depending on
bus slops on the local arterial will not suffice in this
submittal.

30.5.9 Element 5: Determine the Size of

the Development, Trips Generated,

and Internal Circulation

Continue the work begun in Element 4, with special attention
to the needs of internal circulation, parking, transit, safe

pedestrian travel, and space for goods vehicles. If the overall
requirements dictate a smaller build-out than the maximum
nominally allowed by the zoning, be prepared to address this.

Of necessity, internal circulation will depend on driveway
location(s) and on any special design features

,

 on the arterial.

Although these are nominally Element 6 of the project,
 there is

an overlap.

30.5.10 Element 6: Driveway Locations
and Special Arterial and
Intersection Design Features

Takfng into account the mandate for access management to
the extent feasible, develop recommendations on driveway
locations, special arterial features, and intersections (present
or proposed). Consider the "lessons learned" in Case Study 1
with regard to driveway locations.

Remember the needs of goods delivery,
 which is

addressed in the local rules. Consider the possibility (likeli-
hood) of separate driveways for these deliveries, and remem-
ber that any "behind" the building has to allow sufficient
space to turn and/or maneuver large trucks (some truck bay
designs may affect this also).

30.5.11 Element?: Mitigation Measures

Return to Table 30.6. Complete-the "Future Build'7 (FB) sec-
tions, assuming no mitigation. Highlight all entries that are
determined to have an impact, in accord with local rules.

Develop ideas on mitigation in detail. The teams work-
ing on the project will need to be creative while recognizing
that improvements cost money and will probably be paid by
the client

A guiding principle sometimes overlooked at this stage
is that the mitigation and related design is not simply intended
to meet the minimum requirements of local rules,

 but also to

assure that the development operates smoothly into the future
and is/remains attractive to the public and the occupants of the
businesses. It is sometimes useful for the traffic professional
to have this discussion with the client and their team

,
 and to

develop a minimal "Plan A" and a "Plan B" so the client can
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see the costs and benefits of any enhancements the traffic pro-
fessional believes can serve the overall success.

Add columns to Table 30-6 for Plans A and B. Prepare
presentation materials. Be ready to engage in discussion on
the plan(s) recommended.

Discussion Point 18

Whereas Plans A and B may be for internal discussion,
. with only one included in the Draft Final Report of

Element 8, in this student assignment, both plans will be
included in the Draft Final Report.

Discussion Point 19

Because this assignment will culminate in the presenta-
tion of the Draft Final Report and not include the usual
next round of agency review and hearings, culminating
in a Final Report submittal, the word "Draft" is dropped
in Element 8.

Discussion Point 20

You are reminded of the list of possible mitigation actions
enumerated in Step 11 of Section 30.2, and invited to add
to the list as needed for this specific project.

30.5.12 Element 8: Final Report
and Presentation

Each group will have 20 minutes to present their findings and
recommendations. Business attire is required. The group need
not assign everyone a speaking role (although there is merit to
that), but the instructor may (i.e., will) direct questions to any
group member, so all group members have to be fully prepared.

A final report not exceeding 30 pages is required 24 hours
prior to the class, sent by e-mail to the instmctor in PDF format.
The PowerPoint slides for the presentation have to be sent at the
same time.

30.6 Summary

This chapter introduced you to the topic of traffic impact stud-
ies, including an overview of the process and emphasizing the
need for creative design in meeting mitigation needs associated
with a significant development. (Minor projects may result in a

finding or no significant impact, although some estimates of
future traffic load and a permitting process are still involved.)

Case Study 2 was used by one of the authors as the basis
for a second course in traffic engineering. Reference 6 was spec-
ified as a required companion text, in this nxide. Early lectures

covered other chapters of this textbook and Case Study 1. A pres-
entation and a work session on computer tools was included

.

When Case Study 2 was begun, the class time was devoted to
additional chapters of this textbook, discussion of each Element
when it was initiated and when it was due

, and ad hoc discus-
sions based on information requests from the students.

Case Study 2 can also be used as the basis of a few lec-
tures in a course that is not project based, with emphasis on
the discussion points enumerated throughout.
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Problems

Note: The instructor may prefer that all problems in this chap-
ter be done as group or team assignments,

 with the team not to

exceed three members (perhaps four in a very large class).

30-1. Do the analysis and impact assessment as specified in
Case Study I.
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30-2. For the higher value of "X" and the better value of
"N" in Case Study 1 as determined in Problem 30-1,
recommend any additional mitigation measures
appropriate and provide the supporting analysis.

30-3. For Case Study 1 and the higher value of "X," lay out a
functional design of the parking lot, allowing for both
the entering and departing values of "X" and recogniz-
ing that they may be competing for internal roadway
use and for parking spaces over the hour of analysis.

If you are not provided with information on the
parking requirements and do not have access to a ref-
erence providing that information, you should either
(a) consult sources on the Web, using a search engine,
or (b) use a tool such as Google Earth to "visit" a

known suburban parking lot, and estimate the space
per parked vehicle (taking into account space needed
to travel to the parking spaces and any separation
between or at the end of rows of cars).

30-4. For Case Study 2, execute and submit Element 1 in
accord with the schedule in the chapter or the instruc-
tor's specification. Submit an analysis for the group,
not to exceed three pages.

30-5. For Case Study 2, execute and submit Element 2 in
accord with the schedule in the chapter or the instruc-
tor's specification.

30-6. For Case Study 2, execute and submit Element 3 in
accord with the schedule in the chapter or the instruc-
tor's specification.

30-7. For Case Study 2, execute and submit Element 4 in
accord with the schedule in the chapter or the instruc-
tor's specification.

30-8. For Case Study 2, execute and submit Element 5 in
accord with the schedule in the chapter or the instruc-
tor's specification.

30-9. For Case Study 2, execute and submit Element 6 in
accord with the schedule in the chapter or the instruc-
tor's specification.

30-10. For Case Study 2, execute and submit Element 7 in
accord with the schedule in the chapter or the instruc-
tor's specification.

30-11. For Case Study 2, execute and submit Element 8 in
accord with the schedule in the chapter or the instruc-
tor's specification.
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, measurement of base
,

611,612

saturation flow rates
, measurement of

. prevailing, 6 i 1-613
speed-flow curves,

 309

start-up lost time, measurement of, 611
Capacity .

concept of, 277-278

definition of
,
 165

HCM 2010 methodology of,
 573.

574-579

HCM model analysis module,
 605

intersection lane
,
 467-468

introduction to
,
 277-281

lane group,
 467-468

two-lane highway conditions
,
 382-383

v/cralio
, 279,576-577

CBD. See Central business district (CBD)
Central business district (CBD),

 5. 588

Change interval, definition of, 503-504

Chi-square goodness-of-fit
.

tesi.

209-211

Chi-square test,
 143-144

Chord definition
,
 40

Clearance interval
,
 definition of, 503-504

Coefficient of variation
,
 definilion of, 125

Collector, definition of
,
 36

Collision diagrams,
 241 -244

Committee on Highway Capacity and Quality
of Service (HCQSC),

 276

Condition diagrams,
 242-243

Confidence bounds
,
 128-129

Control counts
,
 definition of, 178-179

Control
, special types of, 93-94

Counting programs, statewide, 184-189
daily variation factors,

 185

estimating annual vehicle-miles traveled,

188-189

grouping data from locations, 187
monthly variation factors

,
 185-187

results, use of
,
 187-189
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Counting studies, specialized, 189-195
cordon,192-193

origin-destination, 189-191
screen-line, 193-195

Coverage counts, definition of, 179
Critical cycle, 535
Critical-lane concepts, 469 74,505-507,574,575

cycle length, 47M74
group, 574, 575
volumes

, determining sum of, 505-507
volumes, maximum sum of, 470-471

Curves, horizontal alignment of. 40-53
compound, 52
geometric characteristics of, 40-47
reverse, 52-53

sight distance on, 51-52
spiral transition, 47-51

Curves, vertical alignment of, 53-60
design guidelines for, 59-60
geometric characteristics of, 56-58
minimal controls on length of, 59
sight distance on, 58-59

Daily volume parameters, 96
Data collection/reduction, fully automated studies

aerial photography, 159-161
digitizing technology, 159-161

Data collection/reduction, manual studies

counting, 151-152
other types, 154
speed study, 152-154
staffing requirements, 154-155

Data collection/reduction, methodologies, 150
applications, 148-149
cell phones, 159
fully automated, 159 161
manual, 150-155

permanent detectors, 156-159
semiautomated, 155-156
statistical issues. 163

study types, 149-150
Data collection/reduction methodologies,

interview studies, 162-163

 comprehensive, 162
destination based. 162

roadside, 162

Data collection/reduction, semi automated studies

permanent detectors; 156-159
portable equipments, 155-156

DDHV. See Directional design hour volume
Delay, measure of effectiveness of, 476-485

components of, 479 *80
models in the HCM 2000.484-485

models of hypothetical, 477-483
types of, 476-477

Delay studies, on intersections, 218-222
Demand, definition of, 165

Demand flow rates, estimation of, 335-339,
370-376

Density, definition of, 101-102
Design features intersection, driveway locations, 725

developer's access plan, 722-723
final report presentation, 726
internal circulation and size determination, 725
introduction. 708-712

level of service and capacity analysis (existing
condition), 723-724

local code and ordinance requirements,
 720

methods, 712-714

metrics
,
 712-714

mitigation measures,
 725-726

project area, in existing condition, 715-717
signal timing condition (other),

 720-722

system cycle elements, 722
tools, 712-714

trip generation, 724-725
two site(s), proposed uses,

 717-720

Design standards, rural highways,
 363-364

Design vehicle,
 26-27

Destination signs,
 84-85

Detectors, types of, 528-529
inductive loop,

 528

magnetic, 528
microloop, 528
point detection, 529
presence detection, 529

Diamond interchanges, 704-706
Directional design hour volume

(DDHV), 98,291
Directional volume

,
 definition of, 98

Discharge headways,
 465-469

saturation, 466

studies on, 468-469

Driver, communications with
,
 68

Drugs and alcohol, impacts of,
 24-25

Effective green time, 467,507-509, 578-579
definition of

,
 467

determination of
,
 507-509

HCM 2000 methodology,
 578-579

Equity oflfsets, 670-671

Facilities, types of, 95
PARS. See Fatality Analysis Reporting System
Fatality Analysis Reporting System (PARS),

 230

Federal Highway Administration (FHWA),
 276

FHWA. See Federal Highway Administration
Flow rate, conditions of

,
 103

Flow theory
.  basic models, 107-112

characteristics, 109-111
,

119

historical background, 107-108
Flow theory, queueing,

 112-117

basic approach, 115-117
deterministic analysis,

 113-114

problems of, 114-115
random patterns, 115-117

Flow theory, shock-wave,
 117-119

flow difference, density curves,
 117-118

growth rate, 118-119
Flow theory, speed-density curve

capacity determinatioo, 109
density flow derivation, 108-109
fitting. 112
relationship calibration,

 111-112

speed flow derivation,
 108-109

Free-flow speed, 293-296.369-370
determination of

, 293-2%,
estimation of, 369-370

field measurement of
,
 369

FREEVAL20I0
,

352

Freeway facilities, analysis of, 352-353
models

,
 353

segmentiag, 352

Free ways, merge and diverge segment
basic characteristics

,
 333-335

capacity consideration, 33 -341
computational procedures,

 335

diverge areas,
 demand flow rates

,
 338-339

expected speed measures, determination,
341-342

lane distribution predictions,
 339

on ramps (merge) demand flow rates,
 335-339

density and level of service determination
,
 341

isolation analysis,
 347

sequence analysis,
 349

weave area analysis,
 342-345

Freeways and multilane highways, 291-303,
316-317

characteristics of
,
 291-295

facility types, 285
turbulence areas

,
 316-317

Freeways, weaving segments
average speed

non weaving vehicles,
 333

weaving vehicles,
 332-333

breakdown density capacity,
 329-330

capacity assessment final, 331

capacity determination,
 329

characteristics
,
 319-320

computational procedures,
 325

configuration characteristics,
 325-328

density and level of service,
 333

final capacity and v/c ratio,
 330

flows, 320-321

lane-changing rates determination,
 331

non weaving vehicles,
 331-332

weaving vehicles,
 331, 332

lane configuration,
 321-324

length, 324-325
major area,

 345-347

maximum flaw rate capacity determination,
 330

maximum length; determination,
 328-329

parameters. 325
volume adjustment, 325

width
,
 325

/-test
,
 140

Gap acceptance, 23-24 :
Gap reduction, 530-531,532-533

General Estimates System (GES),
 230

GES. See General Estimates System
Grade adjustment factors,

 determination

of, 370-371

Grade, definition of, 53

Greenshields, Bruce
,
 107

Guardrails, 61-62

Guide signing, 396-404
conventional roads

,
 403-404

exit number systems,
 398-399

expressway, 400-403
freeway, 400-403
numbered systems,

 396-398

reference posts, 3%
route sign assemblies, 399-400

HCM 2010 methodology, conceptual framework
of, 574-579

capacity, 575,576-578
critical-lane group concept, 574, 576
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HCM 2010 methodology (Continued)
effective green times, 578-579
level-of-service concepts, 577
lost times, 578-579

saturation flow rates, 575-577

vA ratio, as measure of demand, 576-577

HCM model

input module, 581-585
structure, 579

time periods for analysis, 579-581
HCM. See Highway Capacity Manual
HCQSC. See Committee on Highway Capacity

and Quality of Service
HCS. See Highway Capacity Software (HCS)
Headway, definition of, 103
Heavy vehicle, definition, 296
Heavy-vehicle factor, 296-302, 371-376

adjustment of, 371-376
determination of, 296-302

Highway Capacity Manual (HCM), 276-283. See
also Level of service concept, in HCM

Highway Capacity Software (HCS), 313
Highway classification, 36-37,38
Highway design elements, 39-40

cross-sectional elements, introduction to, 40

horizontal alignment, introduction to, 39
surveying and stationing, 40
vertical alignment, introduction to, 39-40

Highway functions, 35-39
facility, preservation of, 38-39
trip, 35-36

Highway legislation and U.S. history, key
milestones, 8-12

national pike, 8-9
national system, defense highways of, 11-12
national system, interstate highways of, 11-12
states

' rights issue, 8-9.
Highway safety, approaches to, 227-230

accident risk control and prevention, 228
behavior modification, 228

exposure control, 227-228
injury control, 228
national

'

policy initiatives, 230
policy strategies, 229-230
post-injury management, 229

Highways, analysis methodologies
driver population factor, 303
free-flow speed, determination of, 293-296
heavy-vehicle factor, 296-302
sample applications, 303-309

Highways, cross-section elements of, 60-62
guardrail, 61-62
shoulders, 61

side-slopes for cuts and embankments, 61
travel lanes and pavement, 60-61

Highways, horizontal alignment of, 40-53
compound curves, 52
curves, geometric characteristics of, 40-47
curves, sight distance on, 51-52
reverse curves, 52-53

spiral transition curves, 47-51
Highways, horizontal alignment of. See also

Horizontal curves

Highways, vertical alignment of, 53-60
curves, design guidelines for, 59-60
curves, geometric characteristics of, 56-58

curves, other minimal controls on length of,
 59

curves, sight distance on, 58-59
grades, 53-56

Highway systems, applications
merging and diverging movements, 316-353
rural, two-lane, two-way, 361-387
signing and marking, 389-407
weaving,

 316-353

Horizontal curves

critical characteristics, 41-44

quantification, severity, 40-41
radius and degree, 40-41
superelevation, 44-47
trigonometric functional

Horizontal curves, degree
arc definition, 40 tl

chord definition, 40

Hypothesis testing, 134-144
before-and after tests, 135-138

chi-square test, 143-144
/-test

,
 140

statistical tests, 138-144

f-test
,
 138-140

Imbalanced split, 671-673
Institute of Transportation Engineers (ITE),

14
,
21,503

Intelligent transportation systems (ITS), 13, 620
current issues, 630 -631

information sources and organizations,

622-623

introduction," 620-621

national architecture, 622

predetermined patterns, signal time planning,
629-630

routing system and commercial delivery,
 623

standards, 621-622

traffic control, 624-629

virtual sensing detectors,
 623-624

Intelligent vehicle highways systems (IVHS),
 620

Intermodal Surface Transportation Efficiency Act
(ISTEA), 10,678

Interrupted flow facilities, definition of,
 96

Intersection channelization
,
 441-443

examples of, 441-443
principles of, 441
right turiis, 443

Intersection control, 410-432

hierarchy of, 410-411
rules of the road, 411-413

STOP, 413-417

traffic signals, 417-428
YIELD, 413-417

Intersection delay studies, 218-222
Intersection, design and layout of, 437-459

channelization of, 441-443

objectives and considerations, 437-438
sizing of, 438-441
special situations, 443-454
street hardware for, 454-459

Intersection signalization, 461-486
capacity, 465,467 468
critical-lane concepts, 469-474
delay, measure of effectiveness of, 476-485
discharge headways, 465-469
left-turn equivalency, concept of,

 474-476

lost times
, 465 69

saturation flow
,
 465 466, 468-469

terms and definitions
, 46I t65

time-budget concepts,
 469 t74

Intersection signalization, analysis of
calibration issues

,
 610-615

HCM 2010 methodology, framework of,
574-579

HCM model
,
 579-598

introduction to. 573-574

Intersection sizing,
 438 141

signalized,
 439-441

unsignalized,
 438-439

Intersections
, special situations, 443 54

left-turn movements
,
 451-454

offset, 447 51

skewed angles. 443 446
T-sections

, 446-447, 448
Intersections

,
 street hardware for

,
 454 159

Interstate Surface Transponation Efficiency Act
(ISTEA), 620

Interstate system,
 definition of

,
 11

ISTEA. See Intermodal Surface Transportation
Efficiency Act

. ITE. See Institute of Transportation Engineers
ITS. See Intelligent transportation systems

Lane configuration, 321-7324
. Left-turn equivalency, concept of,

 474-476

Level of service concept, in HCM
1st edition

,
 278

2nd edition
,
 279

3rd edition
,
 279

4th edition
,
 279-280

flow rates and volumes
,
 281-282

problems, 283
user perceptions,

 280-281

v/c ratio usage,
 282-283

Level-of-service (LOS),
 366-367.577

criteria
,
 317-319

two-lane highway criteria,
 386-387

Lights-on study,
 189

Limited-access facility,
 definition of, 36

Local street
,
 definition of, 36

LOS. See Level-of-serv ice
Lost times

,
 465-469.504-505

,
 578-579

clearance, 466

determination of
,
 504-505

effective green time,
 466

start-up,
 466

studies on
,
 468-469

total, 466

Manual on Uniform Traffic Control Devices
(MUTCD), 65-69, 413-414

contents of
,
 67

driver communication
,
 68-69

general principles of, 66
history of, 65 66
legal aspects of, 67-68

YIELD and STOP control
,
 413-414

Mean speed,
 definition of

,
 202-203

Median
,
 definition of, 124

Median speed,
 definition of, 203-204

Merge and diverge analysis, special cases,
356-359
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Merge and diverge areas, 333-342, 359
capacity considerations, 336-341
demand flow rates, estimation of, 335-339

expected speed measures, determination of,
341-342

ramp influence area density, 341
ramp influence area level-of-service, 341
structure of methodology of analysis of, 335

Merge and diverge segment and multilane highways
basic characteristics, 333-335

capacity consideration, 339-341
computational procedures, 335
diverge areas, demand flow rates, 338-339
expected speed measures, determination,

341-342

lane distribution predictions, 339
on ramps (merge) demand flow rates, 335-339

density and level of service determination, 341
isolation analysis. 347
sequence analysis, 349
weave area analysis, 342-345

Merging and diverging movements, 316-353
analysis of areas, 325-333
demand volumes, converting, 319
freeway facilities, 352-353
level-of-service criteria, 317-319

special case analysis, 356-359
turbulence areas, 316-317

Metering plans, 667-669
Metric vs. U.S. units, 15

Mobility, definition of, 5
Modal speed,

.

definition of, 204
Mode, definition of, 125

Multilane highways, weaving segments
average speed

non weaving vehicles, 333
weaving vehicles, 332-333

breakdown density capacity, 329-330
capacity assessment final, 331
capacity determination. 329
characteristics, 319-320

computational procedures, 325 
i

configuration characteristics, 325-328
density and level of service, 333
final capacity and v/c ratio, 330

flows, 320-321

lane-changing rates determination, 331
non weaving vehicles, 331-352
weaving vehicles, 331,332

lane configuration, 321-324
length, 324-325
maximum flow rate capacity determination, 330
maximum length, determination, 328-329
parameters. 325
on ramp analysis, 342-345
volume adjustment, 325
width, 325

MUTCD. See Manual on Uniform Traffic Control

Devices

National Conference on Street and Highway Safety
(NCSHS),66

National Cooperative Highway Research Program
(NCHRP), 276

National Electronic Manufacturer's Association

(NEMA),496,550

National Highway System (NHS),
 10

National Highway Traffic Safety Administration
(NHTSA),230

NCHRP. See National Cooperative Highway
Research Program

NCSHS. See National Conference on Street and

Highway Safety
NEMA. See National Electronic Manufacturer's

Association

Networks, signal coordination for,
 632-677

NHS. See National Highway System
NHTSA. See National Highway Traffic Safety

Administration

Normal distribution and applications,
 125-128

important characteristics,
 128

standard, 125-128

Occupancy, definition of,
 102

Offset, 633,634-636
definition of, 633

ideal, determination of
,
 634-636

two-way street, on a, 641-642
One-way street systems, 634-636

signal progression of, 634-636
Operational analysis, definition of, 291

Overflow delay, 479,483-484

definition of
,
 479

inconsistencies in
,
 483-484

Oversaturated networks, coordination of signals
for, 663-676

objectives for conditions of, 663-664
remedies for

,
 669-673

Pace, definition of
,
 204

Parking,
 250-271

facilities, design aspects of, 263-270
generation and supply needs, 250-254
introduction of, 250

programs, 270-271 .
studies and characteristics, 254-263

Parking facilities, design aspects,
 263-270

dimensions
,
 264-265

garages, 268-269
modules, 265-266

 separating vehicle areas, 266-268
Parking generation, 251-254
Parkinjg programs, 270-271
Parking studies and characteristics, 254-263

accumulation
,
 259-262

duration, 260-262

inventories
, 257-259, 260

proximity, 257
Parking supply needs, 250-254

zoning regulations, 254
Passing sight distance, rural highways, 365-366
Peak hour, definition of

,
 97

Peak hour factor (PHF), 100,582

Percentile speeds, definition of, 205
Percent time spent following (PTSF), 377
Perception-reaction time (PRT),

 20-22

Phase diagrams, definition of, 492
PHF. See Peak hour factor (PHF)
Platoon ratio, definition of, 583

Poisson distribution, 133-134

Probability functions and statistics, 123-125
discrete vs. continuous

,
 123

organizing data,
 123-124

randomness
,
 123

statistical estimators
, common, 124-125

PRT. See Perception-reactTon time
PTSF. See Percent time spent following

Queued vehicles, effect of at signals, 638-640

Ramp-weave, definition of,
 321

Random delay, 479,483 184
definition of

,
 479

inconsistencies in
,
 483 84

Random variables
,
 129-131

addition of
,
 129-131

central limit theorem
,
 130-131

Right-tura-on-red (RTOR),
 502

Ring diagram, definition of,
 492

Road user characteristics
, 17-31,32,33

trafiic stream components,
 17-18

Road users, 18-31

aging, impact of, 25
drugs and alcohol impacts of,

 24-25

pedestrian characteristics, 22-24
perception-reaction time, 20-22
personality factors, 25
psychological factors, 25
visual characteristics of

,
 19-20

visual deficits
,
 20

Roadways, geometric characteristics
of highways,

 35-63

classification
,
 35-39

cross-section elements of
,
 60-62

design elements,
 39-40

highway (unctions,
 35-39

horizontal alignment of,
 40-53

vertical alignment of,
 53-60

Roundabouts, analysis of,
 698

RTOR. See Right-turn-on-red
Rules of the road

,
 411-413

Rural highway analysis,
 366-484

capacity of, 367

climbing lanes, impact of, 384-387
demand flow rate

,
 estimation of, 370-376

free-flow speed, 369-370
level of service of

,
 367-368

passing lanes, impacts of, 384-387
percent time spent following, determination
"

    of, 377

travel speed, estimating average of, 377
types of, 368

Rural highway guide signing,
 396-404

conventional roads
,
 403 104

exit number systems, 398-399
expressway, 400-403

'

freeway,
 400-403

numbered systems,
 396-398

reference posts,
 396

route sign assemblies,
 399-400

Rural highways, 361-387,
 389-407

capacity and level of service analysis,

366-377

design standards, 363-364
guide signing of, 396-404
introduction to, 361-362

passing sight distance, 365-366
signs on, 404-405

0
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Rural highways {Continued)
speed limits, establishment and posting of,

394-395

traffic marking of, 389-394
Rural highway speed limits, 394-395
Rural highways, two-lane (sample problems)

capacity estimation, 382-383
class 1 two-lane highway, 377-382
climbing lanes, AASHTO criteria, 386-387
passing lanes

on ATS, 385

impact of, 384-385
on PTSF, 385

sample problem, 385-386
single-direction analysis, specific grade,

383-384

Rural highway traffic marking, 389-394
freeway, 389
highway, 389-391
ramp junctions, 391-394

Sample size computations, 129
Saturation flow, 466,468-469

rate, 466

studies on, 468-469

Saturation flow rate, 466,575-577
definition of, 466

HCM 2000 methodology, 575-577
measurement of base, 611,612

measurement of prevailing, 611
Saturation headway, definition of, 466
Severity index (SI), definition of, 236
Side friction, coefficient of, definition of, 28-29

Side-slopes, for cuts and embankments, 61
Sight distance, 31-33

horizontal curves, 51-52

vertical curves, 58-59

Signal coordination, arterials and networks,
632-677

bandwidth concepts, 636-638
basic principles of, 632-634
one way.street, progression on, 634-636
progression, types of, 646-650
queued vehicles, effect of, 638-640
two-way streets, progression for, 640-646 .

Signal coordination, network
bandwidth-based solutions, 651-654

software programs, 650-651
synchro, 654-656

Signal coordination, over saturated conditions
classification, 666-667

demand and capacity variation (illustration),
673-676

equity offsets, 670-671
imbalanced split, 671-673
metering plans, 667-669
overall approaches, 665-666
pedestrian minima, 673
phase reservice, 673
responsive/adaptive phase changes, 669
root causes of congestion, 664
shorter cycle lengths, 669-670
system objectives, 663-664

Signal coordination principles, 632-634
common cycle length, 632
time-space diagram, 632-634

Signalized intersections, basic (HCM) model
actuated signals, analysis,

 610

area type adjustment, 588
calibrating adjustment factors,

 613-614

calibration issues, 610-613

complexities, 605-607
compound phasing model, 608

demand volumes to demand flow rate
conversion, 585

grade adjustment, 587
heavy vehicle adjustment,

 586-587

lane group analysis, 585
lane group capacities and v/c ratios,

591-593

lane utilization adjustment,
 588

lane width adjustment, 586

left turn adjustment, 589
local bus blockage adjustment,

 587-588

normalizing procedure,
 614-615

pedestrian and bicycle interference, 589-591
result interpretation, 597-598
right turn adjustment, 589
sample problems, 598-601
saturation flow rate, lane group,

 585-586

v/s ratios based alteration
,
 608-610

Signalized intersections, critical movement
approach

capacity and v/c ratios, 551-552
compound phases or no overlapping phases,

550-551

delay and level of service,
 552-554

HCM model comparison,
 565

lane flow rate assignment,
 550

overlapping phases, 550-551
result analysis, 564
sample problem 1,558-565
sample problem 2,566-570
signal improvement, 565

step 1,546
step 2,546-547 '
step 3,547
step 4,547-548 .
step 5,548-549
step 6,549-550
TRBcircular,212

,
546

worksheet
,
 554

Signalized intersections level of service
based on delay

aggregating, 597
incremental, 5%

initial queue, 5%
sample problems, 601-603
uniform, 593-596

Signal phase plans development, 490-502
common and use of, 492-502

considerations of, 492

left turns, treatment of
,
 490-491

phase diagrams, 492-502
ring diagrams, 492

Signal progression, common types,
 646-650

alternating, 647-648
cycle length, importance,

 649-650

double-alternating,
 648

simultaneous, 648-649

spacing, insights of importance,
 649-650

terminology of, 646-647

Signal progression, onp-way streets, 634-636
offset determination of

,
 634-636

potential problems with, 636
Signal progression, two-way streets and networks

640-646

compromise solutions,
 644-646

network closure
, 642-644

offsets on
,
 641-642

Signal requirements, pedestrian determination
508-510

Signal requirements, vehicular determination
503-508

change intervals, 503-504
clearance intervals

,
 503-504

critical lane volumes
,
 sum of

,
 505-507

length, determination of
,
 507

lost times
,
 504-505

splitting the green,
 507-508

Signals, 87-93,462-465
cycle, components of, 462
face and visibility requirements, 87, 89
indications of

,
 88-89

left turn treatment
,
 463-465

operation, types of, 462-463
pedestrian, 91-92

Signal timing and design fundamentals
,
 489-521

compound,
 511

key elements in,
 489

pedestrian requirements, 508-510
sample applications of,

 511-521

signal phase plans, development of, 490-503
vehicular requirements,

 503-508

SI. See Severity index
SMS. See Space mean speed
Space mean speed (SMS), definition of, 100
Spacing,

 definition of
,
 102

Specialized studies, counting in volume studies
189-194

cordon counts
,
 192-193

origin and destination,
 189-191

screen-line counts
,
 193-195

Special use lanes,
 700-701

Speed studies, spot, 199-211
data uses

,
 199-200

definitions of interest
,
 199

measurement techniques,
 200

proper location for, 211
reaction and analysis of,

 200-211

Speed, travel time and delay studies,
 198-222

intersection delay,
 218-222

introduction to
,
 198-199

spot speed,
 199-211

travel-time
,
 213-215

Standard deviation (STD),
 definition of, 125, 199

Start-up lost time, 466, 611
definition of

,
 466

measurement of
,
 611

Statewide counting programs,
 variation factors in

volume studies
,
 184-189

daily,
 185

grouping data, control count, 187
monthly,

 185-186

result, display,
 187-189

STD. See Standard deviation
STOP control

,
 413-417

Street analysis, multimodel context
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arterial planning issues, 678-679
automobile level of service, 681-683

bicycle level of service, 680-681
bus level of service, 681

florida quality/level of service handbook, 683
pedestrian level of service, 681
performance assessment, 679-680

Streets and Arterials planning/design principles
access management, 688-689
balanced streets, 691-694

complete streets, 691-694
control number, placement, and driveway

design, 689-691
coordinating multiphase signals, 702-703
diamond interchange techniques, 704-706
illustrative techniques, 694-696
Kramer's concept, 687-688
local street networks principles, 688
multiple and sub-multiple cycle lengths, 703-704
network issues, one-way street systems, 698-700
overview, 694

proper median treatments, 689
roundabouts, 698

separation of functions, 691
signal plan transition, 702
special cases, 701-702
special use lanes, 700-701
traffic calming techniques, 694,697-698

Street systems, applications to .
actuated signal control and detection, 526-542
arterials, signal coordination, 632-677
intersection control, 410-432

intersection design and layout, 437 59
intersection signalizatkm, 461-486
networks, signal coordination, 632-677
signal timing and design, 489-521

Superelevation, .44-47
horizontal curves of, 44-47

runoff
,
 definition of, 45-47

Tangent ninoff, defmidon of, 45.
Time-budget concepts, 469 474
Time mean speed (TMS), definition of, 100, 199 .
Time-in-queue delay, definition of, 476
TMCs. See Transportation Management Centers
TMS. See Time mean speed
Total stopping distance, 31-33

change and clearance intervals, 33
decision sight distance, 32-33
safe stopping sight distance, 31
sight distance, other applications of, 33

Traffic calming, 694-698
approaches to, 694
devices of, 694-696

impacts and effectiveness of, 697-698
Traffic control devices, introduction to, 65-94

Manual on Uniform Traffic Control Devices

(MUTCD), 65-69
markings, 69-74
signals, 87-93
signs, 74-87
special types, 93-94

Traffic controllers, definition of, 93

Traffic control signals, 417-432
advantages of, 417-418
application of. 429-432

disadvantages of, 418

warrants fat
,
 418-429

Traffic engineering, introduction to,
 1-15

definition of, 1

elements of, 12-13

highway legislation and U.S. history, 8-12
metric w. U.S. units, 15

modern problems, 13
profession, I
standard references, 14-15

transportation systems, 3-8
Traffic engineering, statistical applications in,

122- 145

binomial distribution related to Bemouli and

Normal, 131-133

confidence bounds, 128-129

hypothesis Testing,
 134-144

normal distribution and applications, 125-128
Poisson distribution, 133-134

probability functions and statistics,
123- 125

random variables, addition of, 129-131

sample size computations, 129
Traffic engineer, modem problems for,

 13

Traffic engineer, profession of, 1-3

ethics, 2-3

liability, 2-3
objectives,

 2'

responsibility, 2-3
safety, 1-2

Traffic engineer,
 standard references

for, 14-15

Traffic impact analysis
case studies

driveway location,
 714-715

segment impact analysis, 715
Traffic maridngs, 69-74, 389-394

colors and patterns, 69
delineators, 73-74

freeway, 389
highway,

 389-391

longitudinal, 69-71
objects,

 73

. ramp junctions, 391 -394
niral highways, 389-391
transverse, 71-73

Traffic signals, 87-93
beacons, 93

change and clearance intervals,
 33

control, 87-91

controlleis;93

lane-use controls, 93

pedestrians, 91-92
Traffic signs,

 74-87

guide, 80-87 .
regulator, 75-78
warning,

 78 79

Traffic stream characteristics, 95-105

facilities, 95-96

flow, speed and density, relationships among,
103-105

parametas, 96-103
Traffic stream components,

 17-18

diversity, addressing,
 18

diversity, dealing with,
 17-18

overview of, 17-18

Traffic stream parameters,
 96-103

flow, speed and density, relationships among,
103-105

rate of flow, 96-100

volume
,
 96-100 -

Traffic studies
,
 introduction to

types of, 149-150
Traffic studies and programs, 122-145, 148-163.

165-195,198-222
, 225-248, 250-271

accidents
,
 225-248

parking, 250-271
speed, travel time and delay,

 198-222

traffic engineering, statistical applications in,

122-145

volume
,
 165-195

Traffic system, components
control devices, introduction to

,
 65-94

geometric characteristics of roadways, 35-64
road user characteristics

,
 17-33

stream characteristics, 95-105

vehicle characteristics
,
 17-33

Transportation Management Centers (TMCs),
 621

Transportation Research Board (TRB), 14,277
Transportation systems,

 3-8

accessibility, concepts of, 5-6
goods, 6
mobility, concepts of,

 5-6

modes, 46-48

nature of demand, 4-5

people, 6
vehicles

,
 6

Transportation systems management (TSM),
 13

Travel-time studies, 211-218

arterial data, 213-215

default values
, overriding of, 215-217

displays, 217-218
field techniques, 212-213

TRB Committee, traffic flow theory,
 119

TRB. See Transportation Research Board
Trip functions, definitions of,

 35-36

TSM. See Transportation systems management
/-test

,
 138-139

Uniform delay, 479
definition of, 479

Uninterrupted flow facilities, 276-283
definition of, 95

types, 276-277
Uninterrupted flow facilities, capacity concept

current values, 278

definition, 277
.

history, 277-278
v/c ratio usage,

 
.

282-283

Unintemipted flow facilities, freeway segments
analysis models,

 353

average grade,
 300

constant spacing equivalence,
 311-312

constant speed equivalence,
 312

design analysis, 293
design application, 308-309
driver-determined equivalence,

 310-311

driver population factor, 303,
 312-313

effects of heavy vehicle, 296
facility analysis, 352
facility type. 285-286
free-flow speed curve,

 296

\
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Uninterrupted flow facilities {Continued)
heavy vehicle adjustment factor, 302, 312
lane width adjustment, 293
lateral clearance adjustment, 293-294
levels of service, 286-290

operational analysis, 291-292
passenger-car equivalents, 297-298

for composite grades, 299-302
vs. heavy-vehicle adjustment factor, 297,

309-310

for specific grades, 298-299
sample problems, 295,303-305
service flow rates and capacity, 290-291
service flow rate and volume, 292-293,

306-308

speed flow characteristics, 286
speed-flow-density curves calibration, 309
total ramp density (TRD), 294

Uninterrupted flow facilities, multilane highways
access-point density adjustment, 294
average grade, 300
constant spacing equivalence, 311-312
constant speed equivalence, 312
design analysis, 293
driver-determined equivalence, 310-311
driver population factor, 303,312-313
effects of heavy vehicle, 296
facility type, 285-286
free-flow speed curve, 296
heavy vehicle adjustment factor, determination,

302,312

lane width adjustment, 294
lateral clearance adjustment, 294
levels of service, 286-290

median-type adjustment, 294
operational analysis, 291-292
passenger-car equivalents

for composite grades, 299-302
extended sections, 297-298

for specific grades, 298-299
vs. heavy-vehicle adjustment factor, 297,

309-310

sample problems, 296,305-306
service flow rates and capacity,

 290-291

service flow rate and volume, 292-293

speed flow characteristics, 286
speed-flow-density curves calibration,

 309

Uninterrupted flow theory. See Row theory
U

.
S

.
 vs. metric units, 15

v/c ratio, definition of, 282

Vehicle characteristics
,
 17-33

total stopping distance,
 31-33

traffic stream components,
 17-18

Vehicles
,
 25-31

acceleration characteristics, 30-31

braking characteristics,
 29-30

design concept, 26-27
turning characteristics,

 27-29

Vision
,
 fields of, 19-20

Volume

characteristics of, 169-174

critical parameters, 165
demand and capacity, with, 166-169
intersection studies of, 174-176
limited networic, studies of, 176-184

specialized counting programs, 189-195
statewide counting programs, 184-189

Volume studies
, intersections, 174-176

arrival vj. depart ux;e,
 174-176

data presentation of,
 176

signalized, 176
Volume studies

, limited network, 176-184
control counts, 178-179

coverage counts, 179
estimating vehicle miles traveled, 182-183
illustrative study of,

 179-184

multi-day study plan,
 181

one-day study plan,
 179-181

result, display, 184
three day study,

 181-182
Volume studies

, variation characteristics
,
 169

daily,
 172

documentation
, importance of, 172-173

hourly, 169-171
monthly/seasonal, 172

subhourly,
 172

v/s ratio, 574

definition of
,
 574

Warning signs, conditions, 78-80
Warrants for traffic signals,

 418-428

Weaving movements,
 319-333

analysis of areas,
 325-333

freeway facilities, 352-353
level-of-service criteria

,
 317-319

turbulence areas, 316-317
Webster's model of uniform delay,

48(M8I

Yield control
,
 413-414,416 i
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